This paper describes the development and analysis of finite-volume methods for the Landau–Lifshitz Navier–Stokes (LLNS) equations and related stochastic partial differential equations in fluid dynamics. The LLNS equations incorporate thermal fluctuations into macroscopic hydrodynamics by the addition of white-noise fluxes whose magnitudes are set by a fluctuation-dissipation relation. Originally derived for equilibrium fluctuations, the LLNS equations have also been shown to be accurate for nonequilibrium systems. Previous studies of numerical methods for the LLNS equations focused primarily on measuring variances and correlations computed at equilibrium and for selected nonequilibrium flows. In this paper, we introduce a more systematic approach based on studying discrete equilibrium structure factors for a broad class of explicit linear finite-volume schemes. This new approach provides a better characterization of the accuracy of a spatiotemporal discretization as a function of wavenumber and frequency, allowing us to distinguish between behavior at long wavelengths, where accuracy is a prime concern, and short wavelengths, where stability concerns are of greater importance. We use this analysis to develop a specialized third-order Runge–Kutta scheme that minimizes the temporal integration error in the discrete structure factor at long wavelengths for the one-dimensional linearized LLNS equations. Together with a novel method for discretizing the stochastic stress tensor in dimension larger than one, our improved temporal integrator yields a scheme for the three-dimensional equations that satisfies a discrete fluctuation-dissipation balance for small time steps and is also sufficiently accurate even for time steps close to the stability limit.
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1. Introduction

Recently the fluid dynamics community has considered increasingly complex physical, chemical, and biological phenomena at the microscopic scale, including systems for which significant interactions occur across multiple scales. At a molecular scale, fluids are not deterministic; the state of the fluid is constantly changing and stochastic, even at thermodynamic equilibrium. As simulations of fluids push toward the microscale, these random thermal fluctuations play an increasingly important role in describing the state of the fluid, especially when investigating systems where the microscopic fluctuations drive a macroscopic phenomenon such as the evolution of instabilities, or where the thermal fluctuations drive the motion of suspended microscopic objects in complex fluids. Some examples in which spontaneous fluctuations can significantly affect the dynamics include the breakup of droplets in jets [56; 27; 42], Brownian molecular motors [4; 58; 24; 54], Rayleigh–Bénard convection (both single species [65] and mixtures [60]), Kolmogorov flows [14; 15; 52], Rayleigh–Taylor mixing [41; 40], combustion and explosive detonation [57; 49], and reaction fronts [55].

Numerical schemes based on a particle representation of a fluid (e.g., molecular dynamics, direct simulation Monte Carlo [2]) inherently include spontaneous fluctuations due to the irregular dynamics of the particles. However, by far the most common numerical schemes in computational fluid dynamics are based on solving partial differential equations. To incorporate thermal fluctuations into macroscopic hydrodynamics, Landau and Lifshitz introduced an extended form of the compressible Navier–Stokes equations obtained by adding white-noise stochastic flux terms to the standard deterministic equations. While they were originally developed for equilibrium fluctuations, specifically the Rayleigh and Brillouin spectral lines in light scattering, the validity of the Landau–Lifshitz Navier–Stokes (LLNS) equations for nonequilibrium systems has been assessed [28] and verified in molecular simulations [33; 51; 53]. The LLNS system is one of the more complex examples in a broad family of PDEs with stochastic fluxes. Many members of this family arise from the LLNS equations in a variety of approximations (e.g., stochastic heat equation) while others are stochastic variants of well known PDEs, such as the stochastic Burger’s equation [12], which can be derived from the continuum limit of an asymmetric excluded random walk.

Several numerical approaches for fluctuating hydrodynamics have been proposed. The earliest work by Garcia et al. [32] developed a simple scheme for the stochastic heat equation and the linearized one-dimensional LLNS equations. Ladd et al. [45] have included stress fluctuations in (isothermal) Lattice Boltzmann methods for some time, and recently a better theoretical foundation has been established [1; 26]. Moseler and Landman [56] included the stochastic stress tensor of the
LLNS equations in the lubrication equations and obtain good agreement with their molecular dynamics simulation in modeling the breakup of nanojets. Sharma and Patankar [61] developed a fluid-structure coupling between a fluctuating incompressible solver and suspended Brownian particles. Coveney, De Fabritiis, Delgado-Buscalioni and coworkers have also used the isothermal LLNS equations in a hybrid scheme, coupling a continuum fluctuating solver to a molecular dynamics simulation of a liquid [29; 35; 23]. Atzberger et al. [7] have developed a version of the immersed boundary method that includes fluctuations in a pseudospectral method for the incompressible Navier–Stokes equations. Voulgarakis and Chu [63] developed a staggered scheme for the isothermal LLNS equations as part of a multiscale method for biological applications, and a similar staggered scheme was also described in [22].

Recently, Bell et al. [13] introduced a centered scheme for the LLNS equations based on interpolation schemes designed to preserve fluctuations combined with a third-order Runge–Kutta (RK3) temporal integrator. In that work, the principal diagnostic used for evaluation of the numerical method was the accuracy of the local (cell) variance and spatial (cell-to-cell) correlation structure for equilibrium and selected nonequilibrium scenarios (e.g., constant temperature gradient). The metric established by those types of tests is, in some sense, simultaneously too crude and too demanding. It is too crude in the sense that it provides only limited information from detailed simulations that cannot be directly linked to specific properties of the scheme. On the other hand, such criteria are too demanding in the sense that they place requirements on the discretization integrated over all wavelengths, requiring that the method perform well at high wavenumbers where a deterministic PDE solver performs poorly. Furthermore, although Bell et al. [13] demonstrate that RK3 is an effective algorithm, compared with other explicit schemes for the compressible Navier–Stokes equations, the general development of schemes for the LLNS equations has been mostly trial and error.

Here, our goal is to establish a more rational basis for the analysis and development of explicit finite-volume scheme for stochastic partial differential equations (SPDEs) with a stochastic flux. The approach is based on analysis of the structure factor (equilibrium fluctuation spectrum) of the discrete system. The structure factor is, in essence, the stationary spatiotemporal correlations of hydrodynamic fluctuations as a function of spatial wavenumber and temporal frequency; the static structure factor is the integral over frequency (i.e., the spatial spectrum). By analyzing the structure factor for a numerical scheme, we are able to develop notions of accuracy for a given discretization at long wavelengths. Furthermore, in many cases the theoretical analysis for the structure factor is tractable (with the aid of symbolic manipulators) allowing us to determine optimal coefficients for a given numerical scheme. We perform this optimization as a two-step procedure. First, a
spatial discretization is developed that satisfies a discrete form of the fluctuation-dissipation balance condition. Then, a stable temporal integrator is proposed and the covariances of the random numbers are chosen so as to maximize the order of temporal accuracy of the small-wavenumber static structure factor. We focus primarily on explicit schemes for solving the LLNS equations because even at the scales where thermal fluctuations are important, the limitation on time step imposed by stability is primarily due to the hyperbolic terms. That is, when the cell size is comparable to the length scale for molecular transport (e.g., mean free path in a dilute gas) the time step for these compressible hydrodynamic equations is limited by the acoustic CFL (Courant–Friedrichs–Lewy) condition. At even smaller length scales the viscous terms further limit the time step yet the validity of a continuum representation for the fluid starts to break down at those atomic scales.

The paper is divided into roughly two parts: The first half (Sections 2–4) defines notation, develops the formalism, and derives the expressions for analyzing a general class of linear stochastic PDEs from the LLNS family of equations. The main result in the first half, how to evaluate the structure factor for a numerical scheme, appears in Section 3B. The second half applies this analysis to systems of increasing complexity, starting with the stochastic heat equation (Section 5A), followed by the LLNS system in one dimension (Section 6) and three dimensions (Section 7). The paper closes with a summary and concluding remarks, followed by an Appendix on the semi-implicit Crank–Nicolson method.

2. Landau–Lifshitz Navier–Stokes equations

We consider the accuracy of explicit finite-volume methods for solving the Landau–Lifshitz Navier–Stokes (LLNS) system of stochastic partial differential equations (SPDEs) in $d$ dimensions, given in conservative form by

$$\partial_t U = -\nabla \cdot [F(U) - \mathcal{Z}(U, r, t)],$$

where $U(r, t) = [\rho, j, e]^T$ is a vector of conserved variables that are a function of the spatial position $r$ and time $t$. The conserved variables are the densities of mass $\rho$, momentum $j = \rho v$, and energy $e = \epsilon(\rho, T) + \frac{1}{2}\rho v^2$, expressed in terms of the primitive variables, mass density $\rho$, velocity $v$, and temperature $T$; here $\epsilon$ is the internal energy density. The deterministic flux is taken from the traditional compressible Navier–Stokes–Fourier equations and can be split into hyperbolic and diffusive fluxes:

$$F(U) = F_H(U) + F_D(U),$$

where

$$F_H = \begin{bmatrix} \rho v \\ \rho vv^T + PI \\ (e + P)v \end{bmatrix} \quad \text{and} \quad F_D = -\begin{bmatrix} 0 \\ \sigma \\ \sigma \cdot v + \xi \end{bmatrix},$$

and

$$\mathcal{Z}(U, r, t) = -\mathcal{Z}_r(U, r, t) - \mathcal{Z}_t(U, r, t).$$
\[ P = P(\rho, T) \] is the pressure, the viscous stress tensor is
\[ \sigma = \eta \nabla v = \eta \left( \nabla v + \nabla v^T - \frac{2}{d} (\nabla \cdot v) I \right) \]
for \( d \geq 2 \) (we have assumed zero bulk viscosity) and \( \sigma = \eta v_x \) for \( d = 1 \), and the heat flux is \( \xi = \mu \nabla T \). We denote the adjoint (conjugate transpose) of a matrix or linear operator \( M \) with \( M^* = M^T \). As postulated by Landau and Lifshitz [46; 28], the stochastic flux
\[
\mathcal{Z} = \begin{bmatrix} 0 \\ \Sigma \\ \Sigma \cdot v + \Xi \end{bmatrix}
\]
is composed of the stochastic stress tensor \( \Sigma \) and stochastic heat flux vector \( \Xi \), assumed to be mutually uncorrelated random Gaussian fields with the following covariance (where bars denote means):
\[
\langle \Sigma(r, t) \Sigma^*(r', t') \rangle = C_\Sigma \delta(t - t') \delta(r - r'),
\]
where \( C_{\Sigma}^{(\Sigma)} = 2\eta k_B T \left( \delta_{ik} \delta_{jl} + \delta_{ij} \delta_{jk} - \frac{2}{d} \delta_{ij} \delta_{kl} \right) \); \( \langle \Xi(r, t) \Xi^*(r', t') \rangle = C_{\Xi} \delta(t - t') \delta(r - r'), \)
where \( C_{\Xi}^{(\Xi)} = 2\mu k_B T^2 \delta_{ij} \).

In the LLNS system, the hyperbolic or advective fluxes are responsible for transporting the conserved quantities at the speed of sound or fluid velocity, without dissipation. On the other hand, the diffusive or dissipative fluxes are the ones responsible for damping the thermal fluctuations generated by the stochastic or fluctuating fluxes. At equilibrium a steady state is reached in which a fluctuation-dissipation balance condition is satisfied.

In the original formulation, Landau and Lifshitz only considered adding stochastic fluxes to the linearized Navier–Stokes equations, which leads to a well-defined system of SPDEs whose equilibrium solutions are random Gaussian fields. Derivations of the equations of fluctuating hydrodynamics through careful asymptotic expansions of the underlying microscopic (particle) dynamics give equations for the Gaussian fluctuations around the solution to the usual deterministic Navier–Stokes equations [47], in the spirit of the Central Limit Theorem. Therefore, numerical solutions should, in principle, consist of two steps: first solving the nonlinear deterministic equations for the mean solution, and then solving the linearized equations for the fluctuations around the mean. If the fluctuations are small perturbations, it makes sense numerically to try to combine these two steps into one and simply consider nonlinear equations with added thermal fluctuations. There is also hope that this might capture effects not captured in the two-system approach, such as fluctuation-
driven transport in nonequilibrium systems [59], or the effect of fluctuations on the very long-time dynamics of the mean (e.g., shock drift [13]) and hydrodynamic instabilities [65; 56; 40].

The linearized equations of fluctuating hydrodynamics can be given a well defined interpretation with the use of generalized functions or distributions [19]. However, the nonlinear fluctuating hydrodynamic equations (1) must be treated with some care since they have not been derived from first principles [28] and are in fact mathematically ill defined due to the high irregularity of white-noise fluctuating stresses [34]. More specifically, because the solution of these equations is itself a distribution the interpretation of the nonlinear terms requires giving a precise meaning to products of distributions, which cannot be defined in general and requires introducing some sort of regularization. Although written formally as an SPDE, the LLNS equations are usually interpreted in a finite volume context, where the issues of regularity, at first sight, disappear. However, in finite volume form the level of fluctuations becomes increasingly large as the volume shrinks and the nonlinear terms diverge leading to an “ultraviolet catastrophe” of the kind familiar in other fields of physics [34; 16]. Furthermore, because the noise terms are Gaussian, it is possible for rare events to push the system to states that are not thermodynamically valid such as negative $T$ or $\rho$. For that reason, we will focus on the linearized LLNS equations, which can be given a well-defined interpretation. Since the fluctuations are expected to be a small perturbation of the deterministic solution, the nonlinear equations should behave similarly to the linearized equations anyway, at least near equilibrium for sufficiently large cells.

To simplify the exposition we assume the fluid to be a monoatomic ideal gas; the generalization of the results for an arbitrary fluid is tedious but straightforward. For an ideal gas the equation of state may be written as

$$P = \rho \left( \frac{k_B T}{m} \right) = \rho c^2,$$

where $c$ is the isothermal speed of sound. The internal energy density is $\varepsilon = \rho c_v T$, where $c_v$ is the heat capacity at constant volume, which may be written as $c_v = d_f k_B / 2m$ where $d_f$ is the number of degrees of freedom of the molecules (for monoatomic gases there are $d_f = d$ translational degrees of freedom), and $c_p = (1 + 2/d_f)c_v$ is the heat capacity at constant pressure. For analytical calculations, it is convenient to convert the LLNS system from conserved variables to primitive variables, since the primitive variables are uncorrelated at equilibrium and the equations (1) simplify considerably:

$$D_t \rho = -\rho \nabla \cdot v,$$

$$\rho (D_t v) = -\nabla P + \nabla \cdot (\sigma + \Sigma),$$

$$\rho c_p (D_t T) = D_t P + \nabla \cdot (\xi + \Xi) + (\sigma + \Sigma) : \nabla v,$$

(3)
where \( D_t □ = \partial_t □ + v \cdot \nabla (□) \) denotes the familiar advective derivative. Note that in the fully nonlinear numerical implementation, however, we continue to use the conserved variables to ensure that the physical conservation laws are strictly obeyed.

Linearizing (3) around a reference uniform equilibrium state \( \rho = \rho_0 + \delta \rho, v = v_0 + \delta v, T = T_0 + \delta T \), and dropping the deltas for notational simplicity,

\[
U = \begin{bmatrix}
\delta \rho \\
\delta v \\
\delta T
\end{bmatrix} \to \begin{bmatrix}
\rho \\
v \\
T
\end{bmatrix},
\]

we obtain the linearized LLNS system for the equilibrium thermal fluctuations,

\[
\partial_t U = -\nabla \cdot [F U - Z] = -\nabla \cdot [F_H U + F_D ∇ U - Z],
\]

(4)

where

\[
F_H U = \begin{bmatrix}
\rho_0 v + \rho v_0 \\
\left(c_0^2 \rho_0^{-1} \rho + c_0^2 T_0^{-1} T\right) I + v_0 v^T \\
c_0^2 c_v^{-1} v + T v_0
\end{bmatrix}
\]

and

\[
F_D ∇ U = \begin{bmatrix}
0 \\
\rho_0^{-1} \eta_0 \nabla \rho \\
\rho_0^{-1} c_v^{-1} \mu_0 \nabla T
\end{bmatrix},
\]

and \( Z(r, t) \) is a random Gaussian field with a covariance

\[
\langle Z(r, t) Z^*(r', t') \rangle = C_Z \delta(t - t') \delta(r - r'),
\]

where the covariance matrix is block diagonal,

\[
C_Z = \begin{bmatrix}
0 & 0 & 0 \\
0 & \rho_0^{-2} C_Σ & 0 \\
0 & 0 & \rho_0^{-2} c_v^{-2} C_Z
\end{bmatrix},
\]

and \( C_Σ \) and \( C_Z \) are given in (2). Equation (4) is a system of linear SPDEs with additive noise that can be analyzed within a general framework, as we develop next. We note that the stochastic “forcing” in (4) is essentially a divergence of white noise, modeling conservative intrinsic (thermal) fluctuations [47], rather than the more common external fluctuations modeled through white noise forcing [21; 39].

The next two sections develop the tools for analyzing finite volume schemes for linearized SPDEs, such as the LLNS system, specifically how to predict the equilibrium spectrum of the fluctuations (i.e., structure factor) from the spatial and temporal discretization used by the numerical algorithm. These analysis tools are demonstrated for simple examples in Section 5A and applied to the LLNS system in Sections 6 and 7.
3. Explicit methods for linear stochastic partial differential equations

In this section, we develop an approach for analyzing the behavior of explicit discretizations for a broad class of SPDEs, motivated by the linearized form of the LLNS equations. In particular, we consider a general linear SPDE for the stochastic field \( U(r, t) \equiv U(t) \) of the form

\[
dU(t) = LU(t) \, dt + K d\mathcal{B}(t),
\]

with periodic boundary conditions on the torus \( r \in V = [0, H]^d \), where \( L \) (the generator) and \( K \) (the filter) are time-independent linear operators, and \( \mathcal{B} \) is a cylindrical Wiener process (Brownian sheet), and the initial condition at \( t = 0 \) is \( U_0 \). As common in the physics literature, we will abuse notation and write

\[
\partial_t U = LU + K \mathcal{W},
\]

where \( \mathcal{W} = dB(t)/dt \) is spatiotemporal white noise, that is, a random Gaussian field with zero mean and covariance

\[
\langle \mathcal{W}(r, t) \mathcal{W}^*(r', t') \rangle = \delta(t-t')\delta(r-r').
\]

The so-called mild solution [19] of (5) is a generalized process

\[
U(t) = e^{tL}U_0 + \int_0^t e^{(t-s)L}K \, dB(s),
\]

where the integral denotes a stochastic convolution. If the operator \( L \) is dissipative, that is, \( \lim_{t \to \infty} e^{tL}U_0 = 0 \) for all \( U_0 \), then at long times \( t' \) the solution to (5) is a Gaussian process with mean zero and covariance

\[
C_U(t) = \langle U(t')U^*(t'+t) \rangle = \int_{-\infty}^0 e^{-sL}K K^* e^{(t-s)L^*} \, ds, \quad t \geq 0.
\]

This means that (5) has a unique invariant measure (equilibrium or stationary distribution) that is Gaussian with mean zero and covariance given in (8).

In general, the field \( U(r, t) \) is only a generalized function of the spatial coordinate \( r \) and cannot be evaluated pointwise. For the cases we will consider here, specifically, translationally invariant problems where \( L \) and \( K \) are differential operators, this difficulty can be avoided by transforming (5) to Fourier space via the Fourier series transform

\[
U(r, t) = \sum_{k \in \hat{V}} e^{ik \cdot r} \hat{U}(k, t),
\]

and

\[
\hat{U}(k, t) = \frac{1}{V} \int_{r \in V} e^{-ik \cdot r} U(r, t) \, dr,
\]
where \( V = |\mathcal{V}| = H^d \) is the volume of the system, and each wavevector \( k \equiv k(\kappa) \) is expressed in terms of the integer wave index \( \kappa \in \mathbb{Z}^d \), giving the set of discrete wavevectors

\[
\widehat{\mathcal{V}} = \{ k = 2\pi \kappa / H \mid \kappa \in \mathbb{Z}^d \}.
\]

In Fourier space, the SPDE (5) becomes an infinite system of uncoupled stochastic ordinary differential equations (SODEs),

\[
d\widehat{U}(t) = \widehat{L}\widehat{U}(t)dt + \widehat{K}d\widehat{B}(t),
\]

one SODE for each \( k \in \widehat{\mathcal{V}} \). The invariant distribution of (11) is a zero-mean Gaussian random process, characterized fully by the covariance obtained from the spatial Fourier transform of (8),

\[
S(k, t) = V \langle \widehat{U}(k, t')\widehat{U}^*(k, t' + t) \rangle = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{i\omega t} S(k, \omega) d\omega,
\]

where the dynamic structure factor (space-time spectrum) is

\[
S(k, \omega) = V \langle \widehat{U}(k, \omega)\widehat{U}^*(k, \omega) \rangle = (\widehat{L} - i\omega)^{-1}(\widehat{K}\widehat{K}^*) (\widehat{L}^* + i\omega)^{-1},
\]

which follows directly from the space-time \((k, \omega)\) Fourier transform of the SPDE (5). By integrating the dynamic spectrum over all frequencies \( \omega \), one gets the static structure factor

\[
S(k) = S(k, t = 0) = \frac{1}{2\pi} \int_{-\infty}^{\infty} S(k, \omega) d\omega,
\]

which is the spatial spectrum of an equilibrium snapshot of the fluctuating field and is the Fourier equivalent of \( C_U(t = 0) \). Note that the dynamic structure factor of spatiotemporal white noise is unity independent of the wavevector and wavefrequency: \( S_W(k, \omega) = 1 \).

3A. Discretization. For the types of equations we will consider in this paper, the invariant measure is spatially white, specifically, \( S(k) \) is diagonal and independent of \( k \). The associated fluctuating field \( \mathcal{U} \) cannot be evaluated pointwise, therefore, it is more natural to use finite-volume cell averages, denoted here by \( U \). In the deterministic setting, for uniform periodic grids there is no important difference between finite-volume and finite-difference methods. Our general approach can likely be extended also to analysis of stochastic finite-element discretizations, however, such methods have yet to be developed for the LLNS equations and here we focus on finite-volume methods. For notational simplicity, we will discuss problems in one spatial dimension \((d = 1)\), with (mostly) obvious generalizations to higher dimensions.
Space is discretized into $N_c$ identical cells of length $\Delta x = H/N_c$, and the value $U_j$ stored in cell $1 \leq j \leq N_c$ is the average of the corresponding variable over the cell

$$U_j(t) = \frac{1}{\Delta x} \int_{(j-1)\Delta x}^{j\Delta x} u(x,t)dx.$$  \hspace{1cm} (15)

Time is discretized with a time step $\Delta t$, approximating cell averages of $u(x,t)$ pointwise in time with $U^n = \{U^n_1, \ldots, U^n_{N_c}\}$,

$$U^n_j \approx U_j(n\Delta t),$$

where $n \geq 0$ enumerates the time steps. The white noise $\mathcal{W}(x,t)$ cannot be evaluated pointwise in either space or time and is discretized using a spatiotemporal average

$$\overline{\mathcal{W}}^n_j(t) = \frac{1}{\Delta x \Delta t} \int_{n\Delta t}^{(n+1)\Delta t} \int_{(j-1)\Delta x}^{j\Delta x} \mathcal{W}(x,t)dx dt,$$  \hspace{1cm} (16)

which is a normal random variable with zero mean and variance $(\Delta x \Delta t)^{-1}$, independent between different cells and time steps. Note that for certain types of equations the dynamic structure factor may be white in frequency as well. In this case, a pointwise-in-time discretization is not appropriate and one can instead use a spatiotemporal average as done for white noise in (16).

We will study the accuracy of explicit linear finite-volume schemes for solving the SPDE (5). Rather generally, such methods are specified by a linear recursion of the form

$$U^{n+1} = (I + L \Delta t) U^n + \sqrt{\frac{\Delta t}{\Delta x}} K \mathcal{W}^n,$$  \hspace{1cm} (17)

where $L$ and $K$ are consistent stencil discretizations of the continuum differential operators $\mathcal{L}$ and $\mathcal{K}$ (note that $L$ and $K$ may involve powers of $\Delta t$ in general). Here

$$\mathcal{W}^n = (\Delta x \Delta t)^{1/2} \overline{\mathcal{W}}^n$$  \hspace{1cm} (18)

is a vector of standard normal variables with mean zero and variance one.

Without the random forcing, the deterministic equation $\mathcal{U}_t = \mathcal{L} \mathcal{U}$ and the associated discretization can be studied using classical tools and notions of stability, consistency, and convergence. Under the assumption that the discrete generator $L$ is dissipative, the initial condition $U^0$ will be damped and the equilibrium solution will simply be a constant. The addition of the random forcing, however, leads to a nontrivial invariant measure (equilibrium distribution) of $U^n$ determined by an interplay between the (discretized) fluctuations and dissipation. Because of the dissipative nature of the generator, any memory of the initial condition will eventually disappear and the long time dynamics is guaranteed to follow an ergodic trajectory that samples the unique invariant measure. In order to characterize
the accuracy of the stochastic schemes, we will analyze how well the discrete invariant measure (equilibrium distribution) reproduces the invariant measure of the continuum SPDE (this is a form of weak convergence). Note that due to ergodicity, ensemble averages can either be computed by averaging the power spectrum of the fields over multiple samples or averaging over time (after sufficiently many initial equilibration steps). In the theory we will consider the limit \( n \to \infty \) and then average over different realizations of the noise \( W \) to obtain the discrete structure factors. In numerical calculations, we perform temporal averaging.

Regardless of the details of the iteration (17), \( W^n \) will always be a Gaussian random vector generated anew at each step \( n \) using a random number generator. The discretized field \( U^n \) is therefore a linear combination of Gaussian variates and it is therefore a Gaussian vector-valued stochastic process. In particular, the invariant measure (equilibrium distribution) of \( U^n \) is fully characterized by the covariance

\[
C^{(U)}_{j,j',n} = \lim_{N_s \to \infty} \left< U^N_{j} (U^{N_s+n}_{j'})^* \right>,
\]

which we would like to compare to the covariance of the continuum Gaussian field \( C_U (t = n \Delta t) \) given by (8). This comparison is best done in the Fourier domain by using the spatial discrete Fourier transform, defined for a spatially discrete field \( U \) (for example, \( U \equiv U^n \) or \( U \equiv U(t) \)) via

\[
U_j = \sum_{k \in \hat{V}_d} \hat{U}_k e^{ij \Delta k},
\]

\[
\hat{U}_k = \frac{1}{V} \sum_{j=0}^{N_c-1} U_{j+1} e^{-ij \Delta k \Delta x},
\]

where we have denoted the discrete dimensionless wavenumber

\[
k \Delta x = 2\pi \kappa / N_c,
\]

and the wave index is now limited to the first \( N_c \) values,

\[
\hat{V}_d = \{ k = 2\pi \kappa / H \mid 0 \leq \kappa < N_c \} \subset \mathcal{V}.
\]

Since the fields are real-valued, there is a redundancy in the Fourier coefficients \( \hat{U}_k \) because of the Hermitian symmetry between \( \kappa \) and \( N_c - \kappa \) (essentially, the second half of the wave indices correspond to negative \( k \)), and thus we will only consider \( 0 \leq \kappa \leq \lfloor N_c / 2 \rfloor \), giving a (Nyquist) cutoff wavenumber \( k_{\text{max}} \approx \pi / \Delta x \).

What we would like to compare is the Fourier coefficients of the numerical approximation, \( \hat{U}_k^n \), with the Fourier coefficients of the continuum solution

\[
\hat{U}_k (t = n \Delta t).
\]
The invariant measure of $\hat{U}_k^n$ has zero mean and is characterized by the covariance obtained from the spatial Fourier transform of (19),

$$S_{k,n} = V \lim_{N_s \to \infty} \langle \hat{U}_k^{N_s} (\hat{U}_k^{N_s+n})^* \rangle. \quad (22)$$

From the definition of the discrete Fourier transform it follows that for small $\Delta k$, that is, smooth Fourier basis functions on the scale of the discrete grid, $\hat{U}_k(t)$ converges to the Fourier coefficient $\hat{U}(k, t = n \Delta t)$ of the continuum field. Therefore, $S_{k,n}$ is the discrete equivalent (numerical approximation) to the continuum structure factor $S(k, t = n \Delta t)$. We define a discrete approximation to be weakly consistent if

$$\lim_{\Delta x, \Delta t \to 0} S_{k,n = [t/\Delta t]} = S(k, t),$$

for any chosen $k \in \hat{V}$ and $t$. This means that, given a sufficiently fine discretization, the numerical scheme can accurately reproduce the structure factor for a desired wave index and time lag. An alternative view is that a convergent scheme reproduces the slow (compared to $\Delta t$) and large-scale (compared to $\Delta x$) fluctuations, that is, it accurately reproduces the dynamic structure factor $S(k, \omega)$ for small $\Delta k = k \Delta x$ and $\Delta \omega = \omega \Delta t$. Our goal here is to quantify this for several numerical methods for solving stochastic conservation laws and optimize the numerical schemes by tuning parameters to obtain the best possible approximation to $S(k, \omega)$ for small $k$ and $\omega$.

Much of our analysis will be focused on the discrete static structure factor

$$S_k = S_{k,0} = V \lim_{N_s \to \infty} \langle \hat{U}_k^{N_s} (\hat{U}_k^{N_s})^* \rangle.$$ 

Note that for a spatially white field $U(x)$, the finite-volume averages $U_j$ are independent Gaussian variates with mean zero and variance $\Delta x^{-1}$, and the discrete Fourier coefficients $\hat{U}_k$ are independent Gaussian variates with mean zero and variance $V^{-1}$. As a measure of the accuracy of numerical schemes for solving (5), we will compare the discrete static structure factors $S_k$ with the continuum prediction $S(k)$, for all of the discrete wavenumbers (i.e., pointwise in Fourier space). It is expected that any numerical scheme will produce some artifacts at the largest wavenumbers because of the strong corrections due to the discretization; however, small wavenumbers ought to have much smaller errors because they evolve over time scales and length scales much larger than the discretization step sizes. Specifically, we propose to look at the series expansions

$$S_k - S(k) = O(\Delta t^{p_1} k^{p_2}),$$

and optimize the numerical schemes by maximizing the powers $p_1$ and $p_2$. Next we describe the general formalism used to obtain explicit expressions for the discrete structure factors $S_k$ for a general explicit method, and then illustrate the
formalism on some simple examples, before attacking the more complex equations of fluctuating hydrodynamics.

3B. Analysis of linear explicit methods. Regardless of the details of a particular scheme and the particular linear SPDE being solved, at the end of the time step a typical explicit scheme makes a linear combination of the values in the neighboring cells and random variates to produce an updated value,

\[ U_{j}^{n+1} = U_{j}^{n} + \sum_{\Delta j = w_D}^{\Delta j = w_S} \Phi_{\Delta j} U_{j+\Delta j}^{n} + \sum_{\Delta j = -w_D}^{\Delta j = -w_S} \Psi_{\Delta j} W_{j+\Delta j}^{n}, \quad (23) \]

where \( w_D \) and \( w_S \) are the deterministic and stochastic stencil widths. The particular forms of the matrices of coefficients \( \Phi \) and \( \Psi \) depend on the scheme, and will involve powers of \( \Delta t \) and \( \Delta x \). Here we assume that for each \( n \) the random increment \( W^{n} \) is an independent vector of \( N_s \) normal variates with covariance

\[ C_W = \left< W_{j}^{n} (W_{j}^{n})^\ast \right> \]

constant for all of the cells \( j \) and thus wavenumbers, where \( N_s \) is the total number of random numbers utilized per cell per stage. Computer algebra systems can be used to obtain explicit formulas for the matrices in (23); we have made extensive use of Maple for the calculations presented in this paper.

Assuming a translation invariant scheme, the iteration (23) can easily be converted from real space to an iteration in Fourier space,

\[ \hat{U}_{k}^{n+1} = \hat{U}_{k}^{n} + \sum_{\Delta j = w_D}^{\Delta j = w_S} \Phi_{\Delta j} \hat{U}_{k}^{n} \exp(i \Delta j \Delta k) + \sum_{\Delta j = -w_D}^{\Delta j = -w_S} \Psi_{\Delta j} \hat{W}_{k}^{n} \exp(i \Delta j \Delta k), \quad (24) \]

where different wavenumbers are not coupled to each other. In general, any linear explicit method can be represented in Fourier space as a recursion of the form

\[ \hat{U}_{k}^{n+1} = M_{k} \hat{U}_{k}^{n} + N_{k} \hat{W}_{k}^{n}, \quad (25) \]

where the explicit form of the matrices \( M_{k} \) and \( N_{k} \) depend on the particular scheme and typically contain various powers of sin \( \Delta k \), cos \( \Delta k \), and \( \Delta t \), and

\[ C_{\hat{W}} = \left< \hat{W}_{k}^{n} (\hat{W}_{k}^{n})^\ast \right> = N_{c}^{-1} C_W. \]

By iterating this recurrence relation, we can easily obtain (assuming \( \hat{U}_{k}^{0} = 0 \))

\[ \hat{U}_{k}^{n+1} = \sum_{l=0}^{n} (M_{k})^{l} N_{k} \hat{W}_{k}^{n-l}, \]
from which we can calculate
\[ S^n_k = V \langle (\hat{U}_k^n) (\hat{U}_k^n)^* \rangle = \sum_{l=0}^{n-1} (M_k)^l (\Delta x N_k C W N_k^*) (M_k^*)^l = \sum_{l=0}^{n-1} (M_k)^l \tilde{C} (M_k^*)^l. \]

In order to calculate this sum explicitly, we will use the identity
\[ M_k S^n_k M_k^* - S^n_k = (M_k)^n \tilde{C} (M_k^*)^n - \tilde{C} \]
(26)
to obtain a linear system for the entries of the matrix \( S^n_k \). If the deterministic method is stable, which means that all eigenvalues of the matrix \( M_k \) are below unity for all wavenumbers, then in the limit \( n \to \infty \) the first term on the right side will vanish, to give
\[ M_k S_k M_k^* - S_k = -\Delta x N_k C W N_k^*. \]
(27)

If one assumes existence of a unique structure factor, Equation (27) can be most directly obtained from the condition of stationarity \( S^{n+1}_k = S^n_k = S_k \),
\[ \langle (M_k \hat{U}_k^n + N_k \hat{W}_k^n) (M_k \hat{U}_k^n + N_k \hat{W}_k^n)^* \rangle = \langle (\hat{U}_k^n)^* (\hat{U}_k^n)^* \rangle = V^{-1} S_k, \]
giving a path to easily extend the analysis to more complicated situations such as multistep schemes.

Equation (27) is a linear system of equations for the equilibrium static structure factor produced by a given scheme, where the number of unknowns is equal to the square of the number of variables (field components). By simply deleting the subscripts \( k \) one obtains a more general but much larger linear system [36] for the real space equilibrium covariance of a snapshot of the discrete field \( C_{j,j',n}^{(U)} = C_{j,j',n=0}^{(U)} \)
\[ MC \ U \ M^* - C_U = -\Delta x N C W N^*, \]
where
\[ C_{W}^{(N_x)} = \langle W^n (W^n)^* \rangle \]
is the covariance matrix of the random increments. Note that this relation continues to hold even for schemes that are not translation invariant such as generalizations to nonperiodic boundary conditions; however, the number of unknowns is now the square of the total number of degrees of freedom so that explicit solutions will in general not be possible. Based on standard wisdom for deterministic schemes, it is expected that schemes that perform well under periodic boundary conditions will also perform well in the presence of boundaries when the discretization is suitably modified only near the boundaries.

A similar approach to the one illustrated above for the static structure factor can be used to evaluate the discrete dynamic structure factor
\[ S_{k,\omega} = \lim_{N_x \to \infty} \lim_{N_t \to \infty} V (N_x \Delta t) \langle \hat{U}_k^{N_x} (\hat{U}_k^{N_t})^* \rangle \]
from the time-discrete Fourier transform
\[
\hat{U}_{k,\omega}^{N_r} = \frac{1}{N_s} \sum_{l=0}^{N_r} \exp(-il \Delta \omega) \hat{U}_k^l,
\]
where \(\Delta \omega = \omega \Delta t\), and the frequency is less than the Nyquist cutoff \(\omega \leq \pi/\Delta t\). The calculation yields
\[
S_{k,\omega} = \left[ I - \exp(-i \Delta \omega) M_k \right]^{-1} (\Delta x \Delta t N_k C_W N_k^*) \left[ I - \exp(i \Delta \omega) M_k^* \right]^{-1}.
\]
Equation (28) can be seen as discretized forms of the continuum version (13) in the limits \(\Delta k \to 0, \Delta t \to 0\) (the corresponding correlations in the time-domain are given in [36]).

Equations (27) and (28) are the main result of this section and we have used it to obtain explicit expressions for \(S_k\) and \(S_{k,\omega}\) for several equations and schemes. Many of our results are in fact rather general; however, for clarity and specificity, in the next sections we will illustrate the above formalism for several simple examples of stochastic conservation laws.

3B1. Discrete fluctuation-dissipation balance. We consider first the static structure factors for very small time steps. In the limit \(\Delta t \to 0\), temporal terms of order two or more can be ignored so that all time-integration methods behave like an explicit first-order Euler iteration as in (17),
\[
\hat{U}_k^{n+1} = (I + \Delta t \hat{L}_k^{(0)}) \hat{U}_k^n + \sqrt{\frac{\Delta t}{\Delta x}} \hat{K}_k^{(0)} \hat{W}_k,
\]
where \(L^{(0)} = L (\Delta t = 0)\) can be thought of as the spatial discretization of the generator \(L\), and \(K^{(0)} = K (\Delta t = 0)\) is the spatial discretization of the filtering operator \(K\). Comparing to (25) we can directly identify \(M_k = I + \Delta t \hat{L}_k^{(0)}\) and \(N_k = \sqrt{\Delta t/\Delta x} \hat{K}_k^{(0)}\) and substitute these into (27). Keeping only terms of order \(\Delta t\) on both sides we obtain the condition
\[
\hat{L}_k^{(0)} S_k^{(0)} + S_k^{(0)} (\hat{L}_k^{(0)})^* = -\hat{K}_k^{(0)} C_W (\hat{K}_k^{(0)})^*,
\]
where \(S_k^{(0)} = \lim_{\Delta t \to 0} S_k\) (see also a related real-space derivation using Ito’s calculus in [6], as well as in [36, Section VIII]). It can be shown that if \(\hat{L}_k^{(0)}\) is definite, (30) has a unique solution. Assuming that \(W\) is as given in (18), that is, that \(C_W = I\), and that the spatial discretizations of the generator and filter operators satisfy a discrete fluctuation-dissipation balance
\[
\hat{L}_k^{(0)} + (\hat{L}_k^{(0)})^* = -\hat{K}_k^{(0)} (\hat{K}_k^{(0)})^*,
\]
we see that \(S_k^{(0)} = I\) is the solution to (30), that is, at equilibrium the discrete fields are spatially white. The discrete fluctuation-dissipation balance condition can also
be written in real space:

\[ L^{(0)} + (L^{(0)})^* = -K^{(0)}(K^{(0)})^*. \] (32)

The condition (32) is the discrete equivalent of the continuum fluctuation-dissipation balance condition [44]

\[ \mathcal{L} + \mathcal{L}^* = -KK^*, \] (33)

which ensures that \( S(k) = I \), that is, that the invariant measure of the SPDE is spatially white. We observe that adding a skew adjoint component to \( \mathcal{L} \) does not alter the fluctuation-dissipation balance above, as is the case with nondissipative (advective) terms. Numerous equations [47] modeling conservative thermal systems satisfy condition (33), including the linearized LLNS equations (with some additional prefactors). In essence, the fluctuations injected at all scales by the spatially white forcing \( \mathcal{W} \) are filtered by \( K \) and then dissipated by \( \mathcal{L} \) at just equal rates.

Assuming a spatial discretization satisfies the discrete fluctuation-dissipation balance condition, it is possible to extend the above analysis to higher powers of \( \Delta t \) and analyze the corrections to the structure factors for finite time steps. Some general conclusions can be reached in this way, for example, the Euler method is first-order accurate, predictor-corrector methods are at least second-order accurate, while the Crank–Nicolson semi-implicit method gives \( S_k = I \) for any time step. We will demonstrate these results for specific examples in the next section, including the spatial truncation errors as well.

4. Linear stochastic conservation laws

The remainder of this paper is devoted to the study of the accuracy of finite-volume methods for solving linear stochastic PDEs in conservation form,

\[ \partial_t U = -\nabla \cdot [(AU - C\nabla U) - EW], \] (34)

where \( A, C \) and \( E \) are constants, and \( \mathcal{W} \) is Gaussian spatiotemporal white noise. The white noise forcing and its divergence here need to be interpreted in the (weak) sense of distributions since they lack the regularity required for the classical definitions. The linearization of the LLNS equations (1) leads to a system of the form (34), as do a number of other classical PDEs [47], such as the stochastic advection-diffusion equation

\[ \partial_t T = -a \cdot \nabla T + \mu \nabla^2 T + \sqrt{2\mu} \nabla \cdot \mathcal{W}, \] (35)

where \( T(r, t) \equiv U(r, t) \) is a scalar stochastic field, \( A \equiv a \) is the advective velocity, \( C \equiv \mu I \), \( \mu > 0 \) is the diffusion coefficient, and \( E \equiv \sqrt{2\mu} I \). The simplest case is the stochastic heat equation, obtained by taking \( a = 0 \).
A key feature of the type of system considered here is that the noise is intrinsic to the system and appears in the flux as opposed to commonly treated systems that include an external stochastic forcing term, such as the form of a stochastic heat equation considered in [21]. Since white noise is more regular than the spatial derivative of white noise, external noise leads to more regular equilibrium fields (e.g., continuous functions in one dimension). Intrinsic noise, on the other hand, leads to very irregular equilibrium fields. Notationally, it is convenient to write (34) as

$$\partial_t U = -D(AU - CGU - EW),$$

(36)

defining the divergence $D \equiv \nabla \cdot$ and gradient $G \equiv \nabla$ operators, $D^* = -G$. In the types of equations that appear in hydrodynamics, such as the LLNS equations, the operator $DA$ is skew-adjoint, $(DA)^* = -DA$ (hyperbolic or advective flux), $C \geq 0$ (dissipative or diffusive flux), and $EE^* = 2C$, that is, $E^* = (2C)^{1/2}$. Therefore, the generator $L = -DA + DCG = (DA)^* - DCD^*$ and filter $K = DE$ satisfy the fluctuation-dissipation balance condition (33) and the equilibrium distribution is spatially white. Note that even though advection makes some of the eigenvalues of $L$ complex, the generator is dissipative and (34) has a unique invariant measure because the real part of all of the eigenvalues of $L$ is negative except for the unique zero eigenvalue.

It is important to point out that discretizations of the continuum operators do not necessarily satisfy the discrete fluctuation-dissipation condition (32). One way to ensure the condition is satisfied is to discretize the diffusive components of the generator $L_D = DCG$ and the filter $K = DE$ using a discrete divergence $D$ and discrete gradient $G$ so that the discrete fluctuation-dissipation balance condition $L_D + L_D^* = -KK^*$ holds. If, however, the discretization of the advective component of the generator $L_A = -DA$ is not skew-adjoint, this can perturb the balance (31). Notably, various upwinding methods lead to discretizations that are not skew-adjoint. The correction to the structure factor $S_k^{(0)} = I + \Delta S_k^{(0)}$ due to a nonzero $\Delta L_A = (L_A + L_A^*)/2$ can easily be obtained from (30), and in one dimension the result is simply

$$\Delta S_k^{(0)} = -\frac{\Delta L_k^{(A)}}{L_k^{(D)} + \Delta L_k^{(A)}}.$$

(37)

We will use centered differences for the advective generator in this work, which ensures a skew-adjoint $L_A$, and our focus will therefore be on satisfying the discrete fluctuation-dissipation balance between the diffusive and stochastic terms.

4A. Finite-volume numerical schemes. We consider here rather general finite-volume methods for solving the linear SPDE (34) in one dimension,

$$\partial_t U = -\frac{\partial}{\partial x}(F(U) - Z) = -\frac{\partial}{\partial x}\left[(A - C \frac{\partial}{\partial x})U - EW\right]$$

(38)
with periodic boundaries, where we have denoted the stochastic flux with \( Z = EW \).

As for classical finite-volume methods for the deterministic case, we start from the PDE and integrate the left and right sides over a given cell \( j \) over a given time step \( \Delta t \), and use integration by parts to obtain the formally exact:

\[
U^{n+1}_j = U^n_j - \frac{\Delta t}{\Delta x} (F_{j+1/2} - F_{j-1/2}) + \frac{\Delta t}{\Delta x} \left( \frac{1}{\sqrt{\Delta x \Delta t}} \right) (Z_{j+1/2} - Z_{j-1/2}),
\]

where the deterministic discrete fluxes \( F \) and stochastic discrete fluxes \( Z \) are calculated on the boundaries of the cells (points in one dimension, edges in two dimensions, and faces in three dimensions), indexed here with half-integers. These fluxes represent the total rate of transport through the interface between two cells over a given finite time interval \( \Delta t \), and (39) is nothing more than a restatement of conservation. The classical interpretation of pointwise evaluation of the fluxes is not appropriate because white noise forcing lacks the regularity of classical smooth forcing and cannot be represented in a finite basis. Instead, just as we projected the fluctuating fields using finite-volume averaging, we ought to project the stochastic fluxes \( Z \) to a finite representation \( \overline{Z} = (\Delta x \Delta t)^{-1/2} Z \) through spatio-temporal averaging, as done in (16) and (18). For the purposes of our analysis, one can simply think of the discrete fluxes as an approximation that has the same spectral properties as the corresponding continuum Gaussian fields over the wavevectors and frequencies represented by the finite discretization.

The goal of numerical methods is to approximate the fluxes as best as possible. In general, within each time step of a scheme there may be \( N_{st} \) stages or substeps; for example, in the classic MacCormack method there is a predictor and a corrector stage \( (N_{st} = 2) \), and in the three-stage Runge–Kutta method of Williams et al. [13], there are three stages \( (N_{st} = 3) \). Each stage \( 0 < s \leq N_{st} \) is of the conservative form (39):

\[
U^{n+s/N_{st}}_j = \sum_{s' = 0}^{s-1} \alpha^{(s)}_{s'} U^{n+s'/N_{st}}_j - \frac{\Delta t}{\Delta x} (F^{(s)}_{j+1/2} - F^{(s)}_{j-1/2}) + \frac{\Delta t^{1/2}}{\Delta x^{3/2}} (Z^{(s)}_{j+1/2} - Z^{(s)}_{j-1/2}),
\]

where the \( \alpha \)’s are some coefficients, \( \sum_{s' = 0}^{s-1} \alpha^{(s)}_{s'} = 1 \), and each of the stage fluxes are partial approximations of the continuum flux. For the stochastic integrators we discuss here, the deterministic fluxes are calculated the same way as they would be in the corresponding deterministic scheme. In general, the stochastic fluxes \( Z_{j+1/2} \) can be expressed in terms of independent unit normal variates \( W_{j+1/2} \) that are sampled using a random number generator. The stochastic fluxes in each stage may be the same, may be completely independent, or they may have nontrivial correlations between stages.
Note that it is possible to avoid noninteger indices by reindexing the fluxes in (39) and writing it in a form consistent with (23):

\[ U_j^{n+1} = U_j^n - \frac{\Delta t}{\Delta x} (F_j - F_{j-1}) + \frac{\Delta t^{1/2}}{\Delta x^{3/2}} (Z_j - Z_{j-1}). \]  \hspace{1cm} (41)

However, when considering the order of accuracy of the stencils and also fluctuation-dissipation balance in higher dimensions, it will become important to keep in mind that the fluxes are evaluated on the faces (edges or half-grid points) of the grid, and therefore we will keep the half-integer indices. Note that for face-centered values, such as fluxes, it is best to add a phase factor \( \exp(i \Delta k / 2) \) in the definition of the Fourier transform, even though such pure phase shifts will not affect the correlation functions and structure factors.

Before we analyze schemes for the complex LLNS equations, we present an illustrative explicit calculation for the one-dimensional stochastic heat equation.

5. Example: stochastic heat equation

We now illustrate the general formalism presented in Section 4 for the simple case of an Euler and predictor-corrector scheme for solving the stochastic heat equation in one dimension,

\[ u_t = \mu u_{xx} + \sqrt{2\mu} W_x, \] \hspace{1cm} (42)

where \( u(x, t) \equiv U(x, t) \) is a scalar field and \( \mu \) is the mass or heat diffusion coefficient. The solution in the Fourier domain is trivial, giving

\[ S(k, \omega) = \frac{2\mu k^2}{\omega^2 + \mu^2 k^4} \quad \text{and} \quad S(k) = 1. \] \hspace{1cm} (43)

5A. Static structure factor. We first study a simple second-order spatial discretization of the dissipative fluxes

\[ F_{j+1/2} = \frac{\mu}{\Delta x} (u_{j+1} - u_j), \]

combined with an Euler integration in time, to give a simple numerical method for solving the SPDE (42):

\[ u_j^{n+1} = u_j^n + \frac{\mu \Delta t}{\Delta x^2} (u_{j-1}^n - 2u_j^n + u_{j+1}^n) + \sqrt{2\mu} \frac{\Delta t^{1/2}}{\Delta x^{3/2}} (W_{j+1/2}^n - W_{j-1/2}^n), \] \hspace{1cm} (44)

where \( u \equiv U \) and the \( W \)'s are independent unit normal random numbers with zero mean generated anew at every time step (here \( N_s = N_{st} = 1 \)). From (44), we can extract the recursion coefficients appearing in (25),

\[ M_k = 1 + \beta (e^{-i \Delta k} - 2 + e^{i \Delta k}) = 1 + 2\beta (\cos \Delta k - 1), \]

\[ N_k = \sqrt{2\mu} \frac{\Delta t^{1/2}}{\Delta x^{3/2}} (e^{i \Delta k / 2} - e^{-i \Delta k / 2}), \]
where
\[ \beta = \frac{\mu \Delta t}{\Delta x^2} \]
denotes a dimensionless diffusive time step (ratio of the time step to the diffusive CFL limit). Together with \( C_W = 1 \), Equation (27) becomes a scalar equation for the discrete structure factor
\[ (M_k M_k^* - 1) S_k = -\Delta x N_k N_k^*, \]
with dimensionless solution
\[ S_k = \frac{4\beta (1 - \cos \Delta k)}{(1 - M_k^2)} = [1 + \beta (\cos \Delta k - 1)]^{-1}. \quad (45) \]
The time-dependent result can also easily be derived from (26):
\[ S_k^n = (1 - e^{-t/\tau}) S_k, \quad \text{where } t = n \Delta t, \]
and \( \tau^{-1} = 4\mu (\cos \Delta k - 1)/\Delta x^2 \approx 2\mu k^2 \) is the familiar relaxation time for wave-number \( k \), showing that the smallest wavenumbers take a long time to reach the equilibrium distribution.

Equation (45) is a vivid illustration of the typical result for schemes for stochastic transport equations based on finite difference stencils, also shown in Figure 1. Firstly, we see that for small \( k \) we have that \( S_k \approx 1 + \beta \Delta k^2/2 \), showing that the smallest wavenumbers are correctly handled by the discretization for any time step. Also, this shows that the error in the structure factor is of order \( \beta \), that is, of order \( \frac{1}{t} \), as expected for the Euler scheme, whose weak order of convergence is one for SODEs. Finally, it shows that the error grows quadratically with \( k \) (from symmetry arguments, only even powers will appear). By looking at the largest wavenumber, \( \Delta k_{\max} = \pi \), we see that \( S_{k_{\max}} = (1 - 2\beta)^{-1} \), from which we instantly see the CFL stability condition \( \beta < 1/2 \), which guarantees that the structure factor is finite and positive for all \( 0 \leq k \leq \pi \). Furthermore, we see that for \( \beta \ll 1 \), the structure factor is approximately unity for all wavenumbers. That is, a sufficiently small step will indeed reproduce the proper equilibrium distribution.

By contrast, a two-stage predictor-corrector scheme for the diffusion equation,
\[ \tilde{u}_j^n = u_j^n + \frac{\mu \Delta t}{\Delta x^2} (u_{j-1}^n - 2u_j^n + u_{j+1}^n) + \sqrt{2\mu} \frac{\Delta t^{1/2}}{\Delta x^{3/2}} (W_{j+1/2}^n - W_j^{n-1/2}), \]
\[ u_{j+1}^{n+1} = \frac{1}{2} \left[ u_j^n + \tilde{u}_j^n + \frac{\mu \Delta t}{\Delta x^2} (\tilde{u}_{j-1}^n - 2\tilde{u}_j^n + \tilde{u}_{j+1}^n) + \sqrt{2\mu} \frac{\Delta t^{1/2}}{\Delta x^{3/2}} (W_{j+1/2}^n - W_{j-1/2}^n) \right], \quad (46) \]
achieves much higher accuracy, namely, a structure factor that deviates from unity by a higher order in both \( \Delta t \) and \( k \),
\[
\text{PC-1RNG: } S_k \approx 1 - \frac{1}{4} \beta^2 \Delta k^4,
\]
Figure 1. An illustration of the discrete structure factor $S_k$ for the Euler (44) and predictor-corrector (46) schemes for the stochastic heat equation (42).

as illustrated in Figure 1. We can also use different stochastic fluxes in the predictor and the corrector stages (i.e., use $N_s = 2$ random numbers per cell per stage), with an added prefactor of $\sqrt{2}$ to compensate for the variance reduction of the averaging between the two stages,

$$
\tilde{u}_j^n = u_j^n + \frac{\mu \Delta t}{\Delta x^2} (u_{j-1}^n - 2u_j^n + u_{j+1}^n) + 2\sqrt{\mu} \frac{\Delta t^{1/2}}{\Delta x^{3/2}} (W_{j+1/2}^{(n,P)} - W_{j-1/2}^{(n,P)}),
$$

$$
u_j^{n+1} = \frac{1}{2} [ u_j^n + \tilde{u}_j^n + \frac{\mu \Delta t}{\Delta x^2} (\tilde{u}_{j-1}^n - 2\tilde{u}_j^n + \tilde{u}_{j+1}^n) + 2\sqrt{\mu} \frac{\Delta t^{1/2}}{\Delta x^{3/2}} (W_{j+1/2}^{(n,C)} - W_{j-1/2}^{(n,C)})].
$$

For the scheme (47) the analysis reveals an even greater spatiotemporal accuracy of the static structure factors, namely, third order temporal accuracy:

$$
\text{PC-2RNG: } S_k \approx 1 + \frac{1}{8} \beta^3 \Delta k^6.
$$

This illustrates the importance of the handling of the stochastic fluxes in multi-stage algorithms, as we will come back to shortly. Note, however, that the PC-1RNG method (46) may be preferred in practice over the PC-2RNG method (47) even though using two random numbers per step gives greater accuracy for small wavenumbers for small time steps. This is not only because of the computational savings of generating half the random numbers, but also because PC-1RNG is better-behaved (more stable) at large wavenumbers for large time steps. Specifically, the structure factor can become rather large for $\Delta k = \pi$ for PC-2RNG for $\beta > 0.1$.

The analysis we presented here for explicit methods can easily be extended to implicit and semi-implicit schemes as well, as illustrated in the Appendix for the Crank–Nicolson method for the stochastic heat equation.
Previous studies [13; 29] have measured the accuracy of numerical schemes through the variance of the fields in real space, which, by Parseval’s theorem, is related to the integral of the structure factor over all wavenumbers. For the Euler scheme (44) for the stochastic heat equation this can be calculated analytically,

$$\sigma_u^2 = \left\langle u_j^2 \right\rangle - \left\langle u_j \right\rangle^2 = \Delta x^{-1}(1 - 2\beta)^{-1/2} \approx \Delta x^{-1}(1 + \beta),$$

showing first-order temporal accuracy (in the weak sense). For the predictor-corrector scheme (46), on the other hand,

$$(\sigma_{u}^{PC})^2 \approx \Delta x^{-1}(1 - 3\beta^2/2).$$

It is important to note, however, that using the variance as a measure of accuracy of stochastic real-space integrators is both too rough and also too stringent of a test. It does not give insights into how well the equipartition is satisfied for the different modes, and, at the same time, it requires that the structure factor be good even for the highest wavenumbers, which is unreasonable to ask from a finite-stencil scheme.

For pseudospectral methods, as studied for the incompressible fluctuating Navier–Stokes equation in [8; 43], one can modify the spectrum of the stochastic forcing so as to balance the numerical stencil artifacts, and one can also use an (exact) exponential temporal integrator in Fourier space to avoid the artifacts of time stepping. However, for finite-volume schemes, a more reasonable approach is to keep the stochastic fluxes uncorrelated between disjoint cells (which is actually physical), and instead of looking at the variance, focus on the accuracy of the static structure factor for small wavenumbers. Specifically, basic schemes will typically have $S_k - 1 = O(\Delta t k^2)$, while multistep schemes will typically achieve $S_k - 1 = O(\Delta t^2 k^2)$ or higher temporal order, or even $S_k - 1 = O(\Delta t^2 k^4)$.

**5B. Dynamic structure factor.** It is also constructive to study the full dynamic structure factor for a given numerical scheme, especially for small wavenumbers and low frequencies. This is significantly more involved in terms of analytical calculations and the results are algebraically more complicated, especially for multistage methods and more complex equations. For the Euler scheme (44) the solution to (28) is

$$S_{k,\omega} = \frac{2\chi_1 \chi_2^{-1} \mu k^2}{2\Delta t^{-2} (1 - \cos \Delta \omega) + \chi_1^2 \chi_2^{-1} \mu^2 k^4},$$

where $\chi_1 = 2(1 - \cos \Delta k)/\Delta k^2$ and $\chi_2 = 1 + 2\beta (\cos \Delta k - 1)$. This shows that the dynamic structure factor does not converge to the correct answer for all wavenumbers.
even in the limit $\Delta t \to 0$, namely,

$$\lim_{\beta \to 0} S_{k,\omega} = \frac{2\chi_1 \mu k^2}{\omega^2 + \chi_1^2 \mu^2 k^4}.$$  \hspace{1cm} (48)

For small $\Delta k$, $\chi_1 \approx 1 - \Delta k^2 / 6$, and the numerical result closely matches the theoretical result (43). However, for finite wavenumbers the effective diffusion coefficient is multiplied by a prefactor $\chi_1$, which represents the spatial truncation error in the second-order approximation to the Laplacian. For all of the time-integration schemes for the stochastic heat equation discussed above, one can reduce the discrete dynamic structure factor to a form

$$S_{k,\omega} = \frac{2\chi_{\text{stoch}} \mu k^2}{2\Delta t^{-2} (1 - \cos \Delta \omega) + \chi_{\text{det}}^2 \mu^2 k^4},$$

where $\chi_{\text{stoch}}$ and $\chi_{\text{det}}$ depend on $\beta$ and $\Delta k$ and can be used to judge the accuracy of the scheme.

In this paper we focus on the static structure factors in order to optimize the numerical schemes and then simply check numerically that they also produce reasonably accurate results for the dynamic structure factors for small and intermediate wavenumbers and frequencies.

5C. Higher-order differencing. Another interesting question is whether using a higher-order differencing formula for the viscous fluxes improves upon the second-order formula in the basic Euler scheme (44). For example, a standard fourth order in space finite difference yields the modified Euler scheme

$$u_{j}^{n+1} = u_j^n + \frac{\mu \Delta t}{12 \Delta x^2} (-u_{j-2}^n + 16u_{j-1}^n - 30u_j^n + 16u_{j+1}^n - u_{j+2}^n)$$

$$+ \sqrt{2\mu} \frac{\Delta t^{1/2}}{\Delta x^{3/2}} (W_{j+1/2} - W_{j-1/2}).$$  \hspace{1cm} (49)

Repeating the previous calculation shows that

$$\lim_{\beta \to 0} S_k = 6 [7 - \cos \Delta k]^{-1},$$

demonstrating that the fluctuation-dissipation theorem is not satisfied for this scheme at the discrete level even for infinitesimal time steps. This is because the spatial discretization operators in (49) do not satisfy the discrete fluctuation dissipation balance.

In order to obtain higher-order divergence and Laplacian stencils that satisfy (31) we can start from a higher order divergence discretization $D$ and then simply calculate the resulting discrete Laplacian $L = -DD^*$. Here $D$ should be a fourth-order (or higher) difference formula that combines four face-centered values, two
on each side of a given cell, into an approximation to the derivative at the cell center. Conversely, $D^*$ combines the values from four cells, two on each side of a given face, into an approximation to the derivative at the face center. A standard fourth-order finite-difference stencil for $D$ produces the higher-order Euler scheme

$$u_j^{n+1} = u_j^n + \mu \frac{\Delta t}{\Delta x^2} \left( \frac{1}{576} u_{j-3}^n - \frac{3}{32} u_{j-2}^n + \frac{87}{64} u_{j-1}^n - \frac{365}{144} u_j^n + \frac{87}{64} u_{j+1}^n - \frac{3}{32} u_{j+2}^n + \frac{1}{576} u_{j+3}^n \right) + \sqrt{2\mu} \frac{\Delta t^{1/2}}{\Delta x^{3/2}} \left( \frac{1}{24} W_{j-3/2} + \frac{1}{8} W_{j-1/2} + \frac{9}{8} W_{j+1/2} - \frac{1}{24} W_{j+3/2} \right),$$

for which $S_k \approx 1 + \beta k^2/2$, which is the same leading-order error as the basic Euler scheme (44). On the other hand, the dynamic structure factor for small time steps is as in (48) but now

$$\chi_1 = (1 - \cos \Delta k)(13 - \cos \Delta k)/ (72 \Delta k^2) \approx 1 - \frac{3}{320} \Delta k^4,$$

which shows the higher spatial order of the scheme.

Note that in (51) both the discretization of the Laplacian and of the gradient are of higher spatial order than in (44), however, the Laplacian operator is not of the highest order possible for the given stencil width. We will not use higher-order differencing for the diffusive fluxes in this work in order to avoid large Laplacian stencils like the one above. Rather, we will use the traditional second-order discretization and focus on the time integration of the resulting system.

5D. Handling of advection. The analysis we illustrated here for the stochastic heat equation can be directly applied to the scalar advection-diffusion equation (35) in one dimension:

$$\nu_t = -a\nu_x + \mu \nu_{xx} + \sqrt{2\mu} \mathcal{W}_x.$$  (52)

For example, a second-order centered difference discretization of the advective term $-a\nu_x$ leads to the following explicit Euler scheme

$$u_j^{n+1} = u_j^n - \frac{\alpha}{2} (u_{j+1}^n - u_{j-1}^n) + \beta (u_{j-1}^n - 2u_j^n + u_{j+1}^n) + \sqrt{2\mu} \frac{\Delta t^{1/2}}{\Delta x^{3/2}} (W_{j+1/2}^n - W_{j-1/2}^n),$$  (53)

where the dimensionless advective CFL number is

$$\alpha = \frac{a \Delta t}{\Delta x} = \beta r,$$

and $r = a \Delta x / \mu$ is the so-called cell Reynolds number and measures the relative importance of advective and diffusive terms at the grid scale. Note that this scheme is unconditionally unstable when $\mu = 0$, specifically, the stability condition is $\alpha^2/2 \leq \beta \leq 1/2$. 

For the Euler method (53) the analysis yields a structure factor

\[ S_k \approx \frac{1}{1 - \alpha r/2} + \frac{(1 - r^2/4)}{2(1 - \alpha r/2)^2} \beta k^2, \]

showing that even the smallest wavenumbers have the wrong spectrum for a finite time step when \(|r| > 0\), which is unacceptable in practice since it means that even the slowly evolving large-scale fluctuations are not handled correctly. Adding an artificial diffusion \(\Delta \mu = \mu |r|/2\) to \(\mu\) leads to an improved leading order error:

\[ S_k \approx 1 + \frac{1}{2} (1 - r^2/4) \beta k^2 + O(\Delta t^2 k^2). \]

It is well known that adding such an artificial diffusion is equivalent to upwinding the advective term and leads to much improved stability for large \(r\) as well.\(^1\)

The second-order predictor-corrector time stepping scheme can be applied when advection is included as well. If \(|r| > 0\), the leading order errors are

\begin{align*}
\text{PC-1RNG:} & \quad S_k \approx 1 - \frac{1}{4} \alpha^2 (1 - \frac{1}{2} r \alpha) \Delta k^2, \\
\text{PC-2RNG:} & \quad S_k \approx 1 - \frac{1}{8} r \alpha^3 \Delta k^2,
\end{align*}

(54) (55)

showing that PC-2RNG gives a more accurate discrete structure factor than PC-1RNG for small wavenumbers and time steps. Note that the predictor-corrector method is unconditionally unstable when \(\mu = 0\). In Section 6A we analyze a three-stage Runge–Kutta scheme that has a small leading order error in \(S_k\) but is also stable when \(\alpha < 1\) even if \(\mu = 0\).

6. LLNS equations in one dimension

In this section, we will consider the linearized LLNS system (4) for a monoatomic ideal gas in one spatial dimension, that is, where symmetry dictates variability along only the \(x\) axis. As explained in the Introduction, focusing on an ideal gas simply fixes the values of certain coefficients and thus simplifies the algebra, without limiting the generality of our analysis. We will arbitrarily choose the number of degrees of freedom per particle to be \(d_f = 1\), even though in most cases of physical interest \(d_f = 3\) is appropriate; this merely changes some of the constant coefficients and does not affect our discussion. Explicitly, the one-dimensional linearized LLNS

\(^1\)Note that for this particular type of upwinding the denominator in (37) vanishes identically and it can be shown that the correct solution is \(\Delta S_k^{(0)} = 0\); however, this is not necessarily true for other, higher order, upwind discretizations of advection.
The equations are

\[
\begin{bmatrix}
\partial_t \rho \\
\partial_t v \\
\partial_t T
\end{bmatrix} = -\frac{\partial}{\partial x} \begin{bmatrix}
\rho_0 v + \rho v_0 \\
\rho_0^{-1} \rho + c_0^2 T_0^{-1} + v_0 v \\
\rho_0^2 c_v^{-1} v + T v_0
\end{bmatrix}
\]

\[
+ \frac{\partial}{\partial x} \begin{bmatrix}
0 \\
\rho_0^{-1} \rho_0 v_0 \\
\rho_0^{-1} c_0^{-1} \mu_0 T_x
\end{bmatrix} + \frac{\partial}{\partial x} \begin{bmatrix}
0 \\
0 \\
\rho_0^{-1} \Sigma
\end{bmatrix},
\]

where the covariance matrices of the stochastic fluxes are \( C_\Sigma = 2\eta_0 k_B T_0 \) and \( C_\Xi = 2\mu_0 k_B T_0^2 \). In Fourier space the flux becomes

\[
\hat{F} = \begin{bmatrix}
v_0 & \rho_0 & 0 \\
\rho_0^{-1} c_0^{-2} (v_0 - ik\rho_0^{-1} \eta_0) & T_0^{-1} c_0^2 & 0 \\
0 & c_0^2 c_v^{-1} (v_0 - ik\rho_0^{-1} c_0^{-1} \mu_0) & 0
\end{bmatrix},
\]

which through Equations (13) and (14) (or, equivalently, (30)) gives static structure factors that are independent of \( k \):

\[
S(k) = \begin{bmatrix}
\rho_0 c_0^{-2} k_B T_0 & 0 & 0 \\
0 & \rho_0^{-1} k_B T_0 & 0 \\
0 & 0 & \rho_0^{-1} c_v^{-1} k_B T_0^2
\end{bmatrix}. \tag{57}
\]

Therefore, the invariant distribution for the fluctuating fields is spatially-white, with no correlations among the different primitive variables, and with variances given in (57). This is in agreement with predictions of statistical mechanics, and how Landau and Lifshitz obtained the form of the stochastic fluxes. Note that in the incompressible limit, \( c_0 \to \infty \), the density fluctuations diminish, but the velocity and temperature fluctuations are independent of \( c_0 \).

In this section we will calculate the discrete structure factor for several finite-volume approximations to (56). From the diagonal elements of \( S_k \) we can directly obtain the nondimensionalized static structure factors for the three primitive variables, for example,

\[
S_{k}^{(\rho)} = \frac{V}{\rho_0 c_0^{-2} k_B T_0} \langle \hat{\rho}_k \hat{\rho}_k^* \rangle,
\]

which for a perfect scheme would be unity for all wavevectors. Similarly, the off-diagonal or cross elements, such as, for example,

\[
S_{k}^{(\rho,v)} = \frac{V}{\sqrt{(\rho_0 c_0^{-2} k_B T_0)(\rho_0^{-1} k_B T_0)}} \langle \hat{\rho}_k \hat{v}_k^* \rangle.
\]
would all vanish for all wavevectors for a perfect scheme. Our goal will be to quantity the deviations from "perfect" for several methods, as a function of the discretization parameters \( \Delta x \) and \( \Delta t \).

**6A. Third-order Runge–Kutta (RK3) scheme.** When designing numerical schemes to integrate the full LLNS system, it seems most appropriate to base the scheme on well known robust deterministic methods, and modify the deterministic methods by simply adding a stochastic component to the fluxes, in addition to the usual deterministic component. With such an approach, at least we can be confident that in the case of weak noise the solver will be robust and thus we will not compromise the fluid solver just to accommodate the fluctuations.

A well known approach to solving PDEs in conservation form

\[
\partial_t U = - \nabla \cdot [F(U)] = - \nabla \cdot [F_H(U) + F_D(\nabla U)]
\]

is to use the *method of lines* to decouple the spatial and temporal discretizations. We will focus on one dimension first for notational simplicity. In the method of lines, a finite-volume spatial discretization is applied to obtain a system of differential equations for the discretized fields

\[
\frac{dU_j}{dt} = - \Delta x^{-1} [F_{j+1/2}(U) - F_{j-1/2}(U)]
\]

\[
= - \Delta x^{-1} [F_H(U_{j+1/2}) - F_H(U_{j-1/2})]
\]

\[
- \Delta x^{-1} [F_D(\nabla_{j+1/2}U) - F_D(\nabla_{j-1/2}U)],
\]

(58)

where \( U_{j+1/2} \) are face-centered values of the fields that are calculated from the cell-centered values \( U_j \), and \( \nabla_{j+1/2} \) is a cell-to-face discretization of the gradient operator. Any classical temporal integrator can be applied to the resulting system of semidiscrete system. It is well known that the Euler and Heun (two-step second-order Runge–Kutta) methods are unconditionally unstable for hyperbolic equations. In [13], an algorithm for the solution of the LLNS system of equations (1) was proposed, which is based on the three-stage, low-storage TVD Runge–Kutta (RK3) scheme of Gottlieb and Shu [37]. The RK3 scheme is the simplest TVD RK discretization for the deterministic compressible Navier–Stokes equations that is stable even in the inviscid limit, with the omission of slope-limiting. Here we adopt the same basic scheme and investigate optimal ways of evaluating the stochastic flux.

In the RK3 scheme, the hyperbolic component of the face flux \( F_H \) is calculated by a cubic interpolation of \( U \) from the cell centers to the faces using an interpolation formula borrowed from PPM (piecewise parabolic method), [18],

\[
U_{j+1/2} = \frac{7}{12}(U_j + U_{j+1}) - \frac{1}{12}(U_{j-1} + U_{j+2}).
\]

(59)
and then directly evaluating the hyperbolic flux from the interpolated values. In [13; 10] a modified interpolation is proposed that preserves variances; however, our analytical calculations indicate that this type of interpolation artificially increases the structure factor for intermediate wavenumbers in order to compensate for the errors at larger wavenumbers. Note that for the full nonlinear equations, either the conserved or the primitive quantities can be interpolated. For the linearized equations it does not matter and it is simpler to work exclusively with primitive variables.

In the RK3 method, the diffusive components of the fluxes \( F_D \) are calculated using classical face-centered second-order centered stencils to evaluate the gradients of the fields at the cell faces. Stochastic fluxes \( Z_{j+1/2} \) are also generated at the faces of the grid using a standard random number generator (RNG). These stochastic fluxes are generated independently for velocity and temperature, and are zero for density,

\[
Z_{j+1/2}^{(RNG)} = \begin{bmatrix} 0 \\ \rho_0^{-1} (2\eta_0 k_B T_0)^{1/2} W_{j+1/2}^{(1)} \\ \rho_0^{-1} c_v^{-1} (2\mu_0 k_B T_0^2)^{1/2} W_{j+1/2}^{(2)} \end{bmatrix},
\]

where \( W_{j+1/2}^{(1)} \) denotes a normal variate with zero mean and unit variance.

For each stage of the RK3 scheme, a total cell increment is calculated as

\[
\Delta U_j(U, W) = -\frac{\Delta t}{\Delta x} [F_{j+1/2}(U) - F_{j-1/2}(U)] + \frac{\Delta t^{1/2}}{\Delta x^{3/2}} (Z_{j+1/2} - Z_{j-1/2}).
\]

Each time step of the RK3 algorithm is composed of three stages

\[
U_j^{n+1/3} = U_j^n + \Delta U_j(U^n, W_1) \quad \text{(estimate at } t = (n+1)\Delta t),
\]

\[
U_j^{n+2/3} = \frac{3}{4} U_j^n + \frac{1}{4} [U_j^{n+1/3} + \Delta U_j(U_j^{n+1/3}, W_2)] \quad \text{(estimate at } t = (n+\frac{1}{2})\Delta t), \quad (60)
\]

\[
U_j^{n+1} = \frac{1}{3} U_j^n + \frac{2}{3} [U_j^{n+2/3} + \Delta U_j(U_j^{n+2/3}, W_3)],
\]

where for now we have not assumed anything about how the stochastic fluxes between different stages, \( W_1, W_2 \) and \( W_3 \), are related to each other. The relevant dimensionless parameters that measure the ratio of the time step to the CFL stability limits are

\[
\alpha = \frac{c_0 \Delta t}{\Delta x}, \quad \beta = \frac{\eta_0 \Delta t}{\rho_0 \Delta x^2} = \frac{\alpha}{r}, \quad \beta_T = \frac{\mu_0 \Delta t}{\rho_0 c_v \Delta x^2} = \frac{1}{Pr} \frac{\alpha}{r} = \frac{\alpha}{p},
\]

where \( r = c_0 \rho_0 \Delta x / \eta_0 \) is the cell Reynolds number (we have assumed a low Mach number flow, that is, \( |v_0| \ll c_0 \)), and \( Pr = \eta_0 c_v / \mu_0 \) is the Prandtl number of the fluid. For low-density gases, \( r \) and \( p = r \Pr \) can be close to or smaller than one; however, for dense fluids sound dominates and \( r > 1 \) and \( p > 1 \) for all reasonable
\( \Delta x \) (essentially, \( \Delta x > \lambda \), where \( \lambda \) is the mean free path). In practice, in order to fully resolve viscous scales, one should keep both \( r \) and \( p \) reasonably small.

6B. Evaluation of the stochastic fluxes. In the original RK3 algorithm [13], a different stochastic flux is generated in each stage, that is, \( W_s = \sqrt{2} W_{\text{RNG}}^{(s)}, s = 1, 2, 3 \). The additional prefactor \( \sqrt{2} \) is added because the averaging between the three stages reduces the variance of the overall stochastic flux. One can also use different weights for each of the three stochastic fluxes, that is, \( W_s = w_s W_{\text{RNG}}^{(s)} \). Another option is to simply use the same stochastic flux \( W_{\text{RNG}}^{(0)} \) in all three stages, that is, \( W_s = W_{\text{RNG}}^{(0)} \). A further option is to use the same random flux \( W_{\text{RNG}}^{(0)} \) in all three stages, but put in different weights in each stage, that is, \( W_s = w_s W_{\text{RNG}}^{(0)} \). Our goal is to find out which approach is optimal. For this purpose, we can generally assume that the three random fluxes are different, to obtain a total of six random numbers per cell per step, and use the formalism developed in Section 3 with \( N_s = 6 \) to express the structure factor in terms of the \( 6 \times 6 \) covariance matrix of the random variates. This calculation is too tedious even for a computer algebra system, and we therefore first study the simple advection-diffusion Equation (35) in order to gain some insight.

6B1. Advection-diffusion equation. The RK3 method can be directly applied to the scalar advection-diffusion equation in one dimension (52). Experience with deterministic solvers suggests that a numerical scheme that performs well on this type of model equation is likely to perform well on the full system (1) when viscous effects are fully resolved. Here we use PPM-interpolation based discretization of the hyperbolic flux given in (59), which leads to a standard fourth-order centered difference approximation to the first derivative \( \upsilon_x \) [9], and thus justifies our choice for the interpolation. We discretize the gradient used in calculating the diffusive fluxes using the second-order centered difference

\[
\nabla_{j+1/2}u = \frac{u_{j+1} - u_j}{\Delta x},
\]

which leads to the standard second-order centered difference approximation to the second derivative \( \upsilon_{xx} \) (the challenges with using the standard fourth-order centered difference approximation to \( \upsilon_{xx} \) [9] are discussed in Section 5C). The stencil widths in (23) are \( w_D = 6 \) (three stages with stencil width two each) and \( w_S = 4 \), and there are \( N_s = 3 \) random numbers per cell per step (one per stage), with a general \( 3 \times 3 \) covariance matrix \( C_W \). Equation (27) can then be solved to obtain the static structure factor for any wavenumber, however, these expressions are too complex to be useful for analysis. Instead, we perform an expansion of both sides of (27) for small \( k \) and thus focus on the behavior of the static structure factors for small wavenumbers and small time steps.

As a first condition on \( C_W \), we have the weak consistency requirement \( S_{k=0} = 1 \). With this condition satisfied, the method satisfies the discrete fluctuation-dissipation
balance in the limit $\Delta t \to 0$ since the discretization of the divergence is the negative adjoint of the discretization of the gradient. A second condition is obtained by equating the coefficient in front of the leading-order error term in $S_k$, of order $\alpha \Delta k^2$, to zero; where the advective dimensionless CFL number is $\alpha = a \Delta t / \Delta x$. It turns out that this also makes the term of order $\alpha \Delta k^4$ vanish. A third condition is obtained by equating the coefficient in front of the next-order error term of order $\alpha^2 \Delta k^2$ to zero. Finally, a fourth condition equates the coefficient in front of $\alpha^2 \Delta k^4$ to zero.

For this three-stage method, it is not possible to make the terms with higher powers of $\alpha$ vanish identically for any choice of $C_W$. No additional conditions are obtained by looking at terms with powers of the diffusive CFL number $\beta = \mu \Delta t / \Delta x^2$ since, as it turns out, the accuracy is always limited by the hyperbolic fluxes.

The various ways of generating the stochastic fluxes can now be compared by investigating how many of these conditions are satisfied. It turns out that only the first condition is satisfied if we use a different independently generated stochastic flux in each stage (one can satisfy one more condition by using different weights for the three independent stochastic fluxes). The second condition is satisfied if we use the same stochastic flux in all stages with a unit weight, that is, $W_s = w_s W_{RNG}$ with $w_1 = w_2 = w_3 = 1$. Armed with the freedom to put a different weight for this flux in each of the stages, we can satisfy the third condition as well if we use

$$w_1 = \frac{3}{4}, \quad w_2 = \frac{3}{2}, \quad w_3 = \frac{15}{16},$$

which gives a structure factor

$$S_k = 1 - \frac{r}{24} \alpha^3 \Delta k^2 - \frac{1}{6r^2} \alpha^2 \Delta k^4 + \text{h.o.t.}$$

If we are willing to increase the cost of each step and generate two random numbers per cell per step, we can satisfy the fourth condition as well. For this purpose, we look for a covariance matrix $C_W$ that satisfies the four conditions and is also positive semidefinite and has a rank of two, that is, has a smallest eigenvalue of zero. A solution to these equations gives the following method for evaluating the stochastic fluxes in the three stages

$$W_1 = W_{RNG}^{(A)} - \sqrt{3} W_{RNG}^{(B)}, \quad W_2 = W_{RNG}^{(A)} + \sqrt{3} W_{RNG}^{(B)}, \quad W_3 = W_{RNG}^{(A)}, \quad (62)$$

where $W_{RNG}^{(A)}$ and $W_{RNG}^{(B)}$ are two independent random vectors that need to be generated and stored during each RK3 step. This approach produces a structure factor

$$S_k = 1 - \frac{r}{24} \alpha^3 \Delta k^2 - \frac{24 + r^2}{288r} \alpha^2 \Delta k^4 + \text{h.o.t.}$$

We will refer to the RK3 scheme that uses one random flux per step and the weights in (61) as the \textit{RK3-1RNG scheme}, and to the RK3 scheme with two random fluxes per step as given in (62) as the \textit{RK3-2RNG scheme}. 


It is important to point out that for the MacCormack method, which is equivalent to the Lax–Wendroff method for the advection-diffusion equation, the leading-order errors are of order $\alpha \Delta k^2$. This is much worse than for the stochastic heat equation (see Section 5A) even though the MacCormack scheme is a predictor-corrector method. This is because of the low-order handling of advective fluxes used in the MacCormack method to stabilize the two-stage Runge–Kutta time integrator.

6C. Results for LLNS equations in one dimension. We can now theoretically study the behavior of the RK3-1RNG and RK3-2RNG schemes on the full linearized system (56), specializing to the case of zero background flow, $v_0 = 0$. As expected, we find that the behavior is very similar to the one observed for the advection-diffusion equation; in particular, the leading order terms have the same basic form. Specifically, the expansions of the diagonal and off-diagonal components of the structure factor $S_k$ for the RK3-1RNG method are

$$
S_k^{(\rho)} \approx S_k^{(T)} \approx 1 + \frac{S_k^{(u)} - 1}{3} \approx 1 + \varepsilon(\alpha) \Delta k^2,
$$

$$
S_k^{(\rho,u)} \approx \frac{i}{12r} \alpha^2 \Delta k^3,
$$

$$
S_k^{(\rho,T)} \approx 2\varepsilon(\alpha) \Delta k^2,
$$

$$
S_k^{(u,T)} \approx i \frac{r - p}{6pr} \alpha^2 \Delta k^3,
$$

where

$$
\varepsilon(\alpha) = -\frac{3\alpha^3 pr}{4(3p + 2r)}.
$$

These structure factors are shown in Figure 2 for sample discretization parameters, along with the corresponding results for RK3-2RNG. We see from these expressions that as the speed of sound dominates the stability restrictions on the time step more and more, namely, as $p$ or $r$ become larger and larger, a smaller $\alpha$ is required to reach the same level of accuracy, that is, a smaller time step relative to the acoustic CFL stability limit is required.

Similar results to Equation (63) hold also for the isothermal LLNS equations (in which there is no energy equation), for which the calculations are simpler. For linearization around a constant background flow of speed $v_0 = c_0 Ma$, where $Ma$ is the reference Mach number, the analysis for the isothermal LLNS equations shows that the error grows with the Mach number as

$$
S_k^{(\rho)} \approx 1 + \varepsilon(\alpha)[1 + 6Ma^2 + Ma^4] \Delta k^2.
$$
Figure 2. Discrete structure factor $S_k$ for the LLNS equation under the RK3-1RNG (lines) and RK3-2RNG (same style of lines with added symbols) schemes, as calculated by numerical solution of (27) for an ideal one-dimensional gas, for $\alpha = 0.5$, $\beta = 0.2$ and $\beta_T = 0.1$. Left: diagonal (self) structure factors, which should ideally be identically unity. Also shown is the leading order error term $1 + \epsilon(\alpha) k^2$ (dotted line), which is the same for both schemes. Right: off-diagonal (cross) structure factors, which should ideally be identically zero.

7. Higher dimensions

Much of what we already described for one dimension applies directly to higher dimensions [13; 10]. However, there is a peculiarity with the LLNS equations in three dimensions that does not appear in one dimension, and also does not appear for the scalar diffusion equation [6]. In one dimension the velocity component of the LLNS system of equations is essentially an advection-diffusion equation. In higher dimensions, however, there is an important difference: namely, the dissipation
operator is a modified Laplacian $L_m$. By neglecting the hyperbolic coupling between velocity and the other variables in the linearized LLNS equations, we obtain the stochastic diffusion equation

$$\vartheta_t = \eta \nabla \cdot [C(\nabla \vartheta)] + \sqrt{2\eta} \nabla \cdot [C^{1/2} \mathcal{W}]$$

$$= \eta (\mathcal{D} CG) \vartheta + \sqrt{2\eta} \mathcal{D} C^{1/2} \mathcal{W} = \eta L_m \vartheta + \sqrt{2\eta} \mathcal{W}_m,$$

(64)

where $C$ is the linear operator that transforms the velocity gradient into a traceless symmetric stress tensor

$$C(\nabla \vartheta) = 2\left[ \frac{1}{2} (\nabla \vartheta + \nabla \vartheta^T) - \frac{1}{3} I (\nabla \cdot \vartheta) \right].$$

(65)

and we have denoted the continuum velocity field by $\vartheta \equiv \mathbf{U}$ in order to distinguish from the discretized velocities $\mathbf{v} \equiv \mathbf{U}$. Here we will focus on two-dimensional flows, $\vartheta = [\vartheta_x, \vartheta_y]$, however, identical considerations apply to the fully three-dimensional case.

If we arrange the components of the velocity gradient as a vector with four components, $\nabla \vartheta = [\partial_x \vartheta_x, \partial_x \vartheta_y, \partial_y \vartheta_x, \partial_y \vartheta_y]^T$, the linear operator $C$ in (65) becomes the matrix

$$C = \begin{bmatrix}
\frac{4}{3} & 0 & 0 & -\frac{2}{3} \\
0 & 1 & 1 & 0 \\
0 & 1 & 1 & 0 \\
-\frac{2}{3} & 0 & 0 & \frac{4}{3}
\end{bmatrix},$$

(66)

which is not diagonal. This means that the components of the stochastic stress $C^{1/2} \mathcal{W}$ would need to have nontrivial correlations between the $x$ fluxes for $v_x$ and $y$ fluxes for $v_y$, as well as between the $x$ fluxes for $v_y$ and $y$ fluxes for $v_x$. These correlations essentially amount to the requirement that the stochastic stress be a traceless symmetric tensor, at least at the level of its covariance matrix. Numerically, one generates independent random variates for the upper triangular portion of the stochastic stress tensor for each cell, then makes the tensor traceless and symmetric [28]. Note that one can save one random number by using only $d - 1$ variates to generate the diagonal elements.

However, it is important to point out that an equivalent formulation is obtained by using the operator

$$C = \begin{bmatrix}
\frac{4}{3} & 0 & 0 & \frac{1}{3} \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
\frac{1}{3} & 0 & 0 & \frac{4}{3}
\end{bmatrix} = I + \begin{bmatrix}
\frac{1}{3} & 0 & 0 & \frac{1}{3} \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\frac{1}{3} & 0 & 0 & \frac{1}{3}
\end{bmatrix},$$

(67)

where there is nontrivial cross correlations only between the $x$ fluxes for $v_x$ and $y$ fluxes for $v_y$. The splitting of the operator $C$ in (67) corresponds to rewriting the
stochastic diffusion Equation (64) in the equivalent but suggestive form

\[
\vartheta_t = -\eta \left[ \nabla^2 \vartheta + \frac{1}{3} \nabla \cdot (\nabla \cdot \vartheta) \right] + \sqrt{2\eta} \left[ (\nabla \cdot W_T) + \sqrt{\frac{1}{3}} \nabla W_V \right]
\]

\[
-\eta \left( D_T G_T + \frac{1}{3} G_V D_V \right) \vartheta + \sqrt{2\eta} \left( D_T W_T + \sqrt{\frac{1}{3}} G_V W_V \right),
\]

(68)

where we have now distinguished between the **tensorial** divergence $D_T$ and gradient operators $G_T = -D^*_T$, which map from tensor to vector fields and vector to tensor fields, respectively, and the **vectorial** divergence $D_V$ and gradient operators $G_V = -D^*_V$, which map from vector to scalar fields and scalar to vector fields, respectively. Corresponding to the splitting of the modified Laplacian $\mathcal{L}_m = DCG = \mathcal{L}_T + \mathcal{L}_V$ into the tensorial Laplacian operator $\mathcal{L}_T = D_T G_T$ and the vectorial component $\mathcal{L}_V = G_V D_V / 3$, in (68) we have split the stochastic stress into a tensor white-noise field $W_T$ in which all components are uncorrelated, and a scalar white-noise field $W_V$, which we will call the stochastic **divergence stress**. This representation is perhaps more physically intuitive than the standard formulation in which the stochastic stress has unexpected exact symmetry and is exactly traceless. Note that in the more general case where the diffusion coefficient is spatially dependent and there is nonzero bulk viscosity $\eta_B$, the dissipative term in (68) becomes

\[
\nabla \cdot \left[ \eta (\nabla \vartheta) \right] + \nabla \left[ (\eta/3 + \eta_B) \nabla \cdot \vartheta \right],
\]

with an equivalent change in the stochastic term. Also note that for the fluctuating incompressible Navier–Stokes equation the term with the velocity divergence disappears and the dissipation operator is a projected traditional Laplacian [8; 5], while the stochastic flux is simply a projected tensor white-noise field.

**7A. Discrete fluctuation dissipation balance.** Our ultimate goal is to find a scheme that satisfies the discrete fluctuation dissipation theorem, that is, find a discrete modified Laplacian $L_m$ that is a consistent approximation to the continuum modified Laplacian $\mathcal{L}_m(k)\hat{\vartheta} = k \cdot [C(k\hat{\vartheta}^T)]$ for small $k$, and a way to efficiently generate random increments $W_m$ that discretize $\mathcal{W}_m$ and whose covariance is $\langle W_m W_m^* \rangle = L_m$. This task is nontrivial in general, and completing it requires some ingenuity and insight, as illustrated in the work of Atzberger [6] on multigrid methods for the scalar stochastic diffusion equation. We illustrate two different approaches next, the first corresponding to attempting to directly discretize the modified Laplacian $\mathcal{L}_m$, and the second corresponding to discretizing the split Laplacian $\mathcal{L}_T + \mathcal{L}_V / 3$.

In the continuum context these are, of course, equivalent, but this is not the case in the discrete context. Namely, in the continuum formulation, $C$ maps from gradients to stresses, the divergence operator $D$ maps from fluxes to fields, and the gradient $G$ maps from fields to gradients. In the continuum context, stresses, gradients and fluxes are all tensor fields and thus in the same Hilbert space. In the discrete
context, however, stresses, gradients and fluxes may be discretized differently and thus belong to different spaces.

7A1. The modified Laplacian approach. One approach to the problem of constructing discrete operators that satisfy the discrete fluctuation-dissipation balance is to find a discretization of the divergence $D$ and gradient $G$ operators that are skew-adjoint and then form the modified Laplacian $L_m = DCG = -DCD^*$, and generate the stochastic increments as $W_m = DC^{1/2}W$. As discussed above, for the meaning of $C^{1/2}$ to be clear, stresses and gradients must belong to the same space. Furthermore, it is required that the discrete operators $D$ and $G$ be skew adjoint so that the discrete fluctuation dissipation balance condition (31) is satisfied.

The issue of how to define skew adjoint $D$ and $G$ operators also arose in the historical development of projection algorithms for incompressible flow. The incompressible flow literature suggests two approaches that discretize both gradients and stresses by representing them with tensors at the same grid of points. The first approach corresponds to fully cell-centered discretization originally proposed by Chorin [17], which uses centered differences to define a skew-adjoint gradient and divergence operators. The second approach corresponds to a finite element-based discretization developed by Fortin [31] and later used in the projection algorithm of Bell et al. [11].

In the Fortin approach both stresses and gradients are represented as $d \times d$ tensors at the corners of a regular grid, where $d$ is the spatial dimension. The divergence operator $D$ combines the values of the stresses at the $2d$ corners of a cell to produce a value at the center of the cell. The gradient $G = -D^*$ combines the values of the fields at the centers of the $2d$ cells that share a corner into a gradient at that corner. In this scheme, the stochastic stresses also live at the corners of the grid. They are generated to have the required covariance, for example, (66). Unfortunately, the discrete Fortin Laplacian $L = DG$ suffers from a serious drawback: it has a nontrivial null space. For example, for the scalar heat equation on a uniform grid in two dimensions, the Laplacian stencil obtained from the Fortin discretization is

$$
(L^{(F)}u)_{i,j} = \Delta x^{-2}\left[\frac{1}{2}(u_{i+1,j+1} + u_{i-1,j+1} + u_{i-1,j-1} + u_{i+1,j-1}) - 2u_{i,j}\right],
$$

for which the odd ($i+j$ odd) and even ($i+j$ even) points on the grid are completely decoupled. In Fourier space the above Laplacian is $-2[1 - \cos(\Delta k_x) \cos(\Delta k_y)]$ and thus vanishes for the largest wavevectors, $|\Delta k_x| = \pi$, $|\Delta k_y| = \pi$, which correspond to checker board zero eigenmodes.

It can easily be verified that the same type of checker board zero eigenmodes also exist for the modified Fortin Laplacian $L_m = DCG$. In three dimensions, there are $O(N)$ zero eigenmodes for a grid of size $N^3$. Issues arising when using these types of stencils in the deterministic context are discussed in Almgren et al. [3]. Our theory for the structure factor implicitly relies on the definiteness of the
discrete generator, and in fact, in the general nonlinear setting the zero modes lead to instabilities of the solution of the full LLNS system of equations. We therefore abandon the Fortin corner-centered discretization of the fluxes.

Fully cell-centered approximations to \( \mathbf{D} \) and \( \mathbf{G} \) based on second-order centered differences, previously studied in the context of projection methods for incompressible flows by Chorin [17], lead to a discrete Laplacian that also has a nontrivial null space and suffers similar shortcomings as the Fortin Laplacian. Specifically, even in one dimension one obtains a Laplacian stencil

\[
(L^{(C)}u)_i = \frac{1}{4\Delta x^2} [u_{i-2} - 2u_i + u_{i+2}],
\]

where the odd-even decoupling is evident. Here we develop a cell-centered (collocated) discretization that preserves the null space of the continuum Laplacian.

7A2. The split Laplacian approach. An alternative to trying to form a discrete modified Laplacian \( \mathbf{L}_m = \mathbf{L}_T + \mathbf{L}_V \) directly is to use the splitting in (68) and form the discrete tensorial \( \mathbf{L}_T = \mathbf{D}_T \mathbf{G}_T \) and vectorial \( \mathbf{L}_V = \mathbf{G}_V \mathbf{D}_V / 3 \) components separately from discretizations of the tensorial and vectorial divergence and gradient operators that are skew-adjoint, \( \mathbf{G}_T = -\mathbf{D}_T^* \) and \( \mathbf{G}_V = -\mathbf{D}_V^* \). The stochastic increments would simply be generated as \( \mathbf{D}_T \mathbf{W}_T + \mathbf{G}_V \mathbf{W}_V / \sqrt{3} \), where \( \mathbf{W}_V \) and the components of \( \mathbf{W}_T \) are independent normal variates.

A popular approach to discretizing the tensorial divergence and gradient operators, commonly referred to as a MAC discretization in projection algorithms for incompressible flow [38], defines a divergence at cells centers from normal fluxes on edges, with a corresponding gradient that gives normal derivatives at cell edges from cell-centered values:

\[
(D\mathbf{Z})_{i,j} = \Delta x^{-1} (\mathbf{Z}_{i+1/2,j}^{(x)} - \mathbf{Z}_{i-1/2,j}^{(x)}) + \Delta y^{-1} (\mathbf{Z}_{i,j+1/2}^{(y)} - \mathbf{Z}_{i,j-1/2}^{(y)}) \to \nabla \cdot \mathbf{Z},
\]

\[
- (D^* \mathbf{v})_{i+1/2,j} = \Delta x^{-1} (\mathbf{v}_{i+1,j} - \mathbf{v}_{i,j}) \to \partial \mathbf{v} / \partial x,
\]

\[
- (D^* \mathbf{v})_{i,j+1/2} = \Delta y^{-1} (\mathbf{v}_{i,j+1} - \mathbf{v}_{i,j}) \to \partial \mathbf{v} / \partial y.
\]

In this discretization, the tensor field

\[
\mathbf{Z} = [\mathbf{Z}^{(x)}; \mathbf{Z}^{(y)}] = [\mathbf{Z}^{(x)}_{v_x}, \mathbf{Z}^{(x)}_{v_y}, \mathbf{Z}^{(y)}_{v_x}, \mathbf{Z}^{(y)}_{v_y}]
\]

is strictly divided into an \( x \) vector \( \mathbf{Z}^{(x)} \), which is represented on the \( x \) faces of the grid, and a \( y \) vector \( \mathbf{Z}^{(y)} \), represented on the \( y \) faces of the grid. The MAC discretization, which we used in the earlier one-dimensional examples, leads to a standard 5 point discrete Laplacian in two dimensions (3 point in one dimension, 7 point in three dimensions),

\[
(L^{(\text{MAC})}u)_{i,j} = [\Delta x^{-2} (u_{i-1,j} - 2u_{i,j} + u_{i+1,j}) + \Delta y^{-2} (u_{i,j-1} - 2u_{i,j} + u_{i,j+1})].
\]
In Fourier space the MAC Laplacian is $2 \cos(\Delta k_x) + 2 \cos(\Delta k_y) - 4$ and is strictly negative for all nonzero wavevectors, and thus does not suffer from the instabilities of the Chorin and Fortin discrete Laplacians, discussed in Section 7A1.

The vectorial divergence and gradient operators cannot be discretized using the MAC framework. Namely, $D_V$ must operate on a cell-centered vector field $v$, whereas the MAC-type discretization operates on face-centered values. Instead, for the vectorial component we can use either the Chorin discretization [17], in which both scalar and vector fields are cell-centered, or the Fortin discretization [31], in which scalar fields are represented at corners and vector fields are cell-centered. Here we choose the Fortin discretization and calculate a (scalar-valued) velocity divergence and the corresponding divergence stress at the corners of the grid, and also generate a (scalar) random divergence stress at each corner. The deterministic and random components are added to form the total corner-centered gradient of the divergence stresses. Note that the nontrivial nullspace of $L_V$ does not pose a problem since $L_T$ and thus also $L_m = L_T + L_V$ has a trivial nullspace.

The discrete modified Laplacian that is obtained by this mixed MAC/Fortin discretization can be represented in terms of second-order centered-difference stencils. The first (i.e., the $v_x$) component of this Laplacian can be represented as a linear combination of the velocities in the 9 neighboring cells:

$$
(L_m v)^{(v_x)}_{jk} = \sum_{l,m=-1}^{1} \left( \frac{1}{\Delta x^2} L^{(MAC,x)}_{2-m,2+l} v^j_{l+k} + \frac{1}{\Delta y^2} L^{(MAC,y)}_{2-m,2+l} v^j_{l+k} 
+ \frac{1}{3 \Delta x^2} L^{(F,x)}_{2-m,2+l} v^j_{l+k} + \frac{1}{3 \Delta y^2} L^{(F,y)}_{2-m,2+l} v^j_{l+k} \right),
$$

where $L^{(MAC,x/y)}$ and $L^{(F,x/y)}$ correspond to a second-order MAC and Fortin discretizations of the terms $\partial_{x,x} \partial_x$ and $\partial_{y,y} \partial_y$ respectively, and $L^{(F,xy)}$ discretizes $\partial_{x,y} \partial_y$. The same stencils apply to the second (i.e., the $v_y$) component of the Laplacian as well, by symmetry:

$$
(L_m v)^{(v_y)}_{jk} = \sum_{l,m=-1}^{1} \left( \frac{1}{\Delta x^2} L^{(MAC,x)}_{2-m,2+l} v^j_{l+k} + \frac{1}{\Delta y^2} L^{(MAC,y)}_{2-m,2+l} v^j_{l+k} 
+ \frac{1}{3 \Delta y^2} L^{(F,y)}_{2-m,2+l} v^j_{l+k} + \frac{1}{3 \Delta x^2} L^{(F,xy)}_{2-m,2+l} v^j_{l+k} \right). 
$$

Note that we chose the peculiar indexing of the stencils so that when printed on paper they correspond to the usual Cartesian representation of the $x$-$y$ grid. The
coefficients of the MAC stencil (70) are

\[
L^{(\text{MAC},x)} = \begin{bmatrix} 0 & 0 & 0 \\ 1 & -2 & 1 \\ 0 & 0 & 0 \end{bmatrix} \quad \text{and} \quad L^{(\text{MAC},y)} = \begin{bmatrix} 0 & 1 & 0 \\ 0 & -2 & 0 \\ 0 & 1 & 0 \end{bmatrix},
\]

(72)

while the Fortin stencils are

\[
L^{(F,x)} = \begin{bmatrix} 1/4 & -1/2 & 1/4 \\ 1/2 & -1 & 1/2 \\ 1/4 & -1/2 & 1/4 \end{bmatrix}, \quad L^{(F,y)} = \begin{bmatrix} -1/2 & -1 & -1/2 \\ -1/4 & 1/2 & -1/4 \\ -1/4 & 1/2 & -1/4 \end{bmatrix},
\]

\[
L^{(F,xy)} = \begin{bmatrix} -1/4 & 0 & 1/4 \\ 0 & 0 & 0 \\ 1/4 & 0 & -1/4 \end{bmatrix}.
\]

(73)

7B. Results in three dimensions. Our theoretical calculations have helped in formulating a complete three-stage Runge–Kutta scheme for solving the full LLNS system in one, two or three spatial dimensions. We have discussed how to generate stochastic fluxes in each stage, including the required correlations among the components of the stochastic stress, and have also discussed how to relate the stochastic fluxes in each stage. Since theoretical calculation of the three-dimensional structure factors is out of reach, we present some numerical results for the RK3-2RNG method in three dimensions with the mixed MAC/Fortin handling of the split Laplacian as given in Equations (70) and (71), hereafter termed the \textit{RK3D-2RNG algorithm}.

We note in passing that it is also possible to discretize the modified Laplacian (see Section 7A1) using a MAC-like discretization of the viscous and stochastic stresses that avoids the use of the Fortin corner-based discretization of the divergence stress. This saves one random number per cell per stochastic flux, however, it requires the use of a nonstandard randomized cell-to-face projection (splitting) of the stochastic stresses that complicates the analysis and handling of physical boundaries and makes parallelization more difficult. We therefore do not describe this approach here, and only note that it produces very similar structure factors to those reported here.

We focus on the behavior of the scheme in global equilibrium with periodic boundary conditions. We have implemented the full nonlinear fluxes as proposed in [13; 10], using the interpolation in (59) for the hyperbolic fluxes and simple interpolation of the spatially varying viscosity and thermal conductivity in the handling of the viscous and stochastic fluxes. However, in the tests reported here we have made the magnitude of the fluctuations small compared to the means to ensure that the behavior is very similar to the linearized LLNS equations. Including the full
nonlinear system guarantees conservation and ensures that there are no nonlinearly unstable modes. More careful study of the proper handling of nonlinearity in the LLNS equations themselves and the associated numerical solvers is deferred to future publications; here, we focus on verification that the nonlinear scheme produces behavior consistent with the linearized analysis. We note that we have implemented the new RK3D algorithm also for the LLNS equations for a mixture of two ideal gases, closely following the original scheme described in [10]. We find that the spatial discretization satisfies the discrete fluctuation-dissipation balance even in the presence of concentration as an additional primitive variable and that the RK3D-2RNG method performs very well with reasonably large time steps.

7B1. Static structure factors. Examples of static structure factor $S_k$ for the RK3D-2RNG scheme are shown in Figure 3, showing that the diagonal components $S_k^{(\rho)}$, $S_k^{(v_x)}$, and $S_k^{(T)}$ are close to unity, while the off-diagonal components $S_k^{(\rho,v_x)}$, $S_k^{(v_x,v_y)}$, and $S_k^{(\rho,T)}$ are close to zero (similar results hold for $S_k^{(v_x,T)}$, not shown), even for a large time step (half of the stability limit). Note that the static structure factor is difficult to obtain accurately for the smallest wavenumbers (slowest modes) and therefore the values near the centers of the $k$-grid should be ignored.

It is seen in the figures that the diagonal components of $S_k$ are quite close to unity for the largest wavevectors, which is somewhat surprising, and the largest error is actually seen for intermediate wavenumbers, consistent with the one-dimensional results shown in Figure 2. We have tested the method on several cell Reynolds numbers $r$ and found that the results are worse as $r$ increases, consistent with the previous analysis, however, the higher order of temporal accuracy allows for increasing the time step to be a reasonable fraction of the stability limit even for large $r$.

These results represent a significant improvement over the results obtained for the original RK3 scheme presented in Bell et al. [13; 10]. Results with the original scheme were sensitive to time steps, requiring small time steps to obtain satisfactory results; the new scheme produces satisfactory results for time steps near the stability limit. Also, through the use of the mixed MAC and Fortin discretization, the new scheme eliminates a weak but spurious correlation $S_k^{(v_x,v_y)}$ present in the original scheme for small wavenumbers even in the limit of small time steps.

7B2. Dynamic structure factors. Examples of dynamic structure factors $S_{k,\omega}$ for the RK3D-2RNG scheme are shown in Figure 4 as a function of $\omega$ for two relatively large wavevectors, along with the correct continuum result obtained by solving the system (4) through a space-time Fourier transform (we did not make any of the usual approximations made in analytical calculations of $S_{k,\omega}$ [20], and instead used Maple’s numerical linear algebra). It is well known that $S_{k,\omega}^{(\rho)}$ and $S_{k,\omega}^{(T)}$ exhibit three peaks for a given $k$ [20], one central Rayleigh peak at $\omega = 0$ similar to the
Figure 3. Left: $S_k^{(\rho)}$, $S_k^{(v_x)}$, and $S_k^{(T)}$ (top to bottom). Right: $|S_k^{(\rho,v_x)}|$, $|S_k^{(v_x,v_y)}|$, and $|S_k^{(\rho,T)}|$ (top to bottom) for RK3D-2RNG (random direction), with the time step $\alpha = 0.5$, $\beta = 3\beta_T/2 = 0.1$, periodic boundary conditions with $30^3$ cells, and averaging over $10^6$ time steps.
Figure 4. Diagonal (left) and the real part of the off-diagonal (right) components of the dynamic structure factor \(S_{k,\omega}\) for RK3D-2RNG (dashed lines) for the same parameters as in Figure 3. For comparison, the analytical solution of the LLNS equations in Fourier space are also shown (solid lines). The imaginary part of the off-diagonal components is less than 0.1 and it vanishes in the theory. The top part shows the wavevector \(k = (k_{\text{max}}/2, 0, 0)\) and the bottom shows \(k = (k_{\text{max}}/2, k_{\text{max}}/2, k_{\text{max}}/2)\).

peak for the diffusion equation given in (43), and two symmetric Brillouin peaks at \(\omega \approx c_s k\), where \(c_s\) is the adiabatic speed of sound, \(c_s = c_T \sqrt{1+2/d_f}\) for an ideal gas. For the velocity components, the transverse components \(S^{(v\perp)}_{k,\omega}\) exhibit all three peaks, while the longitudinal component \(S^{(v\parallel)}_{k,\omega}\) lacks the central peak, as seen in the figure. Note that as the fluid becomes less compressible (i.e., the speed of sound increases), there is an increasing separation of time-scales between the side and central spectral peaks, showing the familiar numerical stiffness of the full compressible Navier–Stokes equations.

We have verified that for small wavevectors the numerical dynamic structure factors are in excellent agreement with the analytical predictions, even for such large time steps. For wavevectors that are not small compared to the discretization limits we do not expect a perfect dynamic structure factor, even for very small
time steps. It is important, however, that the discretization behave reasonably for all wavevectors (e.g., there should be no spurious maxima), and be somewhat accurate for intermediate wavevectors, even for large time steps. As seen in Figure 4, the RK3D-2RNG algorithm seems to perform well even with a large time step. Improving the accuracy at larger wavevectors requires using higher-order spatial differencing [50] (see discussion in Section 5C), compact stencils (linear solvers) [48], or pseudospectral methods [30], each of which has certain advantages but also significant disadvantages over the finite-volume approach in a more general nonlinear nonequilibrium context.

8. Summary and concluding remarks

We analyzed finite-volume schemes for the linearized Landau–Lifshitz Navier–Stokes (LLNS) system (4) and related SPDEs such as the stochastic advection-diffusion Equation (35). Our approach to studying the accuracy of these explicit schemes is based on evaluating the discrete static and dynamic structure factors, focusing on the accuracy at small wavenumber $\Delta k = k \Delta x$ and wavefrequency $\Delta \omega = \omega \Delta t$. The methodology for formulating the structure factor for numerical schemes is developed in Section 3, and then specialized to stochastic conservation laws in Section 4. Applying this analysis to the stochastic heat Equation (42) in Section 5 we find the truncation error for the Euler method to be $O(\Delta t k^2)$; the error for a standard predictor-corrector scheme is $O(\Delta t^2 k^4)$ using the same random numbers in the predictor and corrector stages but $O(\Delta t^3 k^6)$ using independent random numbers at each stage. Section 6 extends this analysis to the third-order Runge–Kutta scheme of Bell et al. [13; 10] for the one-dimensional advection-diffusion SPDE. We find the best accuracy when the stochastic fluxes at the three stages are generated from two sets of random numbers, as given by (62); using this version, called RK3-2RNG, for the LLNS equations gives good results, even when nonlinear effects are included (see Figures 2–4). Finally, Section 7 explains why the cross-correlations in the stress tensor in the three-dimensional LLNS require special treatment and proposes a mixed MAC/Fortin discretization as a way to obtain the desired discrete fluctuation-dissipation balance.

Here we have investigated linearized PDEs with stochastic fluxes where the noise is additive. As such, the stability properties of the numerical schemes are the same as for the deterministic case. Yet in practice one would like to implement these schemes for the nonlinear stochastic PDEs with state-dependent stochastic fluxes. While in the limit of small fluctuations the behavior of the schemes is expected to be similar to the linearized case, the proper mathematical foundation and even formulation of the nonlinear fluctuating equations has yet to be laid out. Furthermore, the stability properties of numerical schemes for the nonlinear
LLNS system are not well understood and the whole notion of stability is different than it is for deterministic schemes. For example, even at equilibrium, a rare fluctuation can cause a thermodynamic instability (e.g., a negative temperature which implies a complex sound speed) or a mechanical instability (e.g., a negative mass density). Capping the noises in the stochastic flux terms will not necessarily solve the problem because the hydrodynamic variables are time-correlated so the numerical instability may not appear on a single step but rather as an accumulated effect. We are investigating these issues and will discuss strategies to address this type of stability issue in future publications.

One of the advantages of finite volume solvers over spectral methods is the ability to implement realistic, complex geometries for fluid simulations. In this paper we only consider periodic boundaries but many other boundary conditions are of interest, notably, impenetrable flat hard walls with stick and slip conditions for the velocities and either adiabatic (zero temperature gradient) or thermal (constant temperature) conditions for the temperature. Equilibrium statistical mechanics requires that the static structure factor be oblivious to the presence of walls, even though the dynamic structure factors typically exhibit additional peaks due to the reflections of fluctuations from the boundaries [25]. Therefore, the numerical discretization of the Laplacian operator $L$, the divergence operator $D$ and the covariance of the stochastic fluxes $C$ should continue to satisfy the discrete fluctuation-dissipation balance condition $L + L^* = -2DC^*D$ and be consistent, even in the presence of boundaries. Standard treatments of boundary conditions used in deterministic schemes can easily be implemented in the stochastic setting [13; 6], however, satisfying the discrete fluctuation-dissipation balance is not trivial and requires modifying the stochastic fluxes and possibly also the finite-difference stencils near the boundaries [6], as briefly discussed in the Appendix to [25]. In particular, the case of Dirichlet boundary conditions is more complicated, especially in the case of the mixed MAC and Fortin discretization of the compressible Navier–Stokes equations. Complex boundaries present further challenges even in the deterministic setting. We will explore the issues associated with fluctuations at physical boundaries in future publications.

One motivation for the development of numerical methods for the LLNS equations is for their use in multialgorithm hybrids. One emerging paradigm in the modeling and simulation of multiscale problems is multialgorithm refinement (MAR). MAR is a general simulation approach that combines two or more algorithms, each of which is appropriate for a different scale regime. MAR schemes typically couple structurally different computational schemes such as particle-based molecular simulations with continuum partial differential equation (PDE) solvers. The general idea is to perform detailed calculations using an accurate but expensive algorithm in a small region (or for a short time), and couple this computation to
a simpler, less expensive method applied to the rest. The major difficulty is in constructing hybrid is that particle and continuum methods treat thermal noise (fluctuations) in completely different ways. The challenge is to ensure that the numerical coupling of the particle and continuum computations is self-consistent, stable, and most importantly, does not adversely impact the underlying physics. These problems become particularly acute when one wants to accurately capture the physical fluctuations at micro- and mesoscopic scales. The correct treatment of boundary conditions in stochastic PDE schemes is particularly difficult yet crucial in hybrid schemes since the coupling of the two algorithms is essentially a dynamic, two-way boundary condition. Recent work by Tysanner et al. [62], Foo et al. [12], Williams et al. [64] and Donev et al. [25] has demonstrated the need to model fluctuations at the continuum level in hybrid continuum / particle approaches, however, a seamless coupling has yet to be developed.

In this paper we consider the fully compressible LLNS system, for many of the phenomena of interest the fluid flow aspects occur at very low Mach numbers. Another topic of future work for stochastic PDE schemes is to construct a low Mach number fluctuating hydrodynamics algorithm. A number of researchers have considered extended versions of the incompressible Navier–Stokes equations that include a stochastic stress tensor [56; 61; 8]. This type of model does introduce fluctuations into the Navier–Stokes equations and is applicable in some settings, such as in modeling simple Brownian motion. However, as pointed out by Zaitsev and Shliomis [66], the incompressible approximation introduces fictitious correlations between the velocity components of the fluid. Furthermore, this type of approach does not capture the full range of fluctuations in the compressible equations. In particular, adding a stochastic stress into the incompressible Navier–Stokes equations creates fluctuations in velocity but does not reproduce the large scale and slow fluctuations in density and temperature, which persist even in the incompressible limit. We plan to investigate alternative formulations that can capture more of the features of the fluctuating hydrodynamics while still exploiting the separation of scales inherent in low Mach number flows. We also note that although the theoretical importance of distinguishing between the incompressible approximation and the low Mach number limit is well established for fluctuating hydrodynamics [14; 67], numerical algorithms for the latter have yet to be developed.

Appendix: Semi-implicit Crank–Nicolson method

When sound is included in the fluctuating hydrodynamic equations implicit methods are not really beneficial since the large sound speed limits the time step. However, for the pure stochastic diffusion/heat equation or advection-diffusion equations with a small advection speed the time step may become strongly limited by the
diffusive CFL limit, especially for small cells. In such cases an implicit method can be used to lift the diffusive stability restriction on the time step. For example, the second-order (in both space and time) Crank–Nicolson semi-implicit scheme for the stochastic heat equation entails solving the linear system

$$u^{n+1}_j = \frac{\mu \Delta t}{2\Delta x^2} (u^n_{j-1} - 2u^n_j + u^n_{j+1})$$

$$= u^n_j + \frac{\mu \Delta t}{2\Delta x^2} (u^n_{j-1} - 2u^n_j + u^n_{j+1}) + \sqrt{2\mu \frac{\Delta t^{1/2}}{\Delta x^{3/2}}} (W^n_{j+1/2} - W^n_{j-1/2}), \quad (A.1)$$

which is tridiagonal except at periodic boundaries.

The analysis carried out above for explicit schemes can easily be extended to implicit methods since in Fourier space different wavevectors again decouple and the above iteration becomes a scalar linear equation for $\hat{u}_k^{n+1}$ that can trivially be solved. Firstly, it is observed that the small time step limit is the same regardless of the semi-implicit treatment, specifically, the same discrete fluctuation-dissipation condition (31) applies. Remarkably, for the Crank–Nicolson iteration (A.1) it is found that the discrete static structure factor is independent of the time step, $S_k = 1$ for all $\beta$. The dynamic structure factor, however, has the same spatial discretization errors (48) as for the Euler scheme even in the limit $\beta \to 0$. Furthermore, as expected, the dynamics is not accurate for large $\beta$ and the time step cannot be enlarged much beyond the diffusive stability limit related to the smallest length-scale at which one wishes to correctly resolve the dynamics of the fluctuations.

If advection is included as well and also discretized semi-implicitly, the method again gives perfect structure factors, $S_k = 1$ identically, and is unconditionally stable. If only diffusion is handled semi-implicitly but advection is handled with a predictor-corrector approach, then it turns out that the optimal method is to not include a stochastic flux in the predictor step, giving the same leading-order error term as PC-2RNG in (55) when $|r| > 0$, but giving a perfect $S_k = 1$ when $r = 0$.
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A VOLUME-OF-FLUID INTERFACE RECONSTRUCTION ALGORITHM THAT IS SECOND-ORDER ACCURATE IN THE MAX NORM

ELBRIDGE GERRY PUCKETT

In an article recently published in this journal the author proved there exists a two-dimensional, volume-of-fluid interface reconstruction method that is second-order accurate in the max norm. However, that article did not include an example of such an algorithm. This article contains a description of a two-dimensional, volume-of-fluid interface reconstruction method that is second-order accurate in the max norm, provided the curve that one is reconstructing is two times continuously differentiable and the length of the sides of the square grid cells is less than a constant divided by the maximum of the absolute value of the curvature of the interface. A computation made with this algorithm is presented that demonstrates the convergence rate is second-order, as expected.

1. Introduction

Let \( \Omega \in \mathbb{R}^2 \) denote a two-dimensional computational domain and take an oriented curve in \( \Omega \) parametrized by \( z(s) = (x(s), y(s)) \), where \( 0 \leq s \leq s_{\text{end}} \) is arc length. Let \( L \) be a characteristic length of the computational domain \( \Omega \). Cover \( \Omega \) with a grid consisting of square cells each of side \( \Delta x \leq L \) and let

\[
h = \frac{\Delta x}{L}
\]

be a dimensionless parameter that represents the size of a grid cell. Note that \( h \) is bounded above by 1. For the remainder of this article it is to be understood that quantities such as the arc length \( s \) are also nondimensional quantities that have been obtained by division by \( L \) as in (1), and that the curvature \( \kappa \) has been nondimensionalized by dividing by \( 1/L \).
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The volume-of-fluid interface reconstruction problem is to compute an approximation \( \tilde{z}(s) \) to \( z(s) \) in \( \Omega \) using only the volume fractions \( \Lambda_{ij} \) associated with the curve \( z \) on the grid. In this paper the convention will be that the volume fraction \( \Lambda_{ij} \) in the \( ij \)-th cell is the fraction of material that lies in the \( ij \)-th cell on the “outside” of \( z(s) \) — that is, on the side towards which the outward pointing unit normal vector \( n \) to the interface \( z(s) \) points.

The purpose of this article is to describe a new volume-of-fluid method for reconstructing the interface \( z(s) = (x(s), y(s)) \) between two materials that is second-order accurate in the max norm. The main result in [24; 25] is a proof that

\[
| g(x) - \tilde{g}_{ij}(x) | \leq \left( \frac{50}{3} \kappa_{\text{max}} + C_S \right) h^2 \quad \text{for all } x \in [x_i, x_{i+1}],
\]

where \((x, \tilde{g}_{ij}(x))\) is the volume-of-fluid approximation to the interface\(^1\) \((x, g(x))\) described in this paper; \( \kappa_{\text{max}} \) is the maximum of the absolute value of the curvature of the interface in the \( 3 \times 3 \) block of cells \( B_{ij} \) centered on the cell \( C_{ij} \) in which one wishes to reconstruct the interface; \( x = x_i \) and \( x = x_{i+1} \) are the \( x \)-coordinates of the left and right edges of the cell \( C_{ij} = [x_i, x_{i+1}] \times [y_j, y_{j+1}] \) in which one wishes to reconstruct the interface; \( h = \Delta x / L \) is the length defined in (1) of the edges of the square grid cells; and

\[
C_S = \frac{\sqrt{3}}{2} \left\{ (2 \sqrt{2} - 1) 4 \sqrt{\kappa_{\text{max}}} + \left( 1 - \frac{7(1+\sqrt{2})}{20} \right) 32 \frac{3}{\kappa_{\text{max}}} \right\}^2.
\]

The bound in (2) holds whenever the grid size \( h \) and the maximum \( \kappa_{\text{max}} \) of the absolute value of the curvature \( \kappa(s) \) of the interface \( z(s) \)

\[
\kappa_{\text{max}} = \max_s |\kappa(s)|
\]

satisfies\(^2\)

\[
h \leq \frac{C_h}{\kappa_{\text{max}}},
\]

where

\[
C_h = \frac{1}{25}.
\]

\(^1\)As explained in the following paragraph, it is proven in [24] that the constraint on \( h \) in terms of \( \kappa_{\text{max}} \) in (5) ensures that one can reparametrize the interface as \( y = g(x) \) or \( x = G(y) \) locally about the cell \( C_{ij} = [x_i, x_{i+1}] \times [y_j, y_{j+1}] \) in which one wishes to reconstruct the interface. For convenience, in this article the interface will frequently be written as \( y = g(x) \) instead of \( z(s) \), it being understood that in some cells the parametrizations has to be \( x = G(y) \).

\(^2\)It is only necessary that this condition be satisfied in a neighborhood of the cell \( C_{ij} \); for example, in the \( 3 \times 3 \) block of cells \( B_{ij} \) centered on the cell \( C_{ij} \).
Section 2 of [24] contains a proof that the constraint in (5) on $h$ is sufficient to ensure that the interface $z(s) = (x(s), y(s))$ can be written as a single valued function $y = g(x)$ or $x = G(y)$ on any $3 \times 3$ block of cells $B_{ij}$ centered on a cell $C_{ij}$ which contains a portion of the interface.\footnote{In that article and this one interfaces that are undergoing topological changes, such as when a droplet separates into two droplets, are not considered. In order for this algorithm to achieve second-order accuracy, the interface must be a single-valued $C^2$ function in the $3 \times 3$ block $B_{ij}$ surrounding the cell $C_{ij}$.}

In the algorithm described in this article one uses the row of three cells above and below $B_{ij}$ to determine which columns to use in the approximation to the slope $m_{ij}$ of the piecewise linear approximation

$$\tilde{g}_{ij}(x) = m_{ij} x + b_{ij}$$

(7)
to the interface $y = g(x)$. For this reason one must consider the $5 \times 5$ block of cells $\tilde{B}_{ij}$ centered on the cell $C_{ij}$. However, as shown in Section 5, once one has rotated the block $\tilde{B}_{ij}$ so that the interface only enters (resp., exits) the $3 \times 3$ subblock $B_{ij}$ across its left or top edge (resp., top or right edge); it is not necessary to use the first and last columns of the larger block of cells $\tilde{B}_{ij}$.

The articles [24; 25] consist solely of a collection of proofs showing that there exists a volume-of-fluid interface reconstruction algorithm that is second-order accurate in the max norm; that is, they do not contain an example of such an algorithm. However, the proofs in [24; 25] are constructive, and the algorithm described here is based on those proofs. To date, no other volume-of-fluid interface reconstruction algorithms have been proven to be second-order accurate in the max norm. Section 6 contains a computational example to demonstrate that this algorithm produces an approximation to $\cos x$ for $0 \leq x \leq \pi$ that is a second-order accurate in the max norm.

A detailed statement of the problem. Suppose that one is given a simply connected computational domain $\Omega \in \mathbb{R}^2$ that is divided into two distinct, disjoint regions $\Omega_1$ and $\Omega_2$ such that $\Omega_1 \cup \Omega_2 = \Omega$. Let $\Omega_1$ be referred to as material 1 and $\Omega_2$ as material 2. (Although these algorithms have historically been known as “volume-of-fluid” methods, they are frequently used to model the interface between any two materials, including gases, liquids, solids and any combination thereof; for example, see [5; 14; 15; 16].)

Let $z(s) = (x(s), y(s))$, where $s$ is arc length, denote the interface between these two materials and assume that the interface has been oriented so that as one traverses the interface with increasing arc length material 1 lies to the right. Cover $\Omega$ with a uniform square grid of cells, each with side $h$, and let $\Lambda_{ij}$ denote the fraction of material 1 in the $ij$-th cell.

$\tilde{B}_{ij}$ denotes the $5 \times 5$ block of cells centered on cell $C_{ij}$.
Each number $\Lambda_{ij}$ satisfies $0 \leq \Lambda_{ij} \leq 1$ and is called the *volume fraction* (of material 1) in the $ij$-th cell.\(^4\) Note that

$$0 < \Lambda_{ij} < 1$$

if and only if a portion of the interface $\mathbf{z}(s)$ lies in the $ij$-th cell. Similarly, $\Lambda_{ij} = 1$ means the $ij$-th cell only contains material 1, and $\Lambda_{ij} = 0$ means it only contains material 2.

Consider the following problem. Given only the collection of volume fractions $\Lambda_{ij}$ in the grid covering $\Omega$, reconstruct $\mathbf{z}(s)$; in other words, find a piecewise linear approximation $\tilde{\mathbf{z}}$ to $\mathbf{z}$ in each cell $C_{ij}$ that contains a portion of the interface $\mathbf{z}(s)$. Furthermore, the approximate interface $\tilde{\mathbf{z}}$ must have the property that the volume fractions $\tilde{\Lambda}_{ij}$ due to $\tilde{\mathbf{z}}$ are identical to the original volume fractions $\Lambda_{ij}$; that is,

$$\tilde{\Lambda}_{ij} = \Lambda_{ij} \quad \text{for all cells } C_{ij}. \quad (9)$$

An algorithm for finding such an approximation is known as a *volume-of-fluid interface reconstruction method*.

The property that $\tilde{\Lambda}_{ij} = \Lambda_{ij}$ is the principal feature that distinguishes volume-of-fluid interface reconstruction methods from other interface reconstruction methods. This ensures that the computational value of the total volume of each material is conserved. In other words, all volume-of-fluid interface reconstruction methods are conservative in that they conserve the volume of each material in the computation. When the underlying numerical method is a conservative finite difference method that one is using to model a system of hyperbolic conservation laws (e.g., gas dynamics) this can be essential since, for example, in order to obtain the correct shock speed it is necessary for all of the conserved quantities to be conserved by the underlying numerical method \[13\]. More generally, a necessary condition for the numerical method to converge to the correct weak solution of a system of hyperbolic conservation laws is that all of the quantities that are conserved in the underlying partial differential equation must be conserved by the numerical method \[12\].

Volume-of-fluid methods have been used by researchers to track material interfaces since at least the mid 1970s \[18; 19\]. Researchers have developed a variety of volume-of-fluid algorithms for modeling everything from flame propagation \[3\] to curvature and solidification \[4\]. In particular, the problem of developing high-order accurate volume-of-fluid methods for modeling the curvature and surface tension of an interface has received a lot of attention \[1; 2; 4; 7; 32; 22\]. Volume-of-fluid methods were among the first interface tracking algorithms to be implemented in codes originally developed at the U.S. National Laboratories, and subsequently

\(^4\)Even though in two dimensions $\Lambda_{ij}$ is technically an area fraction, the convention is to refer to it as a *volume fraction*. 
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released to the general public, that were capable of tracking material interfaces in a variety of complex material flow problems [6; 9; 17; 30; 31]. They continue to be widely used at these institutions, as well as by the general scientific community.

This article does not contain work concerning the related problem of approximating the movement of the interface in time, for which one would use a \textit{volume-of-fluid advection algorithm}. The interested reader may wish to consult [21; 27; 28] for a detailed description and analysis of several such algorithms. In this article only the accuracy that one can obtain when using a volume-of-fluid interface reconstruction algorithm to approximate a given \textit{stationary} interface \( z(s) \) is considered.

\section{Assumptions and definitions}

\textbf{Notation.} The center cell \( C_{ij} = [x_i, x_{i+1}] \times [y_j, y_{j+1}] \) is the square grid cell with side \( h \) that contains a portion of the interface \( z(s) = (x(s), y(s)) \) for \( s \) in some interval, say \( s \in (s_l, s_r) \), in which one wishes to reconstruct the interface. This is equivalent to saying that \( 0 < \Lambda_{ij} < 1 \). In what follows the \( 5 \times 5 \) block of square cells — each with side \( h \) — centered on the center cell \( C_{ij} \), as shown, for example, in Figure 1, will be denoted \( \tilde{B}_{ij} = [x_{i-2}, x_{i+3}] \times [y_{j-2}, y_{j+3}] \). In addition, the subblock of \( \tilde{B}_{ij} \) which consists of the \( 3 \times 3 \) subblock of cells centered on the cell

\begin{equation}
\tilde{g}_{ij}(x) = m_{ij} x + b_{ij}
\end{equation}

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure1}
\caption{In this example the interface is \( g(x) = \tanh(x) \) and material 1 lies below the curve. Note that all three of the column sums are exact, but that for the inverse function \( x = g^{-1}(y) \), only the (horizontal) center column sum is exact. (Exact column sums are defined in Section 4 below.) The cell in which one wishes to reconstruct the interface is \( C_{ij} \), the \( 3 \times 3 \) block of cells centered on \( C_{ij} \) is \( B_{ij} \), and the \( 5 \times 5 \) block of cells centered on \( C_{ij} \) is \( \tilde{B}_{ij} \).}
\end{figure}
\(C_{ij}\) will be denoted \(B_{ij} = [x_{i-1}, x_{i+2}] \times [y_{j-1}, y_{j+2}]\), and the \(3 \times 5\) subblock of \(\tilde{B}_{ij}\), which is \(B_{ij}\) together with the row of 3 cells \(C_{i-1,j-2}, C_{i,j-2}\) and \(C_{i+1,j-2}\) added to its bottom and the row of 3 cells \(C_{i-1,j+2}, C_{i,j+2}\) and \(C_{i+1,j+2}\) added to its top, will be denoted \(\hat{B}_{ij} = [x_{i-1}, x_{i+2}] \times [y_{j-2}, y_{j+3}]\). The coordinates of the vertical edges of the cells in \(\tilde{B}_{ij}\) are denoted \(x_{i-2}, x_{i-1}, x_{i}, x_{i+1}, x_{i+2}\) and \(x_{i+3}\) and the horizontal edges by \(y_{j-2}, y_{j-1}, y_{j}, y_{j+1}, y_{j+2}\) and \(y_{j+3}\) as shown, for example, in Figure 1.\(^5\) It will always be the case that \(x_{i+1} - x_i = h\), \(y_{j+1} - y_j = h\), etc.

**Assumptions concerning the interface.** In this article the exact interface
\[
  z(s) = ((x(s), y(s))
\]
is assumed to satisfy the following conditions:

I. The interface \(z\) is two times continuously differentiable; in other words,
\[
  z(s) \in C^2(\Omega). \tag{10}
\]

II. The grid size \(h\) and the maximum value
\[
  \kappa_{\text{max}} = \max_s |\kappa(s)|
\]
of the absolute value of the curvature \(\kappa(s)\) of the interface satisfy the following constraint in terms of each other:\(^6\)
\[
  h \leq \frac{C_h}{\kappa_{\text{max}}}, \tag{11}
\]
where
\[
  C_h = \frac{1}{25}.
\]

**Remark.** One can show that the constraint in (11) prevents configurations in which the interface enters the center cell \(C_{ij}\), exits it, and then enters it again, before exiting the \(5 \times 5\) block of cells \(\tilde{B}_{ij}\), as shown in Figure 2. In particular, one can use the constraint in (11) to show that the interface does not have hairpin turns which are on the order of a grid cell. See [24] for a proof of these facts.

Note that it may be possible for the interface to pass through the center cell, then exit the \(3 \times 3\) block \(B_{ij}\), “wander around the computational domain”, and then reenter the \(3 \times 3\) block \(B_{ij}\) and the center cell \(C_{ij}\) again. The constraint in (11) simply guarantees that given a point on the interface that lies in the center cell \(C_{ij}\), one can find an orientation of the \(3 \times 3\) block \(B_{ij}\) such that locally the interface can be written as a single-valued function on the interval \([x_{i-1}, x_{i+2}]\) such that the

\(^5\) Whenever possible, the same notation is used in this article as in [24; 25]. One significant change, however, is that the lower left corner of the center cell \(C_{ij}\) is now \((x_i, y_j)\) rather than \((x_{i-1}, y_{j-1})\) as it was denoted in [24].

\(^6\) See footnote 2.
Figure 2. In this example, $h = 1$ and the interface is the parabola $g(x) = a(x - x_c)^2 - \frac{1}{2}$ with $a = 9$. Consequently, the maximum curvature of the interface is

$$\kappa_{\text{max}} = 2a = 18 > C_h h^{-1} = \frac{1}{25},$$

and hence the constraint on the cell size $h$ in (5) is not satisfied. As one can see from the figure, the interface enters the $3 \times 3$ block of cells $B_{ij}$ through the top edge of the left column, passes through the center cell $C_{ij}$, exits the $3 \times 3$ block of cells $B_{ij}$ through the bottom edge of the center column (i.e., the line $y = y_{j-1}$), and then passes through $B_{ij}$ again; the second path being a reflection about the line $x = x_c$ of the first. The constraint on $h$ with respect to the maximum curvature $\kappa_{\text{max}}$ in (5) ensures that the interface does not have sharp or “hairpin” turns that are on the scale of the $3 \times 3$ block of cells $B_{ij}$, such as the one illustrated here. A finer grid (i.e., smaller $h$) is required in order to resolve curves such as this one.

curve enters the $3 \times 3$ block $B_{ij}$, passes through the center cell once — and only once — and then exits $B_{ij}$. It does not prevent the curve from eventually reentering the center cell after traversing the domain for a large number of cell lengths. In this article it is assumed that this latter case does not occur.
3. Rotation of the 5 by 5 block

Given a cell $C_{ij}$ that contains a portion $y = g(x)$ of the interface, or equivalently, a cell $C_{ij}$ in which $0 < \Lambda_{ij} < 1$, assume that the $5 \times 5$ block of cells $\hat{B}_{ij}$ centered on $C_{ij}$ has been rotated so that in the rotated coordinate frame the bottom row of cells in the $3 \times 5$ subblock of cells $\hat{B}_{ij}$ satisfy

$$\Lambda_{i-1,j-2} = 1, \quad \Lambda_{ij-2} = 1, \quad \Lambda_{i+1,j-2} = 1.$$ 

This ensures that the interface does not exit the $3 \times 5$ subblock of cells $\hat{B}_{ij}$ across its bottom edge. Not only does this reduce the number of cases that one must consider in the description of the algorithm, but it also reduces the number of cases one must consider in the implementation of the algorithm. This is because the Symmetry Lemma of [24, page 119] states that all configurations of the interface with respect to the $3 \times 3$ block $B_{ij}$ are equivalent to the following two cases:

**Configuration A:** The interface enters $B_{ij}$ across the left edge of $B_{ij}$ and exits across the right edge of $B_{ij}$ (as shown, for example, in Figure 1).

**Configuration B:** The interface enters $B_{ij}$ across the left edge of $B_{ij}$ and exits across the top edge of $B_{ij}$ (as shown, for example, in Figure 4).

Provided only that the interface satisfies the conditions in (5) and (10), these two cases are equivalent to all of the other ways in which the interface can enter the $3 \times 3$ block of cells $B_{ij}$, pass through the center cell $C_{ij}$, and exit the block $B_{ij}$. In other words, rotating the block $B_{ij}$ by $0, 90, 180$ or $270$ degrees and/or interchanging the direction traversed by the arc length parameter $s \to -s$, one can arrive at a configuration that is identical to one of the two configurations listed above. This is a consequence of the Symmetry Lemma cited above.

In the implementation of this algorithm, for the purposes of producing the results shown in Section 6, the case in which — after the $5 \times 5$ block of cells $\hat{B}_{ij}$ has been rotated — the interface enters $B_{ij}$ across the top edge and exits it across the right edge is also included. In other words, the symmetric image of the example shown in Figure 4 is also included in this implementation of the algorithm, although according to the Symmetry Lemma this is not strictly necessary.

During the course of proving the results in [24; 25], or in developing a second-order accurate volume-of-fluid interface reconstruction method such as the one described here, it is often necessary to rotate the $5 \times 5$ block of cells $\hat{B}_{ij}$ centered on $C_{ij}$ by $90, 180$, or $270$ degrees and/or reflect the coordinates about one of the coordinate axes: $x \to -x$ or $y \to -y$. No other coordinate transformations besides one of these three rotations and a possible reversal of one or both of the variables $x \to -x$ and/or $y \to -y$ are required in order for the algorithm studied in this article and the articles in [24; 25] to converge to the exact interface as $h \to 0$. Furthermore,
these coordinate transformations are only used to determine a first-order accurate approximation \( m_{ij} \) to \( g'(x_c) \) in the center cell. The grid covering the domain \( \Omega \) always remains the same.

Thus, if one is using the interface reconstruction algorithm as part of a numerical method to solve a more complex problem than the one posed here (e.g., the movement of a fluid interface where the underlying fluid flow is a solution of the Euler or Navier–Stokes equations), it is not necessary to perform these coordinate transformations on the underlying numerical fluid flow solver. Therefore, unless noted otherwise, in what follows the interface will always be written \( y = g(x) \) and the coordinates of the edges of the cells in the \( 3 \times 3 \) block \( B_{ij} \) will be denoted by \( x_{i-1}, x_i, x_{i+1}, y_{j-1}, y_j, y_{j+1}, y_{j+2} \), it being implicitly understood that a transformation of the coordinate system as described above may have been performed in order for this representation of the interface to be valid, and that the names of the variables \( x \) and \( y \) might have been interchanged in order to write the interface as \( y = g(x) \).

4. Column sums

Let \( S_{i-1}, S_i \) and \( S_{i+1} \) represent the left, center and right column sums respectively in the \( 3 \times 3 \) subblock of cells \( B_{ij} \) centered on \( C_{ij} \):

\[
S_{i-1} = \sum_{j'=j-1}^{j+1} \Lambda_{i-1,j'}, \quad S_i = \sum_{j'=j-1}^{j+1} \Lambda_{ij'}, \quad S_{i+1} = \sum_{j'=j-1}^{j+1} \Lambda_{i+1,j'}. \tag{12}
\]

The volume fraction \( \Lambda_{ij} \) in the \( ij \)-th cell \( C_{ij} \) is a nondimensional way of storing the volume of material 1 in that cell, while the \( i \)-th column sum \( S_i \) defined above is a nondimensional way of storing the total volume of material 1 in the column of three cells centered on the \( ij \)-th cell, and similarly for \( S_{i-1} \) and \( S_{i+1} \).

Now consider an arbitrary column consisting of three cells with left edge \( x = x_i \) and right edge \( x = x_{i+1} \). Furthermore, assume that the interface can be written as a function \( y = g(x) \) on the interval \([x_i, x_{i+1}]\). Assume also that the interface enters the column through its left edge, exits the column through its right edge and does not cross the top or bottom edges of the column, as is the case with each of the columns \( S_{i-1}, S_i \) and \( S_{i+1} \) in the \( 3 \times 3 \) subblock of cells \( B_{ij} \) centered on the cell of interest \( C_{ij} \) shown in the example in Figure 1. Then, in particular, the total volume of material 1 that occupies the three cells of the center column and lies below the interface \( g(x) \) is equal to the integral of \( (g(x) - y_{j-1}) \) over the interval \([x_i, x_{i+1}]\). This leads to the following relationship between the column sum and the normalized volume of material 1 in the column:

\[
S_i = \sum_{j'=j-1}^{j+1} \Lambda_{ij'} = \frac{1}{h^2} \int_{x_i}^{x_{i+1}} (g(x) - y_{j-1}) \, dx. \tag{13}
\]
This in turn leads to the following definition.

**Definition.** Assume that the interface \( y = g(x) \) enters the \( i \)-th column through its left edge and exits the \( i \)-th column through its right edge and does not cross the top or bottom edges of the column. Then the column sum \( S_i \) is *exact* whenever (13) holds. Integrals such as the one on the right in (13) will be referred to as the *normalized integral* of \( g \) in the \( i \)-th column.\(^7\)

Given the \( 3 \times 3 \) block of cells \( B_{ij} \) surrounding a cell \( C_{ij} \) that contains a portion \( y = g(x) \) of the interface, the accuracy of the algorithm described in this paper is based on how well the column sums \( S_{i-1}, S_i, S_{i+1} \) approximate the normalized integral of \( g \) in the \((i - 1)\)-st, \(i\)-th, and \((i + 1)\)-st column. This is because if two of the column sums \( S_{i+\alpha} \) and \( S_{i+\beta} \) with \( \alpha, \beta = 1, 0, -1 \) and \( \alpha \neq \beta \) are exact, then the slope

\[
m_{ij} = \frac{S_{i+\beta} - S_{i+\alpha}}{\beta - \alpha}
\]

will be a first-order accurate approximation to \( g'(x_c) \), where \( x_c = \frac{1}{2}(x_{i+1} - x_i) \), as shown in (18) below. (This is Theorem 23 in [24].) It then follows that the piecewise linear approximation

\[
\tilde{g}_{ij}(x) = m_{ij} x + b_{ij}
\]

(15) to the portion of the interface \( g(x) \) in \( C_{ij} \) is pointwise second-order accurate, as shown in (19) below. (This is Theorem 24 in [24].) Therefore, one should use one of the following three slopes for \( m_{ij} \) in (15):

\[
m_{ij}^l = (S_i - S_{i-1}), \quad m_{ij}^c = \frac{1}{2}(S_{i+1} - S_{i-1}), \quad m_{ij}^r = (S_{i+1} - S_i). \quad (16)
\]

**Example 1.** In order to see why one of the three slopes in (16) will be the best choice for \( m_{ij} \), consider the case when the interface is a line \( g(x) = m x + b \). In this case the \( 3 \times 3 \) subblock of cells \( B_{ij} \) has two exact column sums as shown in Figure 3. Note that in this particular orientation of \( B_{ij} \), \( g \) has two exact column sums; namely the sums in the first and second columns. It is easy to check that

\[
m = \frac{1}{h^2} \int_{x_{i-1}}^{x_i} (g(x) - y_{j-1}) \, dx - \frac{1}{h^2} \int_{x_{j-2}}^{x_{j-1}} (g(x) - y_{j-1}) \, dx
\]

\[
= (S_i - S_{i-1}) = m_{ij}^l.
\]

\(^7\)In [24] an *exact column sum* was mistakenly defined as

\[
S_i = \sum_{j'=j}^{j+1} \Lambda_{ij'j} = \frac{1}{h^2} \int_{x_i}^{x_{i+1}} (g(x) - y_{j-1}h) \, dx;
\]

that is, \( y_{j-1}h \) appears in the integrand, rather than just \( y_{j-1} \). The correct definition appears here.
Figure 3. Here the interface \( g \) is a line \( g(x) = mx + b \) that has two exact column sums; namely the sums in the first and second columns. In this case the slope \( m_{ij} \) from (16) is exactly equal to the slope \( m \) of the interface: \( m_{ij} = m \). It is always the case that when the exact interface is a line on a grid of square cells one can find an orientation of the \( 3 \times 3 \) block of cells \( B_{ij} \) such that at least one of the divided differences of the column sums in (16) is exact.

In this example the divided difference \( m_{ij} \) of the column sums \( S_{i-1} \) and \( S_i \) is exactly equal to the slope \( m \) of the exact interface. In fact, it is always the case that when the exact interface is a line and the grid consists of square cells, one can find an orientation of the \( 3 \times 3 \) subblock of cells \( B_{ij} \) such that at least one of the divided differences of the column sums in (16) is exact. For example, note that in the case shown in Figure 3 one could rotate the \( 3 \times 3 \) block of cells 90 degrees clockwise and then the correct slope to use when forming the piecewise linear approximation \( \tilde{g}_{ij}(x) = m_{ij}x + b_{ij} \) would be \( m_{ij} = m'_{ij} \) in the rotated coordinate frame. One can easily check that this choice for \( m_{ij} \) would again be exactly equal to the slope \( m \) of the exact interface (in the rotated coordinate frame).

Example 2. However, as demonstrated in Example 2 of [25], there are instances in which the interface satisfies (5) but the center column sum \( S_i \) is not exact. An example was shown in Figure 4. All of the work in [25] is devoted to showing that when the interface satisfies (5), the center column sum \( S_i \) will still be exact to
Figure 4. An example of a circular interface $g(x)$ that satisfies (5), but for which the center column sum is not exact in any of the four standard orientations of the grid. Consequently, any approximation $m_{ij}$ to the slope $g'(x_c)$ of the form (14) must have a center column sum $S_i$ that is not exact. (See [25, Example 2] for more details.) Theorem 4 of [25] states that if (5) is satisfied, then the error between the column sum $S_i$ and the normalized integral of $g$ over the center column is $O(h)$; that is, (5) implies that (17) holds. This suffices to ensure that (18) is true, and hence that (19) is true.

$O(h)^8$

$$
|S_i - \frac{1}{h^2} \int_{x_i}^{x_{i+1}} (g(x) - y_{j-1}) \, dx| \leq C \varsigma h,
$$

(17)

where $C \varsigma$ is defined in (3). This is sufficient for either the left- or the right-sided difference in (16) to satisfy

$$
|m_{ij} - g'(x_c)| \leq \left( \frac{26}{3} \kappa_{\text{max}} + C \varsigma \right) h,
$$

(18)

where $\kappa_{\text{max}}$ is defined in (4). This, in turn, is sufficient for the piecewise linear volume-of-fluid approximation $\tilde{g}_{ij} = m_{ij} x + b_{ij}$ to still be second-order accurate.

---

8In [24] the definition that the center column sum is exact to $O(h)$ was mistakenly defined as

$$
|S_i - \frac{1}{h^2} \int_{x_i}^{x_{i+1}} (g(x) - y_{j-1} h) \, dx| \leq C \varsigma h,
$$

that is, $y_{j-1} h$ appears in the integrand, rather than just $y_{j-1}$. The correct definition appears here.
in the max norm:

\[ |g(x) - \tilde{g}_{ij}(x)| \leq \left( \frac{50}{3} \kappa_{\text{max}} + C_S \right) h^2 \quad \text{for all } x \in [x_i, x_{i+1}] \]  

(19)

See Section 4 of [24] for proofs of (18) and (19).

To summarize, once the 5 × 5 block of cells \( \tilde{B}_{ij} \) centered on the cell \( C_{ij} \) in which one wishes to reconstruct the interface has been rotated as described in Section 3, the interface reconstruction algorithm is based on choosing the slope \( m_{ij} \) of the piecewise linear approximation \( \tilde{g}_{ij} = m_{ij} x + b_{ij} \) to the interface \( g(x) \) to be one of the three divided differences of the column sums \( S_{i-1}, S_i \) and \( S_{i+1} \) from the 3 × 3 subblock \( B_{ij} \) centered on the cell \( C_{ij} \) as shown in (16). The best choice is when both column sums are exact, which — provided that the condition in (5) is satisfied — is true in all but one case.

This one case is the one in which the interface \( g \) satisfies (5) yet exits the \( i \)-th column \( S_i \) across its top edge as shown in Figure 4. (In this particular case the interface is always monotonically increasing.) Example 2 of [25] demonstrates that this case can occur for any value of \( h \), no matter how small. However, in [25] it is proven that when this case occurs, one of the two divided differences of column sums, \( m_{ij}^l \) or \( m_{ij}^r \), will still satisfy (18). Thus, choosing this quantity for the slope \( m_{ij} \) in \( \tilde{g}_{ij} = m_{ij} x + b_{ij} \) still yields a pointwise second-order accurate approximation to \( g \); that is, the bound in (19) remains true. The following section contains a description of an algorithm for determining which of these cases is present, and hence which of the slopes in (16) — the first or the third — will yield a second-order accurate approximation to the interface in \( C_{ij} \).

### 5. A description of the algorithm

Before proceeding one should note that there are a variety of ways to implement this algorithm. In particular, one can implement it so that it is not necessary rotate the 5 × 5 block \( \tilde{B}_{ij} \). The description given here was chosen because it seems to be the easiest one to follow. Furthermore this is the way in which the algorithm was implemented in order to produce the computational results shown in Section 6.

There are two steps involved in computing the approximation \( \tilde{g}_{ij}(x) \) to the interface \( g(x) \) in a given cell \( C_{ij} \).

**I.** Determine the slope \( m_{ij} \) of the piecewise linear approximation

\[ \tilde{g}_{ij}(x) = m_{ij} x + b_{ij} \]

to the interface \( g(x) \) in the cell \( C_{ij} \).

**II.** Determine the y-intercept \( b_{ij} \) of \( \tilde{g}_{ij}(x) \).
Step I. Given that the $5 \times 5$ block $\tilde{B}_{ij}$ has been placed in the configuration described in Section 3 above, one need only consider the five cases listed below; namely Cases 1(a), 1(b) and Cases 2–4. From the discussion on column sums in Section 4 it is apparent that one needs two column sums that are either exact, or a left (resp., right) column sum that is exact and a center column sum that is exact to $O(h)$ as shown, for example, in Figure 4 (page 210).

The constraint in (5) on the interface $z(s)$ ensures that, once the $5 \times 5$ block of cells $\tilde{B}_{ij}$ has been rotated as described above, only the following cases can occur:

1. The center column sum $S_i$ is exact to $O(h)$, and hence satisfies (17), as shown, for example, in Figure 4, and one of the following two cases hold:
   
   (a) The left column sum $S_{i-1}$ is exact, in which case one uses the left-sided divided difference:
   
   $$ m_{ij} = m^l_{ij} = S_i - S_{i-1}. $$
   
   (20)

   (b) The right column sum $S_{i-1}$ is exact, in which case one uses the right-sided divided difference:
   
   $$ m_{ij} = m^r_{ij} = S_{i+1} - S_i. $$
   
   (21)

2. All three column sums $S_{i-1}$, $S_i$ and $S_{i+1}$ are exact as shown, for example, in Figure 1. In this case one uses the centered difference of the left and right column sums:
   
   $$ m_{ij} = m^c_{ij} = \frac{1}{2}(S_{i+1} - S_{i-1}). $$
   
   (22)

3. The left column sum $S_{i-1}$ and center column sum $S_i$ are exact. In this case one uses the left-sided divided difference:
   
   $$ m_{ij} = m^l_{ij} = S_i - S_{i-1}. $$
   
   (23)

4. The center column $S_i$ and right column sum $S_{i+1}$ are exact. In this case one uses the right-sided divided difference:
   
   $$ m_{ij} = m^r_{ij} = S_{i+1} - S_i. $$
   
   (24)

The various theorems and lemmas in [24; 25] prove that in each of the above cases the formulas in (20)–(24) result in a first-order accurate approximation $m_{ij}$ to the first derivative $g'(x_c)$ of the interface at the point $x_c = \frac{1}{2}(x_i + x_{i+1})$, as shown in Equation (18).

Next is a description of the algorithm that one uses to obtain the correct slope given only the volume fraction information in the $3 \times 5$ block of cells $\tilde{B}_{ij}$. 

The algorithm to choose the slopes. Once the $5 \times 5$ block $\tilde{B}_{ij}$ has been rotated as described in Section 3, one only uses the $3 \times 5$ portion $\hat{B}_{ij}$ to make the decision as to which of the cases listed above one uses for that particular cell $C_{ij}$. The algorithm for selecting the slope is as follows.

**Case 1:** (The center column sum $S_i$ is not exact, but is exact to $O(h)$. First one checks the cell $C_{ij+2}$. If $\Lambda_{ij+2} > 0$, then the cell above the center column contains some material 1 and hence the center column sum $S_i$ is not exact. However, by Theorem 4 of [25] the condition on $h$ in (5) ensures that $S_i$ is exact to $O(h)$. Therefore, one next checks the left column sum $S_{i-1}$ and right column sum $S_{i+1}$ to determine which column sum is exact, and hence which difference one will use; that is, Case 1(a) or 1(b) from the list above. (The constraint in (5) will ensure that the column sums $S_{i-1}$ and $S_{i+1}$ are not both exact, but one of them will be.)

- **Case 1(a):** If $\Lambda_{i-1,j+2} = 0$, the left column sum $S_{i-1}$ is exact, and hence one uses the left-sided difference:
  \[ m_{ij} = m_{ij}^l = S_i - S_{i-1}. \]

- **Case 1(b):** Otherwise, it must be the case that $\Lambda_{i+1,j+2} = 0$, and hence the right column sum is exact. Therefore, one uses the right-sided difference:
  \[ m_{ij} = m_{ij}^r = S_{i+1} - S_i. \]

**Case 2:** (The center column sum must be exact.) Otherwise, $\Lambda_{i,j+2} = 0$, and hence the center column sum $S_i$ is exact. In this case one first checks to see which of the left and right column sums are exact. If both are exact, then one uses a centered difference. Otherwise one uses a one-sided difference with the center column and whichever of the left or right column sums is exact.

- **Case 2(a):** If $\Lambda_{i-1,j+2} = 0$ and $\Lambda_{i+1,j+2} = 0$, then both the left column sum $S_{i-1}$ and the right column sum $S_{i+1}$ are exact. Therefore, one uses a centered difference, since it is one order more accurate than a one sided difference:
  \[ m_{ij} = m_{ij}^c = \frac{1}{2}(S_{i+1} - S_{i-1}). \]

- **Case 2(b):** If only $\Lambda_{i-1,j+2} = 0$, and hence the right column sum $S_{i+1}$ is not exact, then one uses the left-sided difference:
  \[ m_{ij} = m_{ij}^l = S_i - S_{i-1}. \]

- **Case 2(c):** Otherwise, if only $\Lambda_{i+1,j+2} = 0$, and hence the left column sum $S_{i-1}$ is not exact, then one uses the right-sided difference:
  \[ m_{ij} = m_{ij}^r = S_{i+1} - S_i. \]
Step II. Once the slope $m_{ij}$ has been found the constraint

$$\tilde{\Lambda}_{ij}(\tilde{g}) = \Lambda_{ij}(g),$$

where $\tilde{\Lambda}_{ij}(\tilde{g})$ denotes the fraction of material 1 in the $ij$-th cell due to $\tilde{g}$, immediately determines $b_{ij}$. In other words, once the $5 \times 5$ block of cells $\tilde{B}_{ij}$ has been appropriately rotated, $b_{ij}$ is a single valued function of $\tilde{\Lambda}_{ij}(\tilde{g})$ and $m_{ij}$:

$$b_{ij} = b_{ij}(\tilde{\Lambda}_{ij}(\tilde{g}), m_{ij}).$$

There are a variety of formulas one can employ to determine $b_{ij}$ given $m_{ij}$. For example, there is an approach that is based on representing the boundary of the portion of the cell $C_{ij}$ that contains material 1 by directed line segments and using the divergence theorem to compute the volume fraction $\Lambda_{ij}$ developed by S. G. Roberts and used in [26]. There is the approach developed by J. S. Saltzman and used in [23] that is based on employing a coordinate system in which the approximate interface $\tilde{g}_{ij}(x)$ is given by

$$n_{x_{ij}} x + n_{y_{ij}} y = \sigma,$$

where $n_{ij} = (n_{x_{ij}}, n_{y_{ij}})$ is the unit normal to $\tilde{g}_{ij}(x)$ that points away from the material 1 and $\sigma$ is the distance from $\tilde{g}_{ij}$ to $(x_i, y_j)$, the lower left hand corner of the cell $C_{ij}$. In work with Kothe et al. [8; 10; 32; 11], M. W. Williams developed algorithms for working on three-dimensional hexahedral and other unstructured meshes. Details of this work may also be found in Williams’ Ph.D. thesis [33]. Finally, an article by Scardovelli and Zaleski [29] describes a collection of formulas one may use on two and three dimensional rectangular grids.

The algorithm that was used to compute the computational example shown in Section 6 of this article is based on determining which of the three polygons the approximate interface $\tilde{g}_{ij}(x)$ forms when it passes through the cell $C_{ij}$:

1. a triangle,
2. the complement of a triangle in a square, and
3. a trapezoid.

In other words, material 1 is contained in a region that has the shape of one of the three polygons listed above.

Given the volume fraction $\Lambda_{ij}$ — and hence the volume$^9$ $V_{ij}$ of material 1 in the $ij$-th cell — and the slope $m_{ij}$, one can write down algebraic formulas for each of these polygons. In this way the polygon with the correct volume is readily identified, and with it the point of intersection of the approximate interface $\tilde{g}_{ij}(x)$ with two of

---

$^9$As previously noted, strictly speaking one is given the area of material 1 in the $ij$-th cell. By convention this area is referred to as the volume of material 1 in the $ij$-th cell.
the four grid lines: \( x = x_i, x = x_{i+1}, y = y_j \) and \( y = y_{j+1} \) that form the edges of the cell \( C_{ij} \). Given this information, the y-intercept \( b_{ij} \) is easily found.

Note that several of the other algorithms for representing the approximate interface listed above allow one to design the method so that it is not necessary to rotate the \( 5 \times 5 \) block of cells \( \tilde{B}_{ij} \). However, the implementation of such an algorithm may be more complex than the one described here.

6. A computational example

Table 1 contains the max norm error from a computation in which the interface reconstruction algorithm described in this paper is used to approximate \( \cos x \) for \( 0 \leq x \leq \pi \) on square grids with cell sizes varying from \( 32^{-1} \) to \( 4096^{-1} \). The error reported in the table is computed according to the formula

\[
l^\infty \text{error} = \max_{c_{ij}} \left\{ \max_{x \in [x_i, x_{i+1}]} \left| g(x) - \tilde{g}_{ij}(x) \right| \right\},
\]

where \( \max_{x \in [x_i, x_{i+1}]} \left| g(x) - \tilde{g}_{ij}(x) \right| \) is computed at 1000 points between the endpoints \( x_l \) (resp., \( x_r \)) at which the curve \( g(x) \) enters (resp., exits) the cell \( C_{ij} \) and the outer maximum in (25) is taken over all cells \( C_{ij} \) that satisfy \( 0 < \Delta x_{ij} < 1 \).

The third column contains the error (25) for the cell size reported in the second column. The fourth column contains the theoretical error bound from [25], which is quoted in Equation (2) (and also in Equation (26) below). Note that for all values of \( \Delta x \) the actual error is two orders of magnitude less than the theoretical error bound.

The last column of Table 1 contains the convergence rate. For a particular value of \( \Delta x = 2^{-k} \), the convergence rate is defined to be the rate at which the error would have to decrease in going from \( \Delta x = 2^{-(k-1)} \) to \( \Delta x = 2^{-k} \) in order to achieve the

<table>
<thead>
<tr>
<th>( k )</th>
<th>cell size ( \Delta x = 2^{-k} )</th>
<th>( l^\infty ) error</th>
<th>theoretical error bound</th>
<th>convergence rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>05</td>
<td>( 32^{-1} )</td>
<td>( 1.07 \cdot 10^{-4} )</td>
<td>( 8.43 \cdot 10^{-2} )</td>
<td>2.19</td>
</tr>
<tr>
<td>06</td>
<td>( 64^{-1} )</td>
<td>( 2.67 \cdot 10^{-5} )</td>
<td>( 2.11 \cdot 10^{-2} )</td>
<td>2.00</td>
</tr>
<tr>
<td>07</td>
<td>( 128^{-1} )</td>
<td>( 7.26 \cdot 10^{-6} )</td>
<td>( 5.27 \cdot 10^{-3} )</td>
<td>1.88</td>
</tr>
<tr>
<td>08</td>
<td>( 256^{-1} )</td>
<td>( 1.80 \cdot 10^{-6} )</td>
<td>( 1.32 \cdot 10^{-3} )</td>
<td>2.02</td>
</tr>
<tr>
<td>09</td>
<td>( 512^{-1} )</td>
<td>( 4.45 \cdot 10^{-7} )</td>
<td>( 3.29 \cdot 10^{-4} )</td>
<td>2.01</td>
</tr>
<tr>
<td>10</td>
<td>( 1024^{-1} )</td>
<td>( 1.12 \cdot 10^{-7} )</td>
<td>( 5.95 \cdot 10^{-5} )</td>
<td>1.99</td>
</tr>
<tr>
<td>11</td>
<td>( 2048^{-1} )</td>
<td>( 2.83 \cdot 10^{-8} )</td>
<td>( 2.06 \cdot 10^{-5} )</td>
<td>1.99</td>
</tr>
<tr>
<td>12</td>
<td>( 4096^{-1} )</td>
<td>( 7.13 \cdot 10^{-9} )</td>
<td>( 5.14 \cdot 10^{-6} )</td>
<td>1.99</td>
</tr>
</tbody>
</table>

Table 1. The max norm of the error from the computation of \( \cos x \) for \( 0 \leq x \leq \pi \).
error that is shown for $\Delta x = 2^{-k}$. In other words,

\[
\text{convergence rate in the row with } \Delta x = 2^{-k} := \log_2 \left( \frac{\text{error}(2^{-(k-1)})}{\text{error}(2^{-k})} \right),
\]

where $\text{error}(2^{-k})$ denotes the error in the max norm when $\Delta x = 2^{-k}$. It is apparent that the error in the max norm decreases at a rate commensurate with a method that is second-order accurate in the max norm as claimed.

7. Conclusions

The main result of [24; 25] is a proof that

\[
|g(x) - \tilde{g}_{ij}(x)| \leq \left( \frac{50}{3} \kappa_{\text{max}} + C_S \right) h^2 \text{ for all } x \in [x_i, x_{i+1}],
\]

(26)

where $\tilde{g}_{ij}(x)$ is the volume-of-fluid approximation to the interface $g(x)$ in the cell $C_{ij}$ that is described in this paper, $\kappa_{\text{max}}$ is the maximum curvature of the interface as defined in (4), $x_i$ and $x_{i+1}$ denote the left and right edges respectively of the cell $C_{ij}$, $h$ is the length of each side of the square grid cell $C_{ij}$ and

\[
C_S = \frac{\sqrt{3}}{2} \left\{ (2\sqrt{2} - 1) 4\sqrt{\kappa_{\text{max}}} + \left( 1 - \frac{7(1 + \sqrt{2})}{20} \right) \frac{32}{3} \left( \sqrt{\kappa_{\text{max}}} \right)^3 \right\}^2.
\]

The bound in (26) holds whenever the grid size $h$ and the maximum value

\[
\kappa_{\text{max}} = \max_s |\kappa(s)|
\]

of the curvature $\kappa(s)$ of the interface $z(s)$ in the $3 \times 3$ block of cells $B_{ij}$ satisfies

\[
h \leq \frac{C_h}{\kappa_{\text{max}}}, \text{ where } C_h = \frac{1}{25}.
\]

(27)

However, in [24; 25] there are no examples of algorithms for finding the volume-of-fluid approximation $\tilde{g}_{ij}(x)$ in each cell $C_{ij}$ which contains a portion of the interface. This article contains a description of one such algorithm. This algorithm is new and has not appeared previously in the scientific literature. As shown in Table 1 the computations to approximate $\cos x$ on the interval $[0, \pi]$ shown in Section 6 are consistent with the theoretical error bounds in [24; 25]. In other words, the computational approximation of $\cos x$ made with this new algorithm is consistent with the claim that it is second order accurate in the max norm provided that the interface $g \in C^2$ and (27) is satisfied.

It may be possible for the interface to pass through the center cell, then exit the $3 \times 3$ block $B_{ij}$, wander around the computational domain, and reenter the $3 \times 3$ block $B_{ij}$ and the center cell $C_{ij}$ again. For the purposes of this paper it is assumed that this does not happen. When implementing the algorithm described in this paper, one can design the code to automatically check for such cases and flag the $3 \times 3$
block $B_{ij}$ for grid refinement, so that no cell contains two instances of the interface in a configuration such as the one just described.

In [21] J. E. Pilliod and Puckett described two volume-of-fluid interface reconstruction algorithms they had developed, and which they named the Least Squares Volume-of-Fluid Interface Reconstruction Algorithm (LVIRA) and the Efficient Least Squares Volume-of-Fluid Interface Reconstruction Algorithm (ELVIRA). They then presented computations with these algorithms on both $C^2$ and $C^0$ interfaces. When the underlying exact solution was a circle, the LVIRA and ELVIRA algorithms were shown to be second-order accurate in the max norm.

In all of the other computations they computed the errors in the averaged $l^1$ norm; that is, the $l^1$ norm averaged over 1000 random perturbations of the problem. For example, the $l^1$ error reported in approximating a circle was an average of the errors obtained when approximating 1000 different unit circles in which the center of the circle was chosen at random. They then compared the errors with errors obtained when they used several other widely used volume-of-fluid interface reconstruction algorithms such as SLIC [19] and the method developed by Parker and Youngs [20]. The only other algorithm that was close to being second-order accurate in the averaged $l^1$ norm consisted of taking the centered difference for the slope — that is, $m_{ij} = m^c_{ij}$, where $m^c_{ij}$ is defined in (16).

It is not clear whether the proofs in [24; 25] apply to the LVIRA and ELVIRA algorithms. Hence, it is not clear whether LVIRA and ELVIRA are second-order accurate in the max norm, or in the $l^1$ and $l^2$ norms when the errors are not averaged over many computations. Future work should include a study of this issue and a direct comparison between the algorithm presented here and the LVIRA and ELVIRA algorithms.

One should also note that both the LVIRA and ELVIRA algorithms, as well as the algorithm presented here, reconstruct lines exactly. It is an open problem to prove whether or not this is a sufficient condition for the algorithm to be second-order accurate when the underlying interface is $C^2$.

Corollary 22 in [24] states that the algorithm presented in this paper with slope $m_{ij} = 0$ (i.e., the piecewise constant or “stair-step” volume-of-fluid interface reconstruction algorithm) will be first-order accurate whenever the interface is $C^1$ rather than $C^2$. (See footnote 10 in [24] regarding how smooth the interface must be in order to prove Corollary 22.) Future work should include an exploration of how well the algorithm presented here approximates interfaces that are less than $C^2$.

Finally, when the interface reconstruction algorithm is coupled to an adaptive mesh refinement algorithm, the parameter

$$H_{\text{max}} = C_h(\kappa_{\text{max}})^{-1},$$

where $\kappa_{\text{max}}$ is the maximum curvature of the interface over the $3 \times 3$ block of cells
$B_{ij}$ centered on a given cell $C_{ij}$, can be used to develop a criterion for determining when to increase the resolution of the grid. Namely, the computation of the interface in $C_{ij}$ is under-resolved whenever

$$ h > H_{\text{max}}, $$

and hence the grid needs to be refined in a neighborhood of the block $B_{ij}$.
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Implicit particle filters for data assimilation update the particles by first choosing probabilities and then looking for particle locations that assume them, guiding the particles one by one to the high probability domain. We provide a detailed description of these filters, with illustrative examples, together with new, more general, methods for solving the algebraic equations and with a new algorithm for parameter identification.

1. Introduction

There are many problems in science, for example in meteorology and economics, in which the state of a system must be identified from an uncertain equation supplemented by noisy data (see, for instance, [9; 22]). A natural model of this situation consists of an Ito stochastic differential equation (SDE):

$$dx = f(x, t) dt + g(x, t) dw,$$

where $x = (x_1, x_2, \ldots, x_m)$ is an $m$-dimensional vector, $f$ is an $m$-dimensional vector function, $g(x, t)$ is an $m$ by $m$ matrix, and $w$ is Brownian motion which encapsulates all the uncertainty in the model. In the present paper we assume for simplicity that the matrix $g(x, t)$ is diagonal. The initial state $x(0)$ is given and may be random as well.

The SDE is supplemented by measurements $b^n$ at times $t^n$, $n = 0, 1, \ldots$. The measurements are related to the state $x(t)$ by

$$b^n = h(x^n) + GW^n,$$

where $h$ is a $k$-dimensional, generally nonlinear, vector function with $k \leq m$, $G$ is a matrix, $x^n = x(t^n)$, and $W^n$ is a vector whose components are independent Gaussian variables of mean 0 and variance 1, independent also of the Brownian motion in (1). The independence requirements can be greatly relaxed but will be


Keywords: implicit sampling, data assimilation, particle filter.

This work was supported in part by the Director, Office of Science, Computational and Technology Research, United States Department of Energy under Contract no. DE-AC02-05CH11231, and by the National Science Foundation under grants DMS-0705910 and OCE-0934298.
observed in the present paper. The task of a filter is to assimilate the data, that is, estimate $x$ on the basis of both (1) and the observations (2).

If the system (1) and the function $h$ in (2) are linear and the data are Gaussian, the solution can be found in principle via the Kalman–Bucy filter [19]. In the general case, one often estimates $x$ as a statistic (often the mean) of a probability density function (pdf) evolving under the combined effect of (1) and (2). The initial state $x^0$ being known, all one has to do is evaluate sequentially the pdfs $P_{n+1}$ of the variables $x^{n+1}$ given the equations and the data. In a “particle” filter this is done by following “particles” (replicas of the system) whose empirical distribution at time $t^n$ approximates $P_n$. One may for example [1; 9; 7; 8; 19] use the pdf $P_n$ and (1) to generate a prior density (in the sense of Bayes), and then use the data $b^{n+1}$ to generate sampling weights which define a posterior density $P_{n+1}$. This can be very expensive because in most weighting schemes, most of the weights tend to zero fast and the number of particles needed can grow catastrophically [21; 2]; various strategies have been proposed to ameliorate this problem.

Our remedy is implicit sampling [4; 5]. The number of particles needed in a filter remains moderate if one can find high probability particles; to this end, implicit sampling works by first picking probabilities and then looking for particles that assume them, so that the particles are guided efficiently to the high probability region one at a time, without needing a global guess of the target density. In the present paper we provide an expository account of particle filters, separating clearly the general principles from details of implementation; we provide general solution algorithms for the resulting algebraic equations, in particular for nonconvex cases which we had not considered in our previous publications, as well as a new algorithm for parameter identification based on an implicit filter. We also provide examples, in particular of nonconvex problems.

Implicit filters are a special case of chainless sampling methods [3]; a key connection was made in [23; 24], where it was observed that in the sampling of stochastic differential equations, the marginals needed in Markov field sampling can be read off the equations and need not be estimated numerically.

2. The mathematical framework

The first thing we do is discretize the SDE (1) by a difference scheme, so that the equation becomes a discrete recurrence, and assume temporarily that the time step in the dynamics equals the fixed time $\delta$ between observations. For simplicity, in this section we assume the scheme is the Euler scheme

$$x^{n+1} = x^n + \delta f(x^n, n\delta) + V,$$

where $V$ is a Gaussian of mean zero and variance $g^2(x^n, n\delta)\delta$. Higher-order schemes
are discussed in Section 4.

The conditional probability densities \( P_n(x) \) at times \( t^n \), determined by the discretized SDE (3) given the observations (2), satisfy the recurrence relation [9, p. 6]

\[
P(x^{n+1}) = P(x^n) P(x^{n+1} | x^n) P(b^{n+1} | x^{n+1}) / Z,
\]

where \( P(x^n) = P(x^n | b^1, b^2, \ldots, b^n) \) is the probability density at time \( n \delta \) given the data up to time \( n \delta \), \( P(x^{n+1} | x^n) \) is the probability density of \( x^{n+1} \) given \( x^n \) as it is determined by the dynamics, \( P(b^{n+1} | x^{n+1}) \) is the probability of the next observation given the new position, as per the observation equation, and \( Z \) is a normalization constant.

We estimate \( P_{n+1} \) with the help of \( M \) particles, with positions \( X_i^n \) at time \( t^n \) and \( X_i^{n+1} \) at time \( t^{n+1} \) \((i = 1, \ldots, M)\), which define empirical densities \( \hat{P}_n, \hat{P}_{n+1} \) that approximate \( P_n, P_{n+1} \). We do this by requiring that, when a particle moves from \( X_i^n \) to \( X_i^{n+1} \), the probability of \( X_i^{n+1} \) given \( b^k \) for \( k \leq n + 1 \) be given by

\[
P(X_i^{n+1}) = P(X_i^n) P(X_i^{n+1} | X_i^n) P(b^{n+1} | X_i^{n+1}) / Z_0,
\]

where the hats have been omitted as they will be from now on, \( P(X_i^n) \), the probability of \( X_i^n \) given \( b^k \) for \( k \leq n \), is assumed given, \( P(X_i^{n+1} | X_i^n) \), the probability of \( X_i^{n+1} \) given \( X_i^n \), is determined by the discretized SDE (3), \( P(b^{n+1} | X_i^{n+1}) \), the probability of the observations \( b^{n+1} \) given the new positions \( X_i^{n+1} \), is determined by the observation equation (2), and \( Z_0 \) is an unknown normalization constant. We shall see below that one can set \( P(X_i^n) = 1 \) without loss of generality.

Equation (5) defines the pdf we now need to sample for each particle. One way to do this is to pick a position \( X_i^{n+1} \) according to some prior guess of \( P_{n+1} \), and then use weights to get the resulting pdf to agree with the true \( P_{n+1} \) (the “posterior” density); in general many of the new positions will have low probability and therefore small weights. The idea in implicit sampling is to define probabilities first, and then look for particles that assume them; this is done by choosing once and for all a fixed reference random variable, say \( \xi \), with a given pdf, say a Gaussian \( \exp(-\xi^T \xi / 2) / (2\pi)^{m/2} \), which one knows how to sample, and then making \( X_i^{n+1} \) a function of \( \xi \), a different function of each particle and each step, each function designed so that the map \( \xi \rightarrow X_i^{n+1} \) connects highly probable values of \( \xi \) to highly probable values of \( X_i^{n+1} \). To that end, write

\[
P(X_i^{n+1} | X_i^n) P(b^{n+1} | X_i^{n+1}) = \exp(-F_i(X)),
\]

where on the right-hand side \( X \) is a shorthand for \( X_i^{n+1} \) and all the other arguments are omitted. This defines a function \( F_i \) for each particle \( i \) and each time \( t^n \). For each \( i \) and \( n \), \( F_i \) is an explicitly known function of \( X = X_i^{n+1} \). Then solve the equation

\[
F_i(X) - \phi_i = \xi^T \xi / 2,
\]
where \( \xi \) is a sample of the fixed reference variable and \( \phi_i \) is an additive factor needed to make the equation solvable. The need for \( \phi_i \) becomes obvious if one considers the case of a linear observation function \( h \) in (2), so that the right side of (6) is quadratic but the left is a quadratic plus a constant. It is clear that setting \( \phi_i = \min F_i \) will do the job, but it is sometimes convenient to perturb this choice by a small amount (see below). In addition, and most important, with our choice of reference variable \( \xi \), the most likely choice of \( \xi \) is in the neighborhood of 0; if the mapping \( \xi \rightarrow X \) satisfies (6), this likely choice of \( \xi \) produces an \( X \) near the minimum of \( F_j \), hence a high probability position for the particle. We also require that for each particle, the function \( X_i^{n+1} = X = X(\xi) \) defined by (6) be one-to-one so that the correct pdf is sampled, in particular, it must have distinct branches for positive values and negative values of each component of \( \xi \). The solution of (6) is discussed in the next section. From now on we omit the index \( i \) in both \( F \) and \( \phi \), but it should not be forgotten that these functions vary from particle to particle and from one time step to the next.

Once the function \( X = X(\xi) \) is determined, each value of \( X^{n+1} = X \) (the subscript \( i \) is omitted) appears with probability \( \exp(-\xi^T \xi/2) J^{-1} (2\pi)^{m/2} \), where \( J \) is the Jacobian of the map \( X = X(\xi) \), while the product \( P(X^{n+1}|X^n) P(b^{n+1}|X^{n+1}) \) evaluated at \( X^{n+1} \) equals \( \exp(-\xi^T \xi/2) \exp(-\phi) \). The sampling weight for the particle is therefore \( \exp(-\phi) J (2\pi)^{m/2} \). If the map \( \xi \rightarrow X \) is smooth near \( \xi = 0 \), so that \( \phi \) and \( J \) do not vary rapidly from particle to particle, and if there is an easy way to compute \( J \) (see the next section), then we have an effective way to sample \( P_{n+1} \) given \( P_n \). It is important to note that though the functions \( F \) and \( \phi \) vary from particle to particle, the probabilities of the various samples are expressed in terms of the fixed reference pdf, so that they can be compared with each other.

The weights can be eliminated by resampling. A standard resampling algorithm goes as follows [9]: let the weight of the \( i \)-th particle be \( W_i \), \( i = 1, \ldots, M \). Define \( A = \sum W_i \); for each of \( M \) random numbers \( \theta_k \), \( k = 1, \ldots, M \), drawn from the uniform distribution on \( [0, 1] \), choose a new \( \hat{X}_{k+1}^{n+1} = X_{j+1}^{n+1} \) such that \( A^{-1} \sum_{j=1}^{i-1} W_j < \theta_k \leq A^{-1} \sum_{j=1}^i W_j \), and then suppress the hat. This justifies the statement following (5) that one can set \( P(X_n) = 1 \).

To see what has been gained, compare our construction with the usual “Bayesian” particle filter, where one samples \( P(X^{n+1}|X^n) P(b^{n+1}|X^{n+1}) \) by first finding a “prior” density \( Q(X^{n+1}) \) (omitting all arguments other than \( X^{n+1} \)), such that the ratio \( W = P(X^{n+1})/Q(X^{n+1}) \) is close to a constant, and then assigning to the \( i \)-th particle the importance weight \( W = W_i \) evaluated at the location of the particle. The pdf defined by the set of positions and weights is the density \( P_{n+1} \) we are looking for. An important special case is the choice \( Q(X^{n+1}) = P(X^{n+1}|X^n) \); the prior is then defined by the equation of motion alone and the posterior is obtained by using the observations to weight the particles. We shall refer to this special case as
“standard importance sampling” or “standard filter”. Of course, once the positions and the weights of the particles have been determined, one should resample as above.

The catch in these earlier constructions is that the prior density $Q$ and the desired posterior can become nearly mutually singular, and the number of particles needed may become catastrophically large, especially when the number of variables $m$ is large [2; 21]. To avoid this catch one has to make a good guess for the pdf $Q$, which may not be easy because $Q$ should approximate the unknown density $P_{n+1}$ one is looking for — this is the basic conundrum of Monte Carlo methods, in which one needs a good estimate to get a good estimate. In contrast, in implicit sampling one does a separate calculation for each sample and there is no need for prior global information. One can of course still identify the pdf defined by the positions of the particles at time $t^{n+1}$ as a “prior” and the pdf defined by both the positions and the weights as a “posterior” density.

Note that one can recover standard importance sampling within our framework by setting $\phi = -\log P(b^{n+1}|X^{n+1})$, but this choice of course violates our rule for choosing $\phi$.

Finally, implicit sampling can be viewed as an implicit Monte Carlo scheme for solving the Zakai equation [25], which describes the evolution of the unnormalized conditional distribution for an SDE conditioned by observations. This should be contrasted with the procedure in the popular ensemble Kalman filter [11], where a Gaussian approximation of the pdf defined by the SDE is extracted from a Monte Carlo solution of the corresponding Fokker–Planck equation, a Gaussian approximation is made for the pdf $P(b^{n+1}|x^{n+1})$ [17], and new particle positions are obtained by a Kalman step. Our replacement of the Fokker–Planck equation that corresponds to the SDE alone by a Zakai equation that describes the evolution of the unnormalized conditional distribution does away with the need for the approximate and expensive extraction of Gaussians and consequent Kalman step.

3. Solution of the algebraic equation that defines a new sample

We now explain how to solve (6), $F(X) - \phi = \xi^T \xi / 2$, under several sets of assumptions which are met in practice. This is a well-defined, deterministic, algebraic equation for each particle. Note the great latitude that it provides in linking the $\xi$ variables to the $X$ variables: it is a single equation that connects $2m$ variables (the $m$ components of $\xi$ and the $m$ components of $X$) and can be satisfied by many maps $\xi \to X$ as long as (i) they are one-to-one, (ii) they map the neighborhood of 0 into a set that contains the minimum of $F$, (iii) they are smooth near $\xi = 0$ so that the weights $\exp(-\phi)J$ not vary unduly from particle to particle in the target area, and (iv) they allow the Jacobian $J$ to be calculated easily. The solution methods
Algorithm A (presented in [4; 5]). Assume the function $F$ is convex upwards and $h$ is not too different from a linear function. For each particle, we set up an iteration, with iterates $X^{n+1,j}$, $j = 0, 1, \ldots$, ($X^{j}$ for brevity), with $X^{0} = 0$, that converge to the next position $X^{n+1}$ of that particle. The index $i$ that identifies the particle is omitted again. We write the equations as if the system were one-dimensional; the multidimensional case was presented in detail in [5]. First we sample the reference variable $\xi$. The iteration is defined when one knows how to find $X^{j+1}$ given $X^{j}$.

Expand the observation function $h$ in (2) around $X^{j}$:

$$h(X^{j+1}) = h(X^{j}) + (Dh)^{j}(X^{j+1} - X^{j}),$$

(7)

where $(Dh)^{j}$ is the derivative of $h$ evaluated at $X^{j}$. The observation function in (2) is now approximated as a linear function of $X^{j+1}$, and the function $F$ is the sum of two Gaussians in $X^{j+1}$. Completing a square yields a single Gaussian with a remainder $\phi$, i.e., $F(X) = (x - \bar{a})^2/(2\bar{v}) + \phi(X^{j})$, where the parameters $\phi$, $\bar{a}$, $\bar{v}$ are functions of $X^{j}$ (this is what we called in [4] a “pseudo-Gaussian”). The next iterate is now $X^{j+1} = \bar{a} + \sqrt{\bar{v}}\xi$. In the multidimensional case, when each component of the function $h$ in (2) depends on more than one variable, finding $X^{j+1}$ as a function of $\xi$ may require the solution of an equation of the form $(X^{j+1})^{T}AX^{j+1} = \xi^{T}\xi/2$, where $A$ is positive definite and symmetric. This is, as expected, a single equation for several variables, so that the solution is not unique. We may choose, as in [5], to connect $\xi$ to $X^{j+1}$ by performing a Choleski decomposition, $A = LL^{T}$, where $L$ is lower triangular, and then solving $\sqrt{2}L^{T}X^{j+1} = \xi$. A different connection was presented in [4]. If the iteration converges, it converges to the exact solution of (6), with $\phi$ the limit of the $\phi(X^{j})$. Its convergence can be accelerated by Aitken’s extrapolation [13]. The Jacobian $J$ can be evaluated either by an implicit differentiation of (6) or numerically, by perturbing $\xi$ in (6) and solving the perturbed equation (which should not require more than a single additional iteration step). It is easy to see that this iteration, when it converges, produces a mapping $\xi \rightarrow X$ that is one to one and onto.

An important special case occurs when the observation function $h$ is linear in $X$ and there are observations at every step (see section 5 for the case of sparse observations). It is immaterial then whether the SDE (1) is linear. In this case the iteration converges in one step; the Jacobian $J$ is easy to find; if in addition the function $g(x, t)$ in (1) is independent of $x$, then $J$ is independent of the particle and need not be evaluated; the additive term $\phi$ can be written explicitly as a function of the previous position $X^{n}$ of the particle and of the observation $h^{n+1}$. We recover an easy implementation of optimal sequential importance sampling [1; 9; 8].
This iteration has been used in [5]. It may fail to converge if the function $F$ is not convex, as happens in particular when the observation function $h$ is highly nonlinear. In the latter case the value of $\phi$ it produces may also be far from the minimum of $F$. If $h$ is strongly nonlinear, the next iteration is preferable.

**Algorithm B.** Assume the function $F$ is $U$-shaped, i.e., in the scalar case, it is at least piecewise differentiable, $F'$ vanishes at a single point which is a minimum, $F$ is strictly decreasing on one side of the minimum and strictly increasing on the other, with $F(X) = \infty$ when $X = \pm \infty$. In the $m$-dimensional case, assume that $F$ has a single minimum and that each intersection of the graph of the function $y = F(X)$ with a vertical plane through the minimum is $U$-shaped in the scalar sense (a function may be $U$-shaped without being convex).

Find $z$, the minimum of $F$ (this is the minimum of a given real valued function, not a minimum of a possibly multimodal pdf generated by the SDE; finding this minimum is not equivalent to the difficult problem of finding a maximum likelihood estimate of the state of the system). The minimum $z$ can be found by standard minimization algorithms.

Again we are solving the equations by finding iterates $X^j$ that converge to $X^{n+1}$. In the scalar case, given a sample of the reference variable $\xi$, find first $X^0$ such that $X^0 - z$ has the sign of $\xi$, and then find the next iterates $X^j$ by standard tools (e.g., by Newton iteration), modified so that the $X^j$ are prevented from leaping over $z$.

In the vector case, if the observation function is diagonal — i.e., each component of the observation is a function of a single component of the solution $X$ — then the scalar algorithm can be used component by component. In more complicated situations one can take advantage of the freedom in connecting $\xi$ to $X$.

Here is an interesting example of the use of this freedom, which we present in the case of a multidimensional problem where the observation function is linear but need not be diagonal. Set $\phi = \min F$. The function $F(X) - \phi$ can now be written as $(X - a)^T A (X - a)/2$, where $a$ is a known vector, $T$ denotes a transpose as before, and $A$ is a positive definite symmetric matrix. Write further $y = X - a$. Equation (6) becomes

$$y^T Ay = |\xi|^2,$$

where $|\xi|$ is the length of the vector $\xi$. Make the ansatz

$$y = \lambda \eta,$$

where $\lambda$ is a scalar, $\eta = \xi/|\xi|$ is a random unit vector and $\xi$ is a sample of the reference density. Substitution into (8) yields

$$\lambda^2 (\eta^T A \eta) = |\xi|^2.$$
It is easy to see that $E[\eta_1 \eta_2] = \delta_{ij}/m$, where $E[\cdot]$ denotes an expected value, the $\eta_i$ are the components of $\eta$, $m$ is the number of variables, and $\delta_{ij}$ is the Kronecker delta, and hence

$$E[\eta^T A \eta] = \text{trace}(A)/m.$$  

Replace (9) by

$$\lambda^2 \Lambda = |\xi|^2. \quad (10)$$  

where $\Lambda = \text{trace}(A)/m$. This equation has the solution $\lambda = |\xi|/\sqrt{\Lambda}$, and substitution into the ansatz leads to $y_i = \xi_i/\sqrt{\Lambda}$, an easily implementable transformation with Jacobian $J = \Lambda^{-m/2}$. The difference between (9) and (10) can be compensated for by adding to $\phi$ the term $\lambda^2[(\eta^T A \eta) - \Lambda]$. Note that as $m \to \infty$, $(\eta^T A \eta) \to \Lambda$ provided $A$ satisfies some minor requirements, so that when the number of variables is sufficiently large, the perturbation one has to compensate for becomes negligible. Detailed implementations and generalizations of this construction will be given elsewhere in the context of specific applications.

One can readily devise algorithms also for cases where $F$ is not $U$-shaped, for example, by dividing $F$ into monotonic pieces and sampling each of these pieces with its predetermined probability. An alternative that is usually easier is to replace the non-$U$-shaped function $F$ by a suitable $U$-shaped function $F_0$ and make up for the bias by adding $F(X) - F_0(X)$ to the $\phi$ in the weights $\exp(-\phi)J$ so that (6) is still satisfied. One also has to make sure that the small $\xi$ region is still mapped on the high probability region for $X$; see the examples below.

More generally, even in convex cases, one can often change $F$ in (6) to make the algebraic problem easy without reducing the quality of the samples; examples will be given in the next two sections.

4. Examples

We now present examples that illustrate the algorithms we have just described. For more examples, see [4; 5]. For the sake of clarity, in this section we continue to rely on an Euler discretization of the SDE, as in (3).

We begin with a response to a comment we have often heard: “This is nice, but the construction will fail the moment you are faced with potentials with multiple wells”. This is not so: the function $F$ depends on the nature of the noise in the SDE and on the function $h = h(x)$ in the observation (2), but not on the potential. Consider, for example, a one dimensional particle moving in the potential $V(x) = 2.5(x^2 - 0.5)^2$ (see Figure 1) with the force $f(x) = -\nabla V = -10x(x^2 - 1)$ and the resulting SDE $dx = f(x)dt + \sigma dw$, where $\sigma = 0.1$ and $w$ is Brownian motion with unit variance; with this choice of parameters the SDE has an invariant density concentrated in the neighborhoods of $x = \pm \sqrt{\frac{1}{10}}$. We consider linear observations $b^n = x(t^n) + W$, where $W$ is a Gaussian variable with mean zero and variance $s = 0.025$. We
approximate the SDE by an Euler scheme \[16\] with time step \( \delta = 0.01 \), and assume observations are available at all the points \( n\delta \). The particles all start at \( x = 0 \). We produce data \( b^n \) by running a single particle and adding to its positions errors drawn from the assumed error density in (2), and then attempt to reconstruct this path with our filter. For the \( i \)-th particle located at time \( n\delta \) at \( X^n_i \) the function \( F(X) \) is

\[
F(X) = \frac{(X - X^n_i)^2}{2\sigma \delta} + \frac{(X - b^{n+1})^2}{2s},
\]

which is always convex. A completion of the square yields

\[
\min F = \phi = \frac{(X^n_i - b^{n+1})^2}{2(\sigma \delta + s)};
\]

the Jacobian \( J \) is independent of the particle and need not be evaluated. In Figure 2 we display a particle run used to generate data and its reconstruction by our filter with 50 particles.

This figure is included for completeness but both of these paths are random, their difference varies from realization to realization, and may be large or small by accident. To get a quantitative estimate of the performance of the filter, we repeated this calculation \( 10^4 \) times and computed the mean and the variance of the difference \( \Delta \) between the run that generated the data and its reconstruction at time \( t = 1 \); see Table 1. This table shows that the filter is unbiased and that the variance of \( \Delta \) is comparable to the variance of the error in the observations \( s = 0.025 \). Even with one single particle (and therefore no resampling) the results are still acceptable.
Figure 2. A random path (black) and its reconstruction by our filter (gray).

We now discuss the relation between the posterior we wish to sample and the prior in several special cases, including nonconvex situations. We want to produce samples of the pdf $P(x) = \exp(-F(x))/Z$, where $Z$ is a normalization constant and

$$F(x) = \frac{x^2}{2\sigma} + \frac{(h(x) - b)^2}{2s}. \quad (11)$$

Here $h(x)$ is a given function of $x$ as in (2), and $\sigma, s, b$ are given parameters. This can be viewed as a first step in time for a filtering problem where all the particles start from the same point so that $\exp(-F(x))/Z = P_1$, or as an analysis of the sampling for one particular particle in a general filtering problem, or as an instance of the more general problem of sampling a given pdf when the important events may be rare. In standard Bayesian sampling one samples the variable with pdf

$$\frac{\exp(-x^2/(2\sigma))}{\sqrt{2\pi}\sigma}$$

<table>
<thead>
<tr>
<th>$M$</th>
<th>mean</th>
<th>variance</th>
<th>$M$</th>
<th>mean</th>
<th>variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>-0.0001</td>
<td>0.021</td>
<td>10</td>
<td>0.0001</td>
<td>0.024</td>
</tr>
<tr>
<td>50</td>
<td>-0.0001</td>
<td>0.022</td>
<td>5</td>
<td>-0.0001</td>
<td>0.027</td>
</tr>
<tr>
<td>20</td>
<td>-0.0001</td>
<td>0.023</td>
<td>1</td>
<td>-0.0001</td>
<td>0.038</td>
</tr>
</tbody>
</table>

Table 1. Mean and variance of the discrepancy between the observed path and the reconstructed path in Example 1 as a function of the number of particles $M$, with $s = 0.025$. 
and then one attaches to the sample at \( x \) the weight \( \exp(-(h(x) - b)^2/(2s)) \); in an implicit sampler one finds a sample \( x \) by solving \( F(x) - \phi = \xi^2/2 \) for a suitable \( \phi \) and \( \xi \) and attaching to the sample the weight \( \exp(-\phi)J \). For given \( \sigma, s \), the problem becomes more challenging as \( |b| \) increases.

In both the standard and the implicit filters one can view the empirical pdf generated by the unweighted samples as a “prior” and the one generated by the weighted samples as the “posterior”. The difficulty with standard filters is that the prior and posterior densities may approach being mutually singular, so it is of interest to estimate the Radon–Nikodým derivative of one of these with respect to the other. If that derivative is a constant, we have achieved perfect importance sampling, as every neighborhood in the sample space is visited with a frequency proportional to its density. We estimate the Radon–Nikodým derivative of the prior with respect to the posterior as follows. In this simple problem one can evaluate the probability of any interval with respect to the posterior we wish to sample by quadratures. We divide the interval \([0, 1]\) into \( K \) pieces of equal lengths \( 1/K \), then find numerically points \( Y_1, Y_2, \ldots, Y_{K-1} \), with \( Y_K = +\infty \), such that the posterior probability of the interval \([-\infty, Y_k]\) is \( k/K \) for \( k = 1, 2, \ldots, K \). We then find \( L = 10^5 \) samples of the prior and plot a histogram of the frequencies with which these samples fall into the posterior equal probability intervals \((Y_{k-1}, Y_k)\). The more this histogram departs from being a constant independent of \( k \), the more samples are needed to calculate the statistics of the posterior.

If \( h(x) \) is linear, the weights in the implicit filter are all equal and the histogram is constant for all values of \( b \). This remains true for all values of \( b \), i.e., however far the observation \( b \) is from what one may expect from the SDE alone. This is not the case with a standard Bayesian filter, where some parts of the sample space that have nonzero probability are visited very rarely.

In Table 2 we list the histogram of frequencies for a linear observation function \( h(x) = x \) and \( b = 2 \) in a standard Bayesian filter, with \( K = 10 \). We used \( 10^4 \) samples; the fluctuations in the implicit case measure only the accuracy with which

<table>
<thead>
<tr>
<th>( k )</th>
<th>standard</th>
<th>implicit</th>
<th>( k )</th>
<th>standard</th>
<th>implicit</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.987</td>
<td>0.099</td>
<td>6</td>
<td>0.003</td>
<td>0.099</td>
</tr>
<tr>
<td>2</td>
<td>0.006</td>
<td>0.108</td>
<td>7</td>
<td>0.001</td>
<td>0.101</td>
</tr>
<tr>
<td>3</td>
<td>0.002</td>
<td>0.097</td>
<td>8</td>
<td>0.001</td>
<td>0.101</td>
</tr>
<tr>
<td>4</td>
<td>0.001</td>
<td>0.099</td>
<td>9</td>
<td>0.000</td>
<td>0.102</td>
</tr>
<tr>
<td>5</td>
<td>0.004</td>
<td>0.101</td>
<td>10</td>
<td>0.000</td>
<td>0.093</td>
</tr>
</tbody>
</table>

**Table 2.** Histogram of the Radon–Nikodým derivative of the prior with respect to the posterior, standard Bayesian filter versus the implicit filter, 10000 particles, \( b = 2, \sigma = s = 0.1, h(x) = x \).
Table 3. Comparison of the estimates of the means, implicit vs. standard filter, 30 particles, together with the exact results, linear case, as explained in the text.

<table>
<thead>
<tr>
<th>b</th>
<th>exact</th>
<th>standard</th>
<th>implicit</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>-0.05</td>
<td>0.02</td>
</tr>
<tr>
<td>0.5</td>
<td>0.25</td>
<td>0.10</td>
<td>0.27</td>
</tr>
<tr>
<td>1</td>
<td>0.5</td>
<td>0.18</td>
<td>0.51</td>
</tr>
<tr>
<td>1.5</td>
<td>0.75</td>
<td>0.23</td>
<td>0.76</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>0.26</td>
<td>1.01</td>
</tr>
</tbody>
</table>

the histogram is computed with this number of samples. As a consequence, estimates obtained with the implicit filter are much more reliable than the ones obtained with the standard Bayesian filter.

In Table 3 we list the estimates of the mean position of the linear problem as a function of $b$, with 30 particles, $\sigma = s = 0.1$, for the standard Bayesian and the implicit filters, compared with the exact result. The standard deviations are not displayed; they are all near 0.01.

The results in this one-dimensional problem mirror the situation with the example of Bickel et al. [2; 21], designed to display the breakdown of the standard Bayesian filter when the number of dimension is large; what happens there is that one particle hogs almost the whole weight, so that the number of particles needed grows catastrophically; in contrast, the implicit filter assigns equal weights to all the particles in any number of dimensions, so that the number of particles needed is independent of dimension; see also [5].

We now turn to nonlinear and nonconvex examples. Let the observation function $h$ be strongly nonlinear: $h(x) = x^3$. With $\sigma = s = 0.1$, the pdf (11) becomes non-$U$-shaped for $|b| \geq 0.77$. In Figure 3 we display the function $F$ for $b = 1$ (the solid curve). To use the algorithms above we need a substitute function $F_0$ that is $U$-shaped; we also display in Figure 3 (the broken line) the function $F_0$ we used; the recipe here is to link a point above the local minimum on the left to the absolute minimum on the right by a straight line. It is important to make $F_0$ and $F$ have the same minimum. Many other constructions are possible (see in particular the next section). As described above, we solve

$$F_0(x) - \phi = \xi^T \xi / 2$$

with $\phi = \min F_0$, and once $x$ has been determined, add the difference $F(x) - F_0(x)$ to $\phi$ in the weight $\exp(-\phi) J$. This construction does not introduce any bias. The function $F_0$ constructed in this way is $U$-shaped but need not be convex, so that one
Figure 3. A nonconvex function $F$ (solid line) and a $U$-shaped substitute (broken line).

needs Algorithm B above. In Table 4 we compare the Radon–Nikodým derivatives of the prior with respect to the posterior for the resulting implicit sampling and for standard Bayesian sampling with $\sigma = s = 0.1$, $b = 1.5$.

The histogram for the implicit filter is no longer perfectly balanced. The asymmetry in the histogram reflects that of $F_0$ and can be eliminated by biasing $\xi$, but there is no reason to do so; there is enough importance sampling without this extra step.

<table>
<thead>
<tr>
<th>$k$</th>
<th>standard</th>
<th>explicit</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.9948</td>
<td>0.0899</td>
</tr>
<tr>
<td>2</td>
<td>0.0028</td>
<td>0.0537</td>
</tr>
<tr>
<td>3</td>
<td>0.0011</td>
<td>0.0502</td>
</tr>
<tr>
<td>4</td>
<td>0.0004</td>
<td>0.0563</td>
</tr>
<tr>
<td>5</td>
<td>0.0003</td>
<td>0.0696</td>
</tr>
<tr>
<td>6</td>
<td>0.0002</td>
<td>0.1860</td>
</tr>
<tr>
<td>7</td>
<td>0.0001</td>
<td>0.1107</td>
</tr>
<tr>
<td>8</td>
<td>0.0001</td>
<td>0.1194</td>
</tr>
<tr>
<td>9</td>
<td>0.0001</td>
<td>0.1196</td>
</tr>
<tr>
<td>10</td>
<td>0</td>
<td>0.1446</td>
</tr>
</tbody>
</table>

Table 4. Radon–Nikodým derivatives of the prior with respect to the posterior, $h(x) = x^3$, $\sigma = s = 0.1$, $b = 1.5$, 10000 samples, $F_0$ as in the text.
Table 5. Comparison of the estimates of the means, implicit vs. standard filter, 1000 particles, together with the exact result, when \( h(x) = x^3 \), as explained in the text.

<table>
<thead>
<tr>
<th>( b )</th>
<th>exact</th>
<th>standard</th>
<th>implicit</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>0.00</td>
<td>±0.01</td>
<td>-0.00 ±0.01</td>
</tr>
<tr>
<td>0.5</td>
<td>0.109</td>
<td>±0.01</td>
<td>0.109 ±0.01</td>
</tr>
<tr>
<td>1.0</td>
<td>0.442</td>
<td>±0.04</td>
<td>0.451 ±0.02</td>
</tr>
<tr>
<td>1.5</td>
<td>0.995</td>
<td>±0.09</td>
<td>0.995 ±0.01</td>
</tr>
<tr>
<td>2.0</td>
<td>1.18</td>
<td>±0.05</td>
<td>1.18 ±0.01</td>
</tr>
<tr>
<td>2.5</td>
<td>1.30</td>
<td>±0.02</td>
<td>1.29 ±0.02</td>
</tr>
</tbody>
</table>

In Table 5 we display the estimates of the means of the density for the two filters with 1000 particles for various values of \( b \), compared with the exact results (the number of particles is relatively large because with \( h(x) = x^3 \) and our parameter choices the variance of the conditional density is significant, and this number of particles is needed for meaningful comparisons of either algorithm with the exact result).

As mentioned in the previous section, there are alternatives to the replacement of \( F \) by \( F_0 \); the point is that for each particle the function \( F \) is an explicitly known nonrandom function, and this fact can be used in multiple ways.

5. Sparse observations and higher-order difference approximations

We now discuss what happens when the observations are sparse, so that there are data only every \( r > 1 \) time steps, and how to sample when the difference approximation is more elaborate than the Euler scheme used so far. Along the way, we suggest additional ways to solve the algebraic equations.

Consider again the discrete SDE (3), with observations available only at times \( r \delta, r > 1 \). To simplify the presentation, let \( g(x, t) = 1 \) and assume the equation is scalar. Write the scheme in the form \( x^{n+1} = q(x^n) + \delta V \), where \( V \) is a Gaussian with mean zero and variance one. We have data at the points \( r \delta, r > 1 \), where \( b^{n+r} = h(x^{n+r}) + \sqrt{s}W \) and \( W \) is a Gaussian of mean zero and variance one and \( s \) is a constant. The probability of the particle path \( (X^{n+1}, X^{n+1}, \ldots, X^{n+r}) \) (from now on we will suppress the index \( i \)) is

\[
P(X^{n+1}, \ldots, X^{n+r}) = \exp(-F(X^{n+1}, \ldots, X^{n+r}))/Z,
\]

where \( Z \) is a normalization constant and

\[
F(X^{n+1}, \ldots, X^{n+r}) = \frac{(h(X^{n+r}) - b^{n+r})^2}{2s} + \frac{1}{2\delta} \sum_{i=1}^{r} (X^{n+i} - q(X^{n+i-1}))^2.
\]
The task at hand is to solve
\[
F(X^{n+1}, \ldots, X^{n+r}) - \min F(X^{n+1}, \ldots, X^{n+r}) = \xi^T \xi / 2,
\] (13)
where \( \xi \) is a sample of a \( r \)-dimensional Gaussian reference variable. This can be done by the methods presented above, but we use this opportunity to present some variants.

First, we find the minimum of \( F \). If \( F \) is convex, this can be easily done by Newton’s method (note that the matrices one gets are sparse). If \( F \) is not convex, one can try the following device: add to \( F \) the quantity \( \alpha G \), where \( \alpha > 0 \) is a parameter and \( G = (X^{n+r} - b^{n+r})^2 + \sum_{j=i+1}^{j=i+r} (X^j - X^{j-1})^2 \).

Then minimize \( F + \alpha G \) for a suitable sequence \( \alpha_n \to 0 \). (This device was inspired by the rubber band construction of computational chemistry [12]. More generally, it is useful to note the resemblance of the problem to the study of rare transitions in computational chemistry [18; 10]). A minimization by a Newton’s method also yields the Hessian \( H \) of \( F \) at the minimizer \( z \) of \( F \).

Define \( F_0 = \phi + (1/2)(X - z)^T H(X - z) \), where \( \phi = \min F = F(z) \) and \( X \) is the vector \( (X^{n+1}, \ldots, X^{n+r}) \). Solve the equation \( F_0(X) - \phi = \xi^T \xi / 2 \) and obtain \( X \). This is a linear problem and Choleski construction works fine and also yields the Jacobian \( J \). Use as weight for the resulting sample \( X \) the quantity \( \exp(-\phi_0)J \), with \( \phi_0 = \phi + F(X) - F_0(x) \) so that (13) is still satisfied and there is no bias. This is still a high-probability sample, because the neighborhood of \( \xi = 0 \) is still mapped on the neighborhood of the minimum of \( F \).

As an example, consider the SDE \( dx = \cos(5x)dt + \sigma dW \), with \( \sigma = 0.1 \), discretized by Euler’s method with time step 0.01; the observations \( b^n = x^n + \eta \) are available every 20 steps (a time interval of 0.2) and \( \eta \) is a Gaussian variable of mean zero and variance \( 10^{-3} \). The data are generated by running the equation once and observing its path. We used 4 particles. In Figure 4 we display the run that generated the data path and the reconstruction; the data are used in the reconstruction only when \( t = 0.2 \) and \( t = 0.4 \). Observe that between data the discrepancy can be quite significant, as is indeed unavoidable.

This last example should make it plain what one should do when one uses a higher-order discretization of the SDE. For example, suppose one is integrating the SDE \( dx = f(x)dt + dW \) using the second-order Klauder–Petersen scheme [15]:

\[
x^{n+1,*} = x^n + \delta f(x^n) + \eta_1,
\]
\[
x^{n+1} = x^n + (\delta/2) \left( f(x^n) + f(x^{n+1,*}) \right) + \eta_2,
\] (14) (15)
where $\eta_1, \eta_2$ are Gaussians with mean zero and variance $\delta$. Observations $b^n = h(x^n) + \eta_3$, where $\eta_3$ has mean zero and variance $s$, are assumed available at every step. The probability of the pair $(x^{n+1,*}, x^{n+1})$ is $\exp(-F)$, with

$$F = \frac{(x^{n+1,*} - x^n - \delta f(x^n))^2}{2\delta} + \frac{(x^{n+1} - x^n - \frac{\delta}{2}(f(x^{n}) + f(x^{n+1,*})))^2}{2\delta} + \frac{(h(x^{n+1}) - b)^2}{2s}.$$ 

All one has to do then is solve $F - \min F = \xi^T\xi/2$ for a sample $\xi$ of a two-dimensional Gaussian reference variable, along the lines suggested above.

6. Parameter identification

One important application of particle filters is to parameter identification, where the SDE contains an unknown parameter and the data are used to find this parameter’s value. One of the standard ways of doing this [9; 14] is system augmentation: one adds to the SDE the equation $d\sigma = 0$ for the unknown parameter $\sigma$, one offers $\sigma$ a gamut of possible values, and one relies on the resampling process that eliminates the values that do not fit the data. With the implicit filter this procedure fails, because the particles are not eliminated fast enough. One alternative is finding the unknown parameter $\sigma$ by stochastic approximation. Specifically, find a statistic $T$ of the output of the filter which is a function of $\sigma$, such that the expected value $E[T]$ vanishes when $\sigma$ has the right value $\sigma^*$, and then solve the equation $E[T] = E[T(\sigma)] = 0$.
by the Robbins–Monro iteration \[20\):

\[
\sigma_{n+1} = \sigma_n - \alpha_n T(\sigma_n),
\] (16)

which converges when the coefficients \(\alpha_n\) are such that \(\sum \alpha_n \rightarrow \infty\) while \(\sum \alpha_n^2\) remains bounded (for example, \(\alpha_n = 1/n^q\) with \(0.5 < q \leq 1\)). Related ideas can be found, for example, in \[6\].

As a concrete example, consider the SDE \(dx = dW\), where \(W\) is Brownian motion with variance \(\sigma\), discretized with time steps \(\delta\), with observations \(b_n = x_n + \eta\), where \(\eta\) is a Gaussian with mean zero and variance \(s\). Data are generated by running the SDE once with the true value \(\sigma^*\) of \(\sigma\), adding the appropriate noise, and registering the result at time \(n\delta\) as \(b_n\) for \(n = 1, 2, \ldots, N\). For the functional \(T\) we chose

\[
T(\sigma) = C \frac{\sum (\Delta_i \Delta_{i-1})}{\sqrt{(\sum \Delta_i^2)(\sum \Delta_{i-1}^2)}},
\] (17)

where the summations are over \(i\) between 2 and \(N\), \(\Delta_i\) is the estimate of the increment of \(x\) in the \(i\)-th step and \(C\) is a scaling constant. Clearly if the \(\sigma\) used in the filtering equals \(\sigma^*\) then by construction the successive values of \(\Delta_i\) are independent and \(E[T] = 0\). We picked the parameters \(N = 100\), \(\sigma = 10^{-2}\), \(s = 10^{-4}\), \(\delta = 0.01\) (so that the increment of \(W\) in one step has variance \(10^{-4}\)).

Our algorithm is as follows: We make a guess \(\sigma_1\), run the filter for \(N\) steps, evaluate \(T\), and make a new guess for \(\sigma\) using (16) and \(\alpha_1 = 1\), rerun the filter, etc., with the \(\alpha_n\), the coefficient in (16) at the \(n\)-th step, equal to \(1/n\). The scaling factor in (17) was found by trial and error: if it is too large the iteration becomes unstable, if it is too small the convergence is slow; we settled on \(C = 4\).

This algorithm requires that the filter be run without resampling, because resampling introduces correlations between successive values of the \(\Delta_i\) and bias the values of \(T\). In a long run, in particular in a strongly nonlinear setting, one may need resampling for the filter to stay on track, and this can be done by segmentation: divide the run of the filter into segments of some moderate length \(L\), perform the summations in the definition of \(T\) over that segment, then go back and run that segment with resampling, then proceed to the next segment, etc.

The first question is, how well is it possible in principle to reconstruct an unknown value of \(\sigma\) from \(N\) observations; this issue was already discussed in [4]. Given 100 samples of a Gaussian variable of mean 0 and variance \(\sigma\), the variance reconstructed from the observations is a random variable of mean \(\sigma\) and variance \(0.16 \cdot \sigma\); 100 observations do not contain enough information to reconstruct \(\sigma\) perfectly. A good way to estimate the best result that can be achieved is to run the algorithm with the guess \(\sigma_1\) equal to the exact value \(\sigma^*\) with which the data were generated. When
Iteration 0 1 2 3 4 5 6 7 8 9
new estimate $\sigma/\sigma^*$ 10 0.819 0.943 1.02 1.05 1.08 1.10 1.13 1.15 1.16

Table 6. Convergence of the parameter identification algorithm.

this was done, the estimate of $\sigma$ was $1.27\sigma^*$. This result indicates the order of magnitude of the accuracy that can be achieved.

In Table 6 we display the result of our algorithm, run with 50 particles and starting value $\sigma_1 = 10\sigma^*$. Each iteration requires running the filter once.

7. Conclusions

We have presented the implicit filter for data assimilation, together with several algorithms for the solution of its algebraic equations, including cases with nonconvex functions $F$, as well as an algorithm for parameter identification. The key idea in implicit sampling is to solve an algebraic equation of the form

$$F(X) - \phi = \xi^T \xi / 2$$

for every particle, where the function $F$ is explicitly known, $X$ is the new position of the particle, $\phi$ is an additive factor, and $\xi$ is a sample of a fixed reference pdf; $F$ varies from particle to particle and step to step. This construction makes it possible to guide the particles to the high-probability area one by one under a wide variety of circumstances. It is important to note that the equation that links $\xi$ to $X$ is underdetermined and its solution can be adapted for each particular problem. The effectiveness of implicit sampling depends on one’s ability to design maps $\xi \rightarrow X$ that satisfy the criteria above and are computationally efficient. The design of such maps is problem dependent and we will present examples in the context of specific applications.
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We design suitable parallel in time algorithms coupled with reduction methods for the stiff differential systems integration arising in chemical kinetics. We consider linear as well as nonlinear systems. The numerical efficiency of our approach is illustrated by a realistic ozone production model.

1. Introduction

Parareal algorithms were first introduced in [18] to solve evolution problems in real time. The principle is the following. One first approximates the solution on a coarse time grid, and then locally solves the equations on fine time subgrids on parallel computers. One can prove that the associated iterative procedure ensures an accuracy which is of same order as a sequential algorithm on a global fine time grid. Mathematical properties of these algorithms have been recently investigated; see [2; 25; 16; 15; 13; 14; 12], for example. They have been applied in various fields, such as financial mathematics [3], fluid mechanics and fluid-structure interaction [9; 11; 10], oceanography [19], chemistry [21] and quantum chemistry [22].

The present work is dedicated to standard chemistry. We study monomolecular chemistry, as in [21], for which we carry out a new modified parareal algorithm preserving stoichiometric invariants. We also investigate the nonlinear chemistry case.

When the reaction scheme is monomolecular, the kinetic equations describing species evolutions are linear but may be stiff. In this context, we consider the thyroid reaction scheme given in [23]. An efficient reduction algorithm is described in [5], and applied to this biochemical model. It is an inductive procedure, based on linear algebraic techniques. The reduction process, applied to the initial kinetic system, eliminates the fastest dynamics, and no change of coordinates is required. This process is systematic and does not rely on conventional chemical assumptions (see [27] for a large survey of these techniques). Applied to chemical kinetic systems with kinetic constants in different scales, the algorithm eliminates reactants
arising in some of the fastest reactions. The reduced system then provides an accurate approximation for the slow dynamics.

The ozone model we study here is a typical nonlinear, realistic model for ozone production in the troposphere. The issue of ozone pollution is one of the most important environmental problems we have faced for the last three decades (see [24] and the references therein). The massive presence in the troposphere, mainly above urban areas, of nitrogen dioxide $\text{NO}_2$, coupled with one of various hydrocarbons, induces a preferential chain of reactions which produces ozone $\text{O}_3$. This chain is really favored by a large amount of ultraviolet rays, basically during sunny summers. The ozone concentration then reaches a level that may be dangerous for both human health and ecosystems.

The ozone model of [1; 4] describes the evolution of the main species concentrations at stake. Numerical simulations of reactive flows can often be really difficult to tackle, mainly because of the intricate chemical mechanisms that must be taken into account. That is the case, for instance, with the air quality issue: we do not focus on a simple description of the chemical kinetics of reactions of nitrogen oxides and ozone. We need to take into account more reactions including pollutants themselves to model more faithfully the pollution in the atmosphere.

We aim to compute numerically the evolution of the chemical species in the atmosphere, including the pollutants, within a reasonable computational time. Some of the phenomena are really stiff and have to be discretized with a very small time step. To get around this major numerical difficulty, we use a suitable parareal algorithm where the associated coarse propagator is applied to the reduced system in order to minimize its cost. We also need an accurate description of both the physics (convection, diffusion, source or well of pollution) and the chemistry (reactions). Nevertheless, it is quite clear that our PDE system is large, and most of the nonlinearity comes from the chemical part. We here assume that the chemistry also governs the coupling between our equations. Therefore, the chemical kinetics naturally stand as the key point of our study of the ozone model in the troposphere.

We first focus on the kinetics of the reactions producing ozone, and drop the dependence on the space variable. Those reactions lead to an ODE system, where several problems have to be taken care of.

- There is a large variety of characteristic time scales for the species involved.
- Dozens or even hundreds of chemical reactions and species may be concerned.
- Most of the ODEs are nonlinear.

Once again, our approach consists in first using a reduced model: when possible, we approximate the full differential system by an algebraic-differential system where transitional fast states are neglected. This allows us to simultaneously lower the size of the system and to avoid or at least weaken its stiffness. In the nonlinear
case, which is the most common situation, reduction algorithms are not so easy to design. However, the quasisteady state (QSS) method seems to be an efficient compromise: some species are put at chemical equilibrium, with high rates of both production and consumption (the species is destroyed as soon as it is produced).

This work is organized as follows. In Section 2, we recall a convenient parareal algorithm for our models, which considers stoichiometric invariants. Section 3 is dedicated to the study of monomolecular chemistry, and Section 4 to the ozone model. In each case, we describe the chemical models, briefly discuss a reduction method fitted to the situations, and show numerical results that indicate the efficiency of the parareal algorithm.

2. Parareal algorithm

Let \( m \geq 1 \) and consider the following ordinary differential equation, where \( y : \mathbb{R}_+ \to \mathbb{R}^m \) is the unknown:

\[
y'(t) = f(t, y(t)),
\]

with initial Cauchy condition \( y(0) = y_0 \in \mathbb{R}^m \) and where \( f : \mathbb{R}_+ \times \mathbb{R}^m \to \mathbb{R}^m \) is given. Section 3 corresponds to the linear version of (1), that is, with

\[
f(t, y(t)) = J y(t),
\]

where \( J \) is a time-independent matrix.

We are interested in computing the solution \( u \) of (1) on an interval \( [0, T] \), with \( T > 0 \). For any \( N \geq 1 \), we consider intermediate times \( 0 = T_0 < T_1 < \cdots < T_N = T \) and, for the sake of simplicity, a constant coarse time step \( \Delta T = T_{n+1} - T_n \), where \( n \) denotes the coarse time index. Note that \( \Delta T \) may not be constant, and that the associated algorithm would only be an adjustment of the one presented below.

Let \( k \) denote the parareal iteration index. The parareal scheme consists in designing a sequence \( (y^k_n)_{k \in \mathbb{N}} \) at each coarse time step \( [T_n, T_{n+1}] \) such that, for each \( n \),

\[
\lim_{k \to +\infty} y^k_n = \bar{y}_n,
\]

where \( \bar{y}_n \) is an approximation of \( y(T_n) \), and the convergence, which of course depends on the accuracy of the coarse propagator, should be fast. Indeed, in many applications, \( k \leq 5 \) is enough to get a satisfying approximation.

The parareal algorithm uses two different schemes: a fine one \( \mathcal{F}_{\delta t} \), based on a fine time step \( \delta t > 0 \), and a coarse one \( \mathcal{C}_{\Delta T} \), based on coarse time step \( \Delta T = s \delta t \), \( s \in \mathbb{N}^* \). In most situations, we consider \( s \gg 1 \).

The coarse solver is applied for the evolution on \( [0, T] \). The quantity

\[
v_{n+1} = \mathcal{C}_{\Delta T}(T_{n+1}; T_n, v_n)
\]
is an approximation, at time $T_{n+1}$, of the solution of (1) on $[T_n, T_{n+1}]$, with initial value $v_n$ at time $T_n$. Note that $v_{n+1}$ is the only value computed by the coarse solver on $[T_n, T_{n+1}]$. For simplicity and stability reasons, we use the implicit Euler scheme. In the linear case, we write $v_{n+1} = C v_n$, where $C = (I - \Delta T J)^{-1}$.

The fine solver is applied for the evolution on each subinterval $[T_n, T_{n+1}]$. The quantity

$$w_{n+1} = \mathcal{F}_{\delta t}(T_{n+1}; T_n, w_n)$$

is an approximation, at time $T_{n+1}$, of the solution of (1) on $[T_n, T_{n+1}]$, with initial value $w_n$ at time $T_n$. In the linear case, $w_{n+1}$ can be written under the form $w_{n+1} = F^s w_n$, where $F$ is a time-independent matrix. For instance, in the case of an explicit Euler scheme, we have $F = I + \delta t J$. We may also use the Runge–Kutta RK4 and the implicit Euler schemes.

The full parareal sequence $(y^k)_{n,k}$ is inductively defined, for any $k, n$, by

$$y_0 = y_0,$$  \hfill (2)  

$$y^0_{n+1} = C_{\Delta T}(T_{n+1}; T_n, y^0_n),$$  \hfill (3)  

$$y^k_{n+1} = C_{\Delta T}(T_{n+1}; T_n, y^k_n) + \mathcal{F}_{\delta t}(T_{n+1}; T_n, y^k_n) - C_{\Delta T}(T_{n+1}; T_n, y^k_n).$$  \hfill (4)  

Passing to the limit in (4) as $k$ goes to $+\infty$, we get

$$\bar{y}_{n+1} = \mathcal{F}_{\delta t}(T_{n+1}; T_n, \bar{y}_n).$$

This relation means that $\bar{y}_{n+1}$ is obtained from $\bar{y}_n$ by use of the fine scheme $\mathcal{F}_{\delta t}$ on the interval $[T_n, T_{n+1}]$. That ensures that $y^k_n$ may be a good approximation of the fine solution when $k$ is not too small.

In order to reduce the CPU cost, we shall apply the coarse propagator $C_{\Delta T}$ to a reduced system of ODEs, that is

$$\tilde{y}'(t) = \tilde{f}(t, \tilde{y}(t))$$  \hfill (5)  

where $\tilde{m} < m$ and $\tilde{f} : \mathbb{R}_+ \times \mathbb{R}^{\tilde{m}} \to \mathbb{R}^{\tilde{m}}$ can be computed from $f$. It is assumed that (5) is easier to solve than (1) and that $\tilde{f}$ describes a simpler but still faithful physics.

**Remark 1.** In a chemical kinetics context, when we apply algorithms (2)–(4) to integrate the differential system, we should pay special attention to preserving certain properties of the system, such as stoichiometric invariants and stationary points. We shall see below how to establish from (2)–(4) an ad hoc numerical scheme considering these invariants.
3. Linear chemistry

3.1. Framework. Consider $N$ gaseous species $(\mathcal{A}_i)_{1 \leq i \leq N}$ and denote by $(y_i)_{1 \leq i \leq N}$ the corresponding concentrations. In the gaseous mixture, there can also be some species $(\mathcal{N}_l)_{1 \leq l \leq L}$, like $\text{O}_2$ or $\text{N}_2$ in air, whose concentration variations are neglected. Consequently, we only take into account the variations of $(y_i)$ of the limiting species $(\mathcal{A}_i)$. We assume that $R$ chemical reactions take place simultaneously in the mixture, and that these $R$ reactions are monomolecular in the species $(\mathcal{A}_i)$; that is, each reaction $r$ can be written as

$$\mathcal{A}_i + \mathcal{N}_l \xrightarrow{k_r} \mathcal{A}_j + \mathcal{N}_l,$$

with reaction rate $v_r = k_r y_i$, where $k_r$ is a given positive kinetic constant. For the sake of simplicity, we assume that a pair $(\mathcal{A}_i, \mathcal{A}_j)$ appears in at most one reaction as reactant-product.

The time evolution of the concentration $y_i$, $1 \leq i \leq N$, is governed by the law of mass action

$$\frac{dy_i}{dt} = - \sum_{r, \ i_r = i} k_r y_{i_r} + \sum_{r, \ j_r = i} k_r y_{j_r} = - \sum_{r, \ i_r = i} v_r + \sum_{r, \ j_r = i} v_r.$$

The first sum deals with the reactions where $\mathcal{A}_i$ is a reactant, and the second one deals with the ones where $\mathcal{A}_i$ is a product. In other words, $y = (y_i)_{1 \leq i \leq N}$ satisfies the stoichiometric system

$$\frac{dy}{dt} = Sv,$$

where $v = (v_r)_{1 \leq r \leq R}$ is the vector of the reaction rates and $S \in \mathbb{R}^{N \times R}$ is the stoichiometric matrix, defined by $S_{i_r, i} = -1$ for $i = i_r$, $S_{i_r, j_r} = 1$ for $i = j_r$, and $S_{i_r, r} = 0$ otherwise. Since the chemical reactions are assumed to be monomolecular, $v$ linearly depends on $y$. Hence, $y$ solves the following differential system, for a given initial datum,

$$\frac{dy}{dt} = J y, \quad t \geq 0,$$

where $J \in \mathbb{R}^{N \times N}$ is defined by $J_{jj} = - \sum_{r, \ i_r = j} k_r$, $J_{ij} = k_r$ if $i \neq j$ and there exists $r$ such that $(i_r, j_r) = (j, i)$, and $J_{ij} = 0$ otherwise. By assumption on our system, if $i \neq j$ and if there exists a reaction $r$ such that $(i_r, j_r) = (j, i)$, then $r$ is unique. Note that $J$ is a kinetic matrix, that is, it satisfies, for any $j$, $J_{jj} \leq 0$, $J_{ij} \geq 0$ for all $i \neq j$, and $\sum_i J_{ij} = 0$.

The kinetic matrix $J$ is semistable, that is, all its nonzero eigenvalues have negative real parts. Besides, 0 is an eigenvalue of $J$ and its multiplicity indicates the number of stoichiometric invariants. That implies that any solution of (6) has a finite limit when $t$ goes to $+\infty$. The reader may find more details in [7; 8; 26].
3.2. A reduction method. In [5], the authors introduced an algorithm to obtain, from (6), a reduced and nonstiff system which only involves a subset of the initial species, coupled with algebraic equations for the remaining species concentrations. This algebraic-differential system accurately approximates the full stiff system, after the exit time from the boundary layer. Let us briefly recall this reduction method and the associated error estimate.

At each reduction step $1 \leq k \leq N - 1$, an index $i_k \in \{1, \ldots, N\}$, a semistable matrix $J^k$, and real coefficients $(\beta_{i_k,j})_{j \in \mathcal{H}_k}$ are inductively built with

$$\mathcal{H}_k = \{1, \ldots, N\} \setminus \{i_1, \ldots, i_k\}.$$

Let us then fix a step $1 \leq p \leq N - 1$ at which we decide to stop the reduction process. For any $y = (y_i)_{1 \leq i \leq N}$, we denote $\tilde{y} = (y_i)_{i \in \mathcal{H}_p}$. The reduced system associated to (6) up to step $p$ is the following algebraic-differential system of unknown $z^p$:

$$\frac{dz^p}{dt} = J^p \tilde{z}^p, \quad t \geq T^*,$$

$$z^p_{i_k}(t) = \sum_{j \in \mathcal{H}_k} \beta_{i_k,j} z^p_j(t), \quad 1 \leq k \leq p, \quad t \geq T^*. \quad (8)$$

If $p$ is suitably chosen, the reduced matrix $J^p$ only contains the $N - p$ eigenvalues of $J$ which have the lowest real parts. Note that, when the eigenvalues of $J^p$ are small with respect to the $p$ first eigenvalues of $J$, the differential system (7) is not stiff anymore (this idea was also used in [17; 20]). Here, the algebraic equations (8) approximate the fast species $(z_i)_{i \notin \mathcal{H}_p}$, and $T^*$ is an exit time from the corresponding boundary layer. Real coefficients $\beta_{i_k,j}$ are expressed in terms of left eigenvectors of matrices $J^k$, $k = 0, \ldots, p$.

It is shown in [5] that the nonstiff problem (7)–(8) actually yields a relevant approximation of the solutions of (6) for $t \geq T^*$. More precisely, assume that the initial data for (7) is chosen such that

$$|z^p_j(T^*) - y_j(T^*)| \leq ch, \quad \text{for all } j \in \mathcal{H}_p,$$

where $h$ can be viewed as the numerical error of the underlying scheme at time $T^*$ and $c$ is a nonnegative constant which does not depend on $h$. Then there exists $\alpha \geq 1$ and $C \geq 0$, depending on $y(0)$, such that, for any $t \geq T^*$, with $T^* \geq \alpha \varepsilon \ln(1/\varepsilon)$,

$$|z^p_j(t) - y_j(t)| \leq C(h + \varepsilon), \quad 1 \leq j \leq N.$$

In other words, provided that the errors due to the prescribing of the values of the slow species at the exit time $T^*$ from the boundary layer are small, the errors with respect to the exact solution remain small at any further time $t \geq T^*$. 
3.3. **Numerical tests.** We apply the previous algorithm to the dynamics of the thyroid hormones [23]. It was investigated in [5] for the reduction method, and in [21] for both reduction method and parareal algorithm, including a source term. The chemical network (see Figure 1) involves 8 species and 14 reactions.

The kinetic matrix of the set of reactions reads

\[
J = \begin{pmatrix}
-5.1 & 0.01 & 0 & 0 & 0.06 & 0 & 0 & 0 \\
0 & -2.516 & 0 & 0 & 0 & 0.0008 & 0 & 0 \\
0 & 0 & -1.3 & 0.001 & 0.0003 & 0 & 0 & 0 \\
0 & 0 & 0 & -1.091 & 0 & 0.00008 & 0 & 0 \\
5 & 0 & 1 & 0 & -0.0603 & 0 & 0 & 0 \\
0 & 2.5 & 0 & 1 & 0 & -0.00088 & 0 & 0 \\
0.1 & 0.006 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0.3 & 0.09 & 0 & 0 & 0 & 0
\end{pmatrix}
\]

In the following subsections, we compare the computational behavior of reduced and/or parareal algorithms with respect to the fine algorithm. Let us note that for all computations, the speed-up is defined as the ratio

\[
\frac{\text{CPU (fine scheme)}}{\text{CPU (current scheme)}},
\]

where the CPU of the currently studied scheme takes into account the initialization step and neglects the communications between processors since we only simulate parareal implementation, and not perform actual parareal computations.

3.3.1. **Parareal algorithm vs. fine algorithm.** The computations are first performed up to final time \( T = 3 \) with the following parameters for the parareal algorithm. The coarse grid has \( N = 50 \) cells which constitute a regular subdivision of \([0, 3]\), so that the coarse time step is \( \Delta T = 0.06 \). Then each coarse cell is divided into a regular fine subdivision of \( s = 500 \) cells, so that the fine time step is \( \delta t = 0.00012 \). The numerical tolerance is set to 0.01. We use Runge–Kutta RK4 for the fine

![Figure 1. The thyroid reaction scheme.](image-url)
scheme and the implicit Euler for the coarse scheme. The speed-up we obtain is approximately 12.

Figure 2 shows the error at the initialization step (top) and the error between the fine and parareal solutions (bottom). We observe that the maximal error is divided by 1000 after three iterations of the parareal algorithm.

Moreover, we check numerically (Figure 3) that the two stoichiometric invariants of this problem still hold. The plots of both invariants are exactly superimposed, since both fine and coarse solvers in the parareal algorithm conserve the stoichiometric invariants.

**Figure 2.** Thyroid: numerical error between the fine solution and (top) the coarse initialized solution, and (bottom) the parareal solution after 3 parareal iterations.

**Figure 3.** Thyroid: stoichiometric invariants.
3.3.2. Reduction algorithm vs. fine algorithm. We now use the reduction method described in Section 3.2. Matrix $J$ has four dominant eigenvalues of the same magnitude, lying between $-6$ and $-1$. The remaining eigenvalues are either 0, with multiplicity 2, or very small with respect to 1. We compare the results obtained with the fine solver and by applying the reduction method. For the reduction, we compute the solution of the full system up to the characteristic time $T^* = 5$, then the solution of the reduced system up to final time $T = 30$, including the algebraic equations.

One can check on Figure 4 that the stoichiometric invariants are not conserved. However, the jumps in the stoichiometric invariants are small. We also note that computations with the reduction method are 2.5 times faster compared to those obtained by the fine solver.

3.3.3. Parareal algorithm with reduction method. We use the values $T^* = 10$ and $T = 30$ as in 3.3.2. For the parareal algorithm, the coarse solver is, on $[0, T^*)$ (respectively on $[T^*, T]$), the implicit Euler scheme for the full problem with a coarse time step $\Delta T_1 = 2$ (respectively for the reduced problem with a coarse time step $\Delta T_2 = 4$). The fine solver is still RK4, with a fine time step $\delta t_1 = 0.02$ on $[0, T^*)$, and $\delta t_2 = 0.04$ on $[T^*, T]$. The tolerance is set at 0.01. The method converges in three iterations and we obtain a speed-up of 4.3 for 10 processors, that is, an efficiency of 0.43.

On Figure 5, we can check that the error between the parareal algorithm and the reduction method decreases with the number of parareal iterations. Eventually, we note on Figure 6 that the stoichiometric invariants are not conserved. Hence, a basic parareal algorithm connected with the reduction method does not conserve the stoichiometric invariants.

3.3.4. A modified parareal algorithm preserving stoichiometric invariants. Recall that a stoichiometric invariant $\gamma$ is a linear combination of concentrations ($y_i$) such that its time derivative is nil.
In other words, there exists a nonzero vector \( w \in \ker(S^T) \) such that \( \gamma = \langle w, y \rangle \) and
\[
\frac{\mathrm{d}y}{\mathrm{d}t} = \langle w, Sy(t) \rangle = \langle S^T w, y(t) \rangle = 0.
\]
This shows that \( y(t) \) belongs to the affine space \( y(0) + \text{Range}(S) \).

In order to conserve the stoichiometric invariants, we consider the modified parareal algorithm
\[
y_{n+1}^{k+1} = F_{\delta t}(y_{n}^{k}) + \Pi(C_{\Delta T}(y_{n}^{k+1}) - C_{\Delta T}(y_{n}^{k}))
\]  
(9)

\[\begin{align*}
&\text{Figure 5. Thyroid: errors during the parareal iterations.} \\
&\text{Figure 6. Thyroid: fine (solid) and parareal (+) stoichiometric invariants.}
\end{align*}\]
where $\Pi$ is the orthogonal projection on the range of $J$. Nonorthogonal projections can be used too.

Of course, one can then check on Figure 7 that the stoichiometric invariants are now conserved. Moreover, the algorithm is still a good approximation of the fine solution with the same number of iterations and the same speed-up.

4. Example of nonlinear chemistry: an ozone model

4.1. Description of the model.

4.1.1. Ozone model. The ozone model we investigate here is described in detail in [1]. It involves 16 species and 12 reactions, that makes it a rather simple model, though realistic. The kinetic constant of reaction $r$ is denoted $k_r$, $1 \leq r \leq 12$. The chemical reactions are

\[
\begin{align*}
\text{OD} + \text{air} + \text{O}_2 & \xrightarrow{k_1} \text{O}_3 + \text{air} + \text{O}_2, \\
\text{O}_3 + \text{NO} & \xrightarrow{k_2} \text{NO}_2, \\
\text{NO} + \text{HO}_2 & \xrightarrow{k_3} \text{NO}_2 + \text{OH}, \\
\text{OH} + \text{NO}_2 & \xrightarrow{k_4} \text{NHO}_3, \\
\text{NO}_2 & \xrightarrow{k_5} \text{NO} + \text{OD}, \\
\text{RH} + \text{OH} & \xrightarrow{k_6} \text{RO}_2, \\
\text{RCHO} + \text{OH} & \xrightarrow{k_7} \text{RCO}_3, \\
\text{RCHO} & \xrightarrow{k_8} \text{RO}_2 + \text{CO} + \text{HO}_2, \\
\text{NO} + \text{RO}_2 & \xrightarrow{k_9} \text{NO}_2 + \text{RCHO} + \text{HO}_2, \\
\text{NO} + \text{RCO}_3 & \xrightarrow{k_{10}} \text{NO}_2 + \text{RO}_2 + \text{CO}_2, \\
\text{RCO}_3 + \text{NO}_2 & \xrightarrow{k_{11}} \text{RCO}_3\text{NO}_2, \\
\text{RCO}_3\text{NO}_2 & \xrightarrow{k_{12}} \text{RCO}_3 + \text{NO}_2.
\end{align*}
\]

The previous scheme is already somehow reduced, since the concentrations of air, $\text{O}_2$ and $\text{H}_2\text{O}$ (which does not appear in this system, but is necessary) are considered as very high constants. Therefore, some reactions do not seem to be balanced. That only means that we may not take into account those three species in
the previous reactions. Note also that CO\textsubscript{2}, NHO\textsubscript{3} and CO are not reactants. The values of the kinetic constants are the following:

\[
\begin{align*}
  k_1 &= 10^{-33}, & k_5 &= 8.9 \times 10^{-3}, & k_9 &= 7.6 \times 10^{-12}, \\
  k_2 &= 2 \times 10^{-14}, & k_6 &= 2.6 \times 10^{-12}, & k_{10} &= 7.6 \times 10^{-12}, \\
  k_3 &= 8.2 \times 10^{-12}, & k_7 &= 1.6 \times 10^{-11}, & k_{11} &= 4.7 \times 10^{-12}, \\
  k_4 &= 1.1 \times 10^{-11}, & k_8 &= 3.2 \times 10^{-6}, & k_{12} &= 4 \times 10^{-4}.
\end{align*}
\]

Each species is denoted by an integer index, as follows:

<table>
<thead>
<tr>
<th>index</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>species</td>
<td>air</td>
<td>O\textsubscript{2}</td>
<td>CO\textsubscript{2}</td>
<td>NHO\textsubscript{3}</td>
<td>RH</td>
<td>CO</td>
<td>NO</td>
<td>NO\textsubscript{2}</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>index</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
</tr>
</thead>
<tbody>
<tr>
<td>species</td>
<td>RCO\textsubscript{3}NO\textsubscript{2}</td>
<td>RCHO</td>
<td>O\textsubscript{3}</td>
<td>OH</td>
<td>HO\textsubscript{2}</td>
<td>RCO\textsubscript{3}</td>
<td>RO</td>
<td>OD</td>
</tr>
</tbody>
</table>

The vector \( y = (y_i)_{1 \leq i \leq 16} \in \mathbb{R}^{16} \), whose coordinates \( y_i \) are the concentrations of the species represented in the previous table solves the following differential system

\[
\begin{align*}
  y_1' &= 0, & y_9' &= v_{11} - v_{12}, \\
  y_2' &= 0, & y_{10}' &= -v_7 - v_8 + v_9, \\
  y_3' &= v_{10}, & y_{11}' &= v_1 - v_2, \\
  y_4' &= v_4, & y_{12}' &= v_3 - v_4 - v_6 - v_7, \\
  y_5' &= -v_6, & y_{13}' &= -v_3 + v_8 + v_9, \\
  y_6' &= v_8, & y_{14}' &= v_7 - v_{10} - v_{11} + v_{12}, \\
  y_7' &= -v_2 - v_3 + v_5 - v_9 - v_{10}, & y_{15}' &= v_6 + v_8 - v_9 + v_{10}, \\
  y_8' &= v_2 + v_3 - v_4 - v_5 + v_9 + v_{10} - v_{11} + v_{12}, & y_{16}' &= -v_1 + v_5,
\end{align*}
\]

where \( v = (v_r)_{1 \leq r \leq 12} \) denotes the reaction rate vector, depending on \( y \).

More precisely, we have

\[
\begin{align*}
  v_1 &= k_1 y_1 y_2 y_{16}, & v_2 &= k_2 y_7 y_{11}, \\
  v_3 &= k_3 y_7 y_{13}, & v_4 &= k_4 y_8 y_{12}, \\
  v_5 &= k_5 y_8, & v_6 &= k_6 y_5 y_{12}, \\
  v_7 &= k_7 y_{10} y_{12}, & v_8 &= k_8 y_{10}, \\
  v_9 &= k_9 y_7 y_{15}, & v_{10} &= k_{10} y_7 y_{14}, \\
  v_{11} &= k_{11} y_8 y_{14}, & v_{12} &= k_{12} y_9.
\end{align*}
\]

The differential system can be rewritten under the form

\[
  y' = S v, \quad (10)
\]
where $S = (s_{i,r})_{1 \leq i \leq 16, 1 \leq r \leq 12}$ is the stoichiometric matrix. Equation (10) is clearly nonlinear, since each $v_r$ nonlinearly depends on $y$.

Figures 8–9 show the evolution of the concentrations of all the species involved in the model, directly computed with the software Scilab, within two time scales,

![Graphs showing the evolution of various species concentrations](image-url)

**Figure 8.** Ozone: Normalized concentrations of all species (final time 16 h 40 min).
Figure 9. Ozone: Normalized concentrations of all the species (final time 5 days and 19 h).

with respective final times 16 h 40 min, and 5 days and 19 h. (Note that the model may not hold anymore at the second time scale: this is discussed in [1; 4].) The concentrations of air and $O_2$ are not plotted, since they remain constant. The initial values of the concentrations are:
We obviously recover the results from [1] with the same set of initial data.

4.1.2. Stoichiometric invariants. Since the rank of matrix $S$ is 10, there are six stoichiometric invariants in the model, which can be chosen as follows [1]:

\[
\begin{align*}
\frac{dy_1}{dt} &= 0, \quad (11) \\
\frac{dy_2}{dt} &= 0, \quad (12) \\
\frac{dy_4 + y_7 + y_8 + y_9}{dt} &= 0, \quad (13) \\
\frac{dy_5 + y_9 + y_{10} + y_{14} + y_{15}}{dt} &= 0, \quad (14) \\
\frac{dy_4 - 2y_6 + y_9 + y_{12} + y_{13} + y_{14} + y_{15}}{dt} &= 0, \quad (15) \\
\frac{dy_4 - 2y_6 - y_7 - 2y_9 - 2y_{10} + y_{11} + y_{13} - 2y_{14} + y_{16}}{dt} &= 0. \quad (16)
\end{align*}
\]

The first two invariants are immediate, and equations (13)–(14) come from the conservation of species involving $N$ and $R$ radicals. Invariants (15)–(16) are numerically controlled with the same computation. More precisely, we can see in Figure 10 that the invariant (15) is not as well conserved as invariant (16). This is a consequence of the computation. Indeed, some concentrations involved in (15)–(16) are of very high order of magnitude ($\sim 10^{14}$). The numerical variations of a

![Figure 10. Ozone: conservation of invariants (15) and (16).](image-url)
linear combination of such quantities, whose value is approximately $10^3$, clearly involve unavoidable numerical errors.

4.1.3. Stiffness. We recall that the differential system (10) is stiff if there are some eigenvalues of its Jacobian matrix $(\partial_{y_i}(Sv)_j)_{1 \leq i,j \leq 16}$ whose real parts are not of the same order of magnitude with respect to the other eigenvalues. We can check on Figure 11 that there are mainly three orders of magnitude for the eigenvalues. Note that there are a lot of oscillations for the smaller eigenvalues, again due to numerical errors.

4.2. A reduction method: the quasisteady states. There is no systematic method to obtain, from a nonlinear stiff differential system, a reduced model giving fine numerical approximations at any time. One solution consists in linearizing the system in a neighborhood of a given stationary point [6]. Other possibilities exist, such as the quasisteady state assumption on some species, or the partial equilibrium assumption for some reactions [27].

In the section, we focus on the quasisteady state method. Before applying it to the ozone model, let us briefly recall its mechanism. Denote by $A$ an intermediary compound in a given chain of reactions. The evolution of its concentration is governed by

$$\frac{dy_A}{dt} = p - c,$$

where $p$ and $c$ are respectively the production and consumption of $A$. The species $A$ is in a quasisteady state when its production rate is very close to its destruction rate, more precisely, if the quasistationary index, defined by

$$\mathcal{J}_A = \frac{|p - c|}{p + c},$$
is such that $J_A \ll 1$. This index only gives an a posteriori criterion to select the quasisteady state species. Moreover, the quasisteady state of the species $A$ does not mean that the concentration of $A$ is constant.

In [1], using the a posteriori criterion defined above, one gets five quasistationary species in the ozone model: OH, HO$_2$, RCO$_3$, RO$_2$ and OD, for times smaller than 16 h and 40 min. In that situation, the concentration of OD, which is now denoted $z_{16}$, can be directly computed in terms of $(y_i)_{1 \leq i \leq 11}$:

$$z_{16} = \frac{k_5 y_8}{k_1 y_1 y_2}.$$  

The concentrations of the other quasistationary species, also denoted $(z_i)_{12 \leq i \leq 15}$, depend on each other. In fact, $(z_i)_{13 \leq i \leq 15}$ can be written in terms of $z_{12}$, more precisely, we have

$$z_{15} = \frac{(k_4 y_8 + k_6 y_5 + k_7 y_{10})z_{12} - k_8 y_{10}}{k_9 y_7}, \quad z_{14} = \frac{(k_4 y_8 + k_7 y_{10})z_{12} - 2k_8 y_{10}}{k_{10} y_7},$$  

$$z_{13} = \frac{(k_4 y_8 + k_6 y_5 + k_7 y_{10})z_{12}}{k_3 y_7},$$

with

$$z_{12} = \frac{2k_8 y_{10}(k_{10} y_7 + k_{11} y_8) + k_{10} k_{12} y_7 y_9}{(k_4 y_8 + k_7 y_{10})(k_{10} y_7 + k_{11} y_8) - k_7 k_{10} y_7 y_{10}}.$$  

The five previous equalities come from (10), where we put $(Sv)_i = 0$ for $12 \leq i \leq 16$.

Note that, beyond 16 h and 40 min, the quasistationary species are not the same, and that the model itself does not hold anymore. Hence, in the sequel, we only present computations on times smaller than 16 h and 40 min, when we make the quasisteady state assumption.

4.3. Numerical tests. We apply the parareal algorithm (4) to solve the equations of the ozone model. We use the implicit Euler scheme for the fine and the coarse solvers, with different time steps. The parareal iterations are stopped as soon as the sum of the relative errors on each concentration (between parareal iterations $k$ and $k + 1$) is smaller than the numerical tolerance, which is set to 0.05. In the sequel, we only focus on the concentrations of four species: O$_3$, CO$_2$, OH and RO$_2$, for the sake of simplicity. Of course, the behaviors of the remaining species concentrations have been checked too.

4.3.1. Parareal algorithm vs. fine algorithm: Test 1. We compute the solution in the interval $[0, 16 h 40 min]$. One processor was used to solve the problem in the tiny interval $[0, 0.01 h]$ to capture the first boundary layers, 9 processors for the computation in $[0.01 h, 2 h 45 min]$, and 10 processors for the computation in $[2 h 45 min, 16 h 40 min]$. The parareal algorithm converges after only 1 iteration and the parareal computation is about 18 times faster than the fine computation.
obtained with the fine solver on the whole interval [0, 16 h 40 min]. We display the evolution of the species of interest on Figure 12.

4.3.2. Parareal algorithm vs. fine algorithm: test 2. We compute the solution over a long period of time [0, 5d19h]. The parareal computation converges after 2 iterations. It is 31 times faster than the fine computation on the whole interval [0, 5d19h]. Let us precise that we have used 170 processors for these computations: only one processor on [0, 0.01], 9 on [0.01, 1], 10 on [1, 10] and 150 processors on [10, 5d19h]. The concentrations of some species are shown on Figure 13.

4.3.3. Parareal algorithm coupled with reduction vs. fine algorithm. As already noted in Section 4.2, we focus on the time interval [0, 16 h 40 min]. The computational parameters are the same as in Section 4.3.1. The parareal algorithm is coupled with the QSS reduction, that is, the coarse solver uses the full system up to 2h45min, and the reduced system beyond that time, whereas the fine solver remains the same. The algorithm converges after 3 iterations. The parareal computation is about 4 times faster than the fine computation obtained with the fine scheme on the whole interval [0, 16 h 40 min]. The evolution of some species is shown on Figure 14 and the stoichiometric invariants are quite well conserved, see Figure 15. Note that the relative errors are at most of order $10^{-4}$.
Figure 13. Ozone: fine (solid) and parareal (+) solutions on $[0, 5 \text{ d } 19 \text{ h}]$.

Figure 14. Ozone: fine (solid) and reduced parareal (+) solutions on $[0, 16 \text{ h } 40 \text{ min}]$. 
In order to decrease the numerical errors on Figure 15, we proceed in the same way as in Section 3.3.4 to modify the parareal algorithm, that is, we add an orthogonal projection to ensure a better conservation of the stoichiometric invariants; see Figure 16.

5. Concluding remarks

In chemical kinetics, the parareal algorithms coupled with reduction methods provide an essential tool to solve stiff differential systems with accuracy. Numerical tests point out the efficiency of the parareal approach in both linear and nonlinear cases. Let us note that one can ensure a better numerical conservation of the stoichiometric invariants by adding a projection in the standard parareal algorithm.
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A HYBRID PARAREAL SPECTRAL DEFERRED CORRECTIONS METHOD

MICHAEL L. MINION

The parareal algorithm introduced in 2001 by Lions, Maday, and Turinici is an iterative method for the parallelization of the numerical solution of ordinary differential equations or partial differential equations discretized in the temporal direction. The temporal interval of interest is partitioned into successive domains which are assigned to separate processor units. Each iteration of the parareal algorithm consists of a high accuracy solution procedure performed in parallel on each domain using approximate initial conditions and a serial step which propagates a correction to the initial conditions through the entire time interval. The original method is designed to use classical single-step numerical methods for both of these steps. This paper investigates a variant of the parareal algorithm first outlined by Minion and Williams in 2008 that utilizes a deferred correction strategy within the parareal iterations. Here, the connections between parareal, parallel deferred corrections, and a hybrid parareal-spectral deferred correction method are further explored. The parallel speedup and efficiency of the hybrid methods are analyzed, and numerical results for ODEs and discretized PDEs are presented to demonstrate the performance of the hybrid approach.

1. Introduction

The prospect of parallelizing the numerical solution of ordinary differential equations (ODEs) in the temporal direction has been the topic of research dating back at least to the early work of Nievergelt [55] and Miranker and Liniger [54]. These early papers as well as the methods described here employ multiple processing units to compute the solution over multiple time intervals in parallel. Hence, in the classification used in [13], for example, these methods are categorized as employing parallelization across the steps as opposed to across the method or across the problem.

Examples of approaches to parallelization across the method include the computation of intermediate or stage values in Runge–Kutta and general linear methods simultaneously on multiple processors [38; 14]. These attempts to parallelize can
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only be efficient when the number of processors being used is no larger than the number of stage values and hence typically yield modest parallel speedup.

Methods that utilize parallelization across the problem rely on a splitting of the problem into subproblems that can be computed in parallel and an iterative procedure for coupling the subproblems so that the overall method converges to the solution of the full problem. A well known class of methods in this style is the parallel waveform-relaxation schemes [25; 61; 18]. Despite efforts to accelerate the rate of convergence of wave-form relaxation methods [29; 34], convergence can still be slow, especially for stiff problems.

In addition to the methods in [55; 54], methods based on multiple shooting [40] also employ parallelization across the steps. In 2001, a new approach similar in spirit to multiple shooting was introduced in [45]. The so called parareal method is appropriate for larger numbers of processors and has sparked many new papers devoted to the subject of time parallelization. The parareal method has been further analyzed and refined [47; 22; 7; 60; 49; 30; 28; 62; 48; 32; 27; 9] and implemented for different types of applications [8; 23; 46]. This paper details a new variant of the parareal method first outlined in [53] that utilizes an iterative ODE method based on deferred corrections within the parareal iteration. As outlined below, this approach can either be thought of as a way to parallelize a deferred correction approach to solving ODEs or as a way to increase the efficiency of the parareal algorithm by removing the requirement to solve the subproblems on each processor during each iteration with a full accuracy solver.

One of the justifications of the use of parareal methods is the scenario where a specific computation must be completed in a fixed amount of time and sufficient computational resources are available. In the context of the numerical solution of time dependent PDEs, although parallelization of methods in the spatial dimensions has seen a tremendous amount of successful research, for a fixed problem size, spatial parallel speedup will eventually saturate as more processors are employed. If additional processors are available, then additional parallelization in the temporal direction could reduce the overall parallel computational cost. The name parareal in fact is derived from parallel and real time and encapsulates the desire to complete a computation of a specific size faster in real time. This is in contrast to the common practice of reporting spatial parallel efficiency or speedup in the context of increasing problem size as the number of processors are increased. The current work is motivated by the desire to develop efficient methods for time-space parallelization for PDEs.

As discussed in detail in Section 3, it has become standard to describe the parareal algorithm in terms of two computational methods to approximate the temporal evolution of the equation over a fixed time interval. A fine, or accurate, method (denoted here by $\mathcal{F}$) computes an accurate (and hence more computationally
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expensive) approximation to the solution. A coarse or less accurate method (denoted here by \( G \)) is also defined, and is used in a serial fashion to propagate a correction through the time domain. We will refer to \( G \) and \( F \) as the coarse and fine propagators respectively. The parareal method alternates between the parallel application of \( F \) on multiple time domains using approximate initial conditions and a serial sweep using \( G \) that propagates a correction to the initial conditions throughout the time interval. Upon convergence, the accuracy of the parareal method is limited by what one would obtain if the \( F \) method was used in serial on each subdomain. Hence, as explained in detail in Section 5, in order for the parareal method to achieve parallel efficiency, \( G \) must be less expensive than \( F \). The reduced computational cost of \( G \) can be achieved by using a coarser time step for \( G \) than for \( F \), or a less expensive numerical method, or both. As has been pointed out [8; 7; 23; 26], for PDEs, it is also possible to use a coarser spatial discretization for \( G \). The parareal algorithm can, in principle, use any self-starting ODE method for \( F \) and \( G \) and hence can be used in a “black box” fashion.

As detailed in Section 5, the parallel efficiency of parareal is limited by the fact that during each iteration, the parallel application of \( F \) has the same computational cost as the serial algorithm applied to the subdomain. Hence, a significant parallel speed up (the ratio of serial to parallel cost) can only be achieved if the number of iterations required to converge to the serial solution to a given tolerance is significantly smaller than the number of subdomains. Similarly, the parallel efficiency (speedup divided by the number of processors), is bounded above by the reciprocal of the number of iterations regardless of the cost of \( G \). In most instances, the total computational cost of the parareal algorithm is dominated by the cost of the \( F \).

In [53], a new variant of the parareal method is presented that uses an iterative method for solving ODEs for the coarse and fine propagators rather than traditional methods like Runge–Kutta (RK) that are typically used in the literature. The key observation in [53] is that the \( F \) propagator in traditional parareal approaches makes no use of the previously computed solution on the same interval (a recent alternative approach to reusing information appears in [28]). It is shown how the use of an iterative method can be combined with parareal to improve the solution from the previous parareal iteration rather than computing a solution from scratch. The result is that the \( F \) propagator becomes much cheaper than a full accuracy solution on the interval, and in fact the dominant cost in the numerical tests in [53] becomes the \( G \) propagator.

The numerical method in [53] is based on the method of spectral deferred corrections (SDC) [21]. Since SDC methods converge to the solution of the Gaussian collocation formula, very accurate solutions can be obtained using a modest number of SDC substeps per time step. This accuracy is offset by the relatively high computational cost of SDC methods per time step. However, when one compares
the computational cost for a given (sufficiently small) error tolerance, SDC methods have been shown to compare favorably to RK schemes. This is especially true in the case of problems for which semi-implicit or implicit-explicit (IMEX) methods are appropriate since very higher-order IMEX RK methods have not been developed whereas IMEX SDC methods with arbitrarily high formal order of accuracy are easily constructed [51]. One main point of this paper is that the relatively high cost per time step of SDC methods can be effectively amortized when SDC methods are combined with the parareal algorithm since only one (or a few) SDC iterations are done during each parareal iteration. This means that the cost of the \( \mathcal{F} \) propagator is similar to that of a modest number of steps of a low-order method rather than many steps of a higher-order method. Differences between the hybrid parareal/SDC approach and recent parallel deferred correction methods [33; 16] are discussed in Section 4.1.

The preliminary numerical results included in Section 6 suggest that the use of a single SDC iteration in lieu of a full-accuracy \( \mathcal{F} \) propagator does not significantly affect the convergence behavior of the parareal iteration. Rather, the accuracy of \( \mathcal{G} \) determines the rate of convergence (as was proven for the parareal method in [27]). Since using a single SDC iteration is markedly less expensive than a higher-order RK method with finer time steps, the dominant cost of the parareal/SDC hybrid method when many processors are used becomes the serial procedure for initializing the solution on each processor (typically done with \( \mathcal{G} \)). Hence for PDEs, the possibility of reducing the cost of \( \mathcal{G} \) by using a coarser spatial discretization (already proposed in [8; 7; 23; 26]) is very attractive. This idea will be pursued in a sequel to this paper.

2. Spectral deferred corrections

The spectral deferred correction method (SDC) is a variant of the traditional deferred and defect correction methods for ODEs introduced in the 1960s [63; 57; 58; 19]. The original methods never gained the popularity of Runge–Kutta or linear multistep methods, however, a series of papers beginning in 2000 has rekindled interest in using such methods for large scale physical simulations. The SDC method introduced in [21] couples a Picard integral formulation of the correction equation with spectral integration rules to achieve stable explicit and implicit methods with arbitrarily high formal order of accuracy.

SDC methods possess two characteristics that make them an attractive option for the temporal integration of complex physical applications. First, SDC methods with an arbitrarily high formal order of accuracy and good stability properties can easily be constructed. Second, the SDC framework provides the flexibility to apply different time-stepping procedures to different terms in an equation (as in
operator splitting methods) while maintaining the high formal order of accuracy. This second property has led to the development of semi- and multiimplicit methods for equations with disparate time scales [50; 52; 10; 42]. Since SDC methods are nonstandard, the original SDC method will be reviewed in the next section followed by a brief discussion in Section 2.2 of the semi-implicit variants that are used in the second numerical example in Section 6.2.

2.1. Original spectral deferred corrections. Consider the ODE initial value problem

\[ u'(t) = f(t, u(t)), \quad t \in [0, T], \]
\[ u(0) = u_0, \]

where \( u_0, u(t) \in \mathbb{C}^N \) and \( f : \mathbb{R} \times \mathbb{C}^N \to \mathbb{C}^N \). This equation is equivalent to the Picard integral equation

\[ u(t) = u_0 + \int_0^t f(\tau, u(\tau)) d\tau, \tag{1} \]

and this latter form is used extensively in the discussion that follows.

As with traditional deferred correction methods, a single time step \([t_n, t_{n+1}]\) of size \( \Delta t = t_{n+1} - t_n \) is divided into a set of intermediate substeps by defining \( t_n = [t_1, \ldots, t_J] \) with \( t_n \leq t_1 < \cdots < t_J \leq t_{n+1} \); however, for SDC methods, \( t_n \) corresponds to Gaussian quadrature nodes. The intermediate times in \( t_n \) will be denoted by the subscript \( j \) with \( j = 1 \ldots J \), and numerical approximations of quantities at time \( t_j \) will likewise carry the subscript \( j \). Beginning with the initial condition for the time step \( U_{n,1} \approx u(t_n) \), a provisional approximation \( U_{n}^0 = [U_{n,1}^0, \ldots, U_{n,J}^0] \) is computed at the intermediate points using a standard numerical method. The superscripts on numerical values (for example \( U_{n,j}^0 \)) denote here the iteration number in the SDC procedure. The continuous counterpart of \( U_{n}^0 \) can be constructed by standard interpolation theory and is represented as \( U_{n}^0(t) \). Using \( U_{n}^0(t) \), an integral equation similar to (1) for the error \( \delta(t) = u(t) - U_{n}^0(t) \) is then derived

\[ \delta(t) = \int_{t_n}^t \left[ f(\tau, U_{n}^0(\tau) + \delta(\tau)) - f(\tau, U_{n}^0(\tau)) \right] d\tau + \epsilon(t), \tag{2} \]

where

\[ \epsilon(t) = U_n + \int_{t_n}^t f(\tau, U_{n}^0(\tau)) d\tau - U_{n}^0(t). \tag{3} \]

Note that \( \epsilon(t_j) \) can be accurately and stably approximated using spectral integration [31], since the provisional solution \( U^0(t) \) is known at the Gaussian quadrature
nodes. An update form of (2) is
\[
\delta(t_{j+1}) = \delta(t_j) + \int_{t_j}^{t_{j+1}} \left[ f(\tau, U_n^0(\tau) + \delta(\tau)) - f(\tau, U_n^0(\tau)) \right] d\tau + \epsilon(t_{j+1}) - \epsilon(t_j). \tag{4}
\]

In order to discretize (4), an approximation to the integral term in
\[
\epsilon(t_{j+1}) - \epsilon(t_j) = \int_{t_j}^{t_{j+1}} f(\tau, U_n^0(\tau)) d\tau - U_n^0(t_{j+1}) + U_n^0(t_j).
\tag{5}
\]
must be constructed. This is done using spectral integration representing quadrature at the nodes \(t_n\). The spectral quadrature approximation is denoted by
\[
S_j^{j+1} f(t_n, U_n^0) \approx \int_{t_j}^{t_{j+1}} f(\tau, U_n^0(\tau)) d\tau,
\tag{6}
\]
and the computation of the values \(S_j^{j+1} f(t_n, U_n^0)\) is a matrix-vector multiplication using a precomputed integration matrix (see [35] for details).

A low-order method is then applied to approximate (2) at the points \(t_n\) resulting in a correction to the provisional solution. For example, an explicit time-stepping scheme similar to the forward Euler method is
\[
\delta_j^{0+1} = \delta_j^0 + \Delta t_j \left[ f(t_j, U_{n,j}^0 + \delta_j^0) - f(t_j, U_{n,j}^0) \right] \\
+ S_j^{j+1} f(t_n, U_n^0) - U_n^{0,j+1} + U_n^{0,j}, \tag{7}
\]
where \(\Delta t_j = t_{j+1} - t_j\) and again subscripts on numerical values denote approximations corresponding the \(t_j\). Similarly, an implicit method similar to the backward Euler method is
\[
\delta_j^{0+1} = \delta_j^0 + \Delta t_j \left[ f(t_{j+1}, U_{n,j+1}^0 + \delta_{j+1}^0) - f(t_{j+1}, U_{n,j+1}^0) \right] \\
+ S_j^{j+1} f(t_n, U_n^0) - U_n^{0,j+1} + U_n^{0,j}. \tag{8}
\]
The correction (2) can also be approximated by higher-order methods [41; 17].

The provisional numerical solution is then updated by adding to it the approximation of the correction, that is, \(U_{n,j}^1 = U_{n,j}^0 + \delta_{n,j}^0\). The SDC method then proceeds iteratively, by recomputing the residuals, approximating a new correction, and setting \(U_{n,j}^{k+1} = U_{n,j}^k + \delta_{n,j}^k\). Each SDC iteration raises the formal order of accuracy of the numerical solution by the order of the approximation to (4) provided the quadrature rule in (6) is sufficiently accurate. In the methods used in the numerical experiments presented here, (2) is approximated with a first-order method so that \(M\) total SDC sweeps (including the predictor) are needed for \(M\)-th order accuracy.

An alternative form of (8) for general \(k\) can be derived using \(U_{n,j}^{k+1} = U_{n,j}^k + \delta_{n,j}^k\):
\[
U_{n,j+1}^{k+1} = U_{n,j}^{k+1} + \Delta t_j \left( f(t_{j+1}, U_{n,j+1}^{k+1}) - f(t_{j+1}, U_{n,j+1}^k) \right) \\
+ S_j^{j+1} f(t_n, U_n^k), \tag{9}
\]
This form of the update equation is compared below to the serial step in the parareal algorithm.

2.2. Semiimplicit methods. SDC methods are particularly well-suited for the temporal integration of ODEs which can be split into stiff and nonstiff components. When both stiff and nonstiff terms appear in the equation, it is often significantly more efficient to use methods that treat only the stiff terms implicitly and treat nonstiff terms explicitly. Such methods are usually referred to as semi-implicit or IMEX (implicit-explicit) methods. IMEX linear multistep methods that build on a backward difference formula treatment of the stiff term have been developed [5; 24; 1; 2; 3; 37], but like backward difference formula methods themselves, the stability of these methods deteriorates as the order increases, and methods above sixth-order are unstable (see the discussion in [44]). IMEX or additive Runge–Kutta methods have also been proposed [59; 64; 4; 15; 39; 56], but methods with order higher than five have not yet appeared.

To derive IMEX SDC methods, consider the ODE

\[ u'(t) = f(t, u(t)) = f_E(t, u(t)) + f_I(t, u(t)), \quad t \in [0, T]. \] (10)

\[ u(0) = u_0. \] (11)

Here the right hand side of the equation is split into two terms, the first of which is assumed to be nonstiff (and hence treated explicitly), and the second of which is assumed to be stiff (and treated implicitly). A first-order semi-implicit method for computing an initial solution is simply

\[ U_{n,j+1}^0 = U_{n,j} + \Delta t f_E(t_j, U_{n,j}^0) + f_I(t_{j+1}, U_{n,j+1}^0). \] (12)

Following the same logic used to derive (2), one arrives at the correction equation

\[ \delta(t) = \int_0^t \left[ f_E(\tau, U_{n}^0(\tau) + \delta(\tau)) - f_E(\tau, U_n^0(\tau)) + f_I(\tau, U_n^0(\tau) + \delta(\tau)) - f_I(\tau, U_n^0(\tau)) \right] d\tau + \epsilon(t), \] (13)

where

\[ \epsilon(t) = U_0 + \int_0^t f_E(\tau, U_n^0(\tau)) + f_I(\tau, U_n^0(\tau)) d\tau - U_0(t). \] (14)

A simple semi-implicit time-stepping method analogous to (9) is then

\[ U_{n,j+1}^{k+1} = U_{n,j}^{k+1} + \Delta t (f_E(t_j, U_{n,j}^{k+1}) - f_E(t_j, U_{n,j}^k) + f_I(t_{j+1}, U_{n,j+1}^{k+1}) - f_I(t_{j+1}, U_{n,j+1}^k)) + S_j^{k+1} f(t_n, U_n^k). \] (15)

In [50; 52], such a semi-implicit version of SDC is used in combination with an auxiliary variable projection method approach for the Navier–Stokes equations that treats the viscous terms implicitly and the nonlinear advective terms explicitly.
These methods have been subsequently examined in more detail in [50; 44; 42; 41], and the second numerical example in Section 6.2 is based on this semi-implicit approach. Semi-implicit SDC methods have been extended to treat three or more terms (explicit or implicit) in (10), including modifications that allow different terms in the equation to be treated with different time steps [10; 42; 11].

2.3. Computational cost and storage. Like any numerical method, SDC has disadvantages as well as advantages. The price one pays to achieve the flexibility and high order of accuracy for SDC methods is primarily in the large computational cost per time step. SDC methods that use a first-order numerical method in the correction iterates require $M$ total iterations per time step (provisional and correction) to achieve formal $M$-th order accuracy. Since each iteration sweep requires that the solution be computed at a number of substeps that is proportional to the order, the number of function evaluations per time step grows quadratically with the order. This makes the cost per time step appear quite high compared to linear multistep or Runge–Kutta methods.

However, relying on the number of function evaluations per time step as a measure of efficiency is very misleading. First, the stability region of SDC methods also increases roughly linearly with the order, so that larger substeps can be taken as the order increases [21; 43]. In addition, a more relevant measure of cost is in terms of computational effort versus error, and as is demonstrated in Section 6, SDC methods compare well with higher-order RK methods in this measure (see also comparisons in [51; 42]). For equations with both stiff and nonstiff terms, there are no semi- or multiimplicit methods based on RK or linear multistep methods with order of accuracy greater than six, so particularly when a small error is required, higher-order SDC method are very attractive (see Section 6.2). Additionally, techniques to reduce the computational cost of SDC methods by accelerating the convergence have also appeared [35].

In the current context, however, it is the parallel cost of the time integration method that is of interest. One of the main results of this paper is that, when combined with the parareal strategy, the high cost per time step of SDC methods due to the need to iterate the correction equation is amortized over the iterations that must be performed during the parareal methods. Hence the cost of SDC methods per parareal iteration is much smaller than for a noniterative method like RK.

As previously mentioned, SDC methods require that function values be stored at a set of substeps within a given time step, which correspond to quadrature nodes of the Picard integral discretization. If a semi- or multiimplicit operator splitting treatment is used, each split piece of the function must be stored separately. Since the number of substeps grows linearly with the order of the method, the storage costs are comparable to higher-order Runge–Kutta or linear multistep methods.
3. The parareal method

The parareal method was introduced in 2001 by Lions, Maday and Turinici [45] and has sparked renewed interest in the construction of time parallel methods. In this section, a short review of the parareal method is provided, and then comparisons between parareal and spectral deferred corrections will be explored.

3.1. Notation and method. The general strategy for the parareal method is to divide the time interval of interest \([0, T]\) into \(N\) intervals with each interval being assigned to a different processor. To simplify the discussion, assume that there are \(N\) processors \(P_0\) through \(P_{N-1}\), and that the time intervals are of uniform size \(\Delta T = T/N\) so that the \(n\)-th processor computes the solution on the interval \([t_n, t_{n+1}]\) where \(t_n = n\Delta T\). On each interval, the parareal method iteratively computes a succession of approximations \(U^{k+1}_{n+1} \approx u(t_{n+1})\), where \(k\) denotes the iteration number.

It is becoming standard to describe the parareal algorithm in terms of two numerical approximation methods denoted here by \(\mathcal{G}\) and \(\mathcal{F}\). Both \(\mathcal{G}\) and \(\mathcal{F}\) propagate an initial value \(U^0_n \approx u(t_n)\) by approximating the solution to (1) from \(t_n\) to \(t_{n+1}\). For example, if \(\mathcal{G}\) is defined by the forward Euler method applied to (1), then

\[
\mathcal{G}(t_{n+1}, t_n, U_n^0) = U_n + (t_{n+1} - t_n) f(t_n, U_n). \tag{16}
\]

As discussed below, in order for the parareal method to be efficient, it must be the case that the \(\mathcal{G}\) propagator is computationally less expensive than the \(\mathcal{F}\) propagator; hence, in practice, \(\mathcal{G}\) is usually a low-order method. Note that \(\mathcal{G}\) or \(\mathcal{F}\) could be defined to be more than one step of a particular numerical method on the interval \([t_n, t_{n+1}]\). Since the overall accuracy of parareal is limited by the accuracy of the \(\mathcal{F}\) propagator, \(\mathcal{F}\) is typically higher-order and in addition may use a smaller time step than \(\mathcal{G}\). For these reasons, \(\mathcal{G}\) is referred to as the coarse propagator and \(\mathcal{F}\) the fine propagator.

The parareal method begins by computing a first approximation in serial, \(U_n^0\) for \(n = 1 \ldots N\) often performed with the coarse propagator \(\mathcal{G}\), that is,

\[
U_{n+1}^0 = \mathcal{G}(t_{n+1}, t_n, U_n^0) \tag{17}
\]

with \(U_0^0 = u(0)\). Alternatively, one could use the parareal method with a coarser time step to compute the initial approximation [8; 7]. Once each processor \(P_n\) has a value \(U_n^0\), the processors can in parallel compute the approximation \(\mathcal{F}(t_{n+1}, t_n, U_n^0)\).

This step is in spirit an accurate solution of the ODE on the interval \([t_n, t_{n+1}]\) using the approximate starting value \(U_n^0\). Lastly, the parareal algorithm computes the serial correction step

\[
U_{n+1}^{k+1} = \mathcal{G}(t_{n+1}, t_n, U_n^{k+1}) + \mathcal{F}(t_{n+1}, t_n, U_n^k) - \mathcal{G}(t_{n+1}, t_n, U_n^k), \tag{18}
\]
for \( n = 0 \ldots N - 1 \). The parareal method proceeds iteratively alternating between the parallel computation of \( \mathcal{F}(t_{n+1}, t_n, U^k_n) \) and the serial computation of (18), which requires computing the \( \mathcal{G} \) propagator. The calculation in (18) will be referred to as the \( \mathcal{G} \) correction sweep.

Parareal is an iterative method and hence requires a stopping criteria. Note that after \( k \) iterations of the parareal method, the solution \( U^k_m \) for \( m \leq k \) is exactly equal to the numerical solution given by using the \( \mathcal{F} \) propagator in a serial manner. Hence after \( N \) iterations the parareal solution is exactly equal to applying \( \mathcal{F} \) in serial. Since each iteration of the parareal method requires the application of both \( \mathcal{F} \) in parallel and \( \mathcal{G} \) in serial (plus the cost of communication between processors), the parareal method can only provide parallel speedup compared to the serial scheme if the number of iterations required to converge to the specified criteria (denoted here by \( K \)) is significantly less than \( N \) (see discussion in Section 5).

3.2. An examination of the parareal correction equation. Here we review the connection between deferred corrections and the parareal step defined by (18) first outlined in [53]. Both \( \mathcal{F} \) and \( \mathcal{G} \) are approximations to the exact update given by the Picard equation

\[
\begin{align*}
  u(t_{n+1}) = u(t_n) + \int_{t_n}^{t_{n+1}} f(\tau, u(\tau)) d\tau. 
\end{align*}
\]

(19)

To highlight the approximation of \( \mathcal{F} \) and \( \mathcal{G} \) to the Picard Equation (19), we define

\[
\begin{align*}
  \mathcal{F}(t_{n+1}, t_n, U^k_n) &= \mathcal{F}(t_{n+1}, t_n, U^k_n) - U^k_n, \\
  \mathcal{G}(t_{n+1}, t_n, U^k_n) &= \mathcal{G}(t_{n+1}, t_n, U^k_n) - U^k_n, 
\end{align*}
\]

(20) (21)

so that

\[
\begin{align*}
  \mathcal{F}(t_{n+1}, t_n, U^k_n) &= U^k_n + \mathcal{F}(t_{n+1}, t_n, U^k_n), \\
  \mathcal{G}(t_{n+1}, t_n, U^k_n) &= U^k_n + \mathcal{G}(t_{n+1}, t_n, U^k_n).
\end{align*}
\]

(22) (23)

Using these definitions, (18) can be rewritten

\[
\begin{align*}
  U^{k+1}_{n+1} = U^{k+1}_n + \mathcal{G}(t_{n+1}, t_n, U^{k+1}_n) - \mathcal{G}(t_{n+1}, t_n, U^k_n) + \mathcal{F}(t_{n+1}, t_n, U^k_n). 
\end{align*}
\]

(24)

In the discussion leading to (9), (4) is discretized using a backward Euler type method to give a concrete example of a time stepping scheme. If \( \mathcal{G} \) is similarly defined as a single step of backward Euler, then \( \mathcal{G}(t_{n+1}, t_n, U^k_n) = \Delta t f(t_{n+1}, U^k_n) \), and (24) becomes

\[
\begin{align*}
  U^{k+1}_{n+1} = U^k_n + \Delta t \left( f(t_{n+1}, U^{k+1}_{n+1}) - f(t_{n+1}, U^k_n) \right) + \mathcal{F}(t_{n+1}, t_n, U^k_n).
\end{align*}
\]

(25)
these equations are how the previous fine solution is used in the update and the
fact that in the parareal update, only the solution at the end of the time interval is
updated while the SDC sweep is done for each intermediate substep in the time
interval. A hybrid parareal/SDC approach using deferred corrections for both the
$F$ propagator and the $G$ correction sweep is described next.

4. Parallel and parareal SDC

4.1. Parallel SDC. In the description of SDC above, note that once the provisional
solution has been computed at all the intermediate points $t_j$ in a given time step,
a provisional starting value for the next time step is available. This observation
naturally leads to a time parallel version of SDC in which multiple processors
are computing SDC iterations on a contiguous block of time steps simultaneously.
Variations of this approach have been employed in [33; 16] to create parallel
versions of deferred correction schemes. In practice, such an approach is only
efficient when the number of processors is approximately the number of iterations
of the serial deferred correction scheme. This then allows the first processor to
finish the calculation of the first time step as the last processor is finishing the
provisional solution. Then the first processor can receive a starting value from the
last processor and continue forward in time. Hence, the parallel speedup in this
type of parallel SDC method does not result from using an iterative strategy over
the full time domain, but rather computing the necessary iterations of the SDC
method on multiple processors simultaneously. In spirit, the hybrid parareal/SDC
methods discussed below combine the parallel speedup obtained with parallel
defferred corrections with that obtained with parareal.

4.2. Parareal using SDC. Since the parareal algorithm can in principle use any
single-step ODE method for the $F$ and $G$ propagators, it would be straightforward to
incorporate an SDC method into the parareal framework. However, in the standard
parareal scheme, if the $F$ propagator were an SDC method requiring $M$ iterations
in serial, then in the $k$-th parareal iteration, processor $P_n$ would compute $F$ using
the initial value $U_n^k$ by performing $M$ total SDC iterations. When $k > 1$, however,
it would be foolish to ignore the results of the $F$ propagator from iteration $k - 1$
when using SDC in iteration $k$.

Instead, the $F$ propagator could perform one or several SDC sweeps on the
solution from the previous parareal iteration (incorporating the initial condition in
the first correction substep). In this approach, the fine solution is computed on each
processor on the $J$ Gaussian quadrature nodes within the time slice assigned to the
processor. These values are stored from one parareal iteration to the next, and the
$F$ propagator is replaced by $L$ SDC sweeps (e.g., the method described in (9) or a
higher-order version thereof) over the $J$ nodes.
As the parareal iterations converge, the fine solution on each processor converges to the high-accuracy SDC solution (in fact the spectral collocation solution [35]), but the cost of applying the $\mathcal{F}$ propagator during each iteration is that of a low-order method and less than a full step of the SDC method by a factor of $M/L$. Numerical experiments presented here suggest that $L = 1$ is sufficient for an efficient method. Hence, the cost of $\mathcal{F}$ is similar to $J$ steps of a low-order method. In the numerical examples presented in Section 6, Gauss–Lobatto nodes are used for the fine solution with $J = 5, 7$ and $9$.

In addition, following the argument in Section 3.2, the $\mathcal{G}$ corrector sweep can also be cast as a deferred correction sweep which both updates the initial condition for the following time step and provides a correction to the solution in the interval. However, since it is desirable to have $\mathcal{G}$ be as inexpensive as possible, the correction to the solution generated in the $\mathcal{G}$ correction sweep will generally not be available at all the fine SDC nodes. In [53] the $\mathcal{G}$ correction sweep is computed using one step of a third-order RK method applied to the correction equation, and the correction is interpolated from the 3 stage values to the SDC nodes of the fine solution. In general, $\mathcal{G}$ could be computed on a subset of the fine SDC nodes and the correction interpolated, and this approach is used in the examples presented here.

4.3. Parareal/SDC specifics. A detailed description of the parareal/SDC algorithm used in the numerical results is now presented. The algorithm in pseudocode appears in the Appendix. As in parareal, assume the time interval of interest $[0, T]$ is divided into $N$ uniform intervals $[t_n, t_{n+1}]$ where $t_n = n\Delta T$ is assigned to $P_n$. On each interval $[t_n, t_{n+1}]$ choose the $J$ fine SDC nodes $t_n$ corresponding to the Gauss–Lobatto nodes with $t_n = t_{n,1} < \cdots < t_{n,J} = t_{n+1}$. Likewise choose some subset $\tilde{t}_n$ of size $\tilde{J}$ of $t_n$ corresponding to the substeps for the coarse propagator $\mathcal{G}$. In the first numerical example $\tilde{J} = 3$, that is, $\tilde{t}_n$ is the midpoint and endpoints of $[t_n, t_{n+1}]$. This situation is shown in Figure 1, where $J = 7$ and $\tilde{J} = 3$. The solution at the coarse nodes $\tilde{t}_n$ on processor $P_n$ during iteration $k$ is denoted $\tilde{U}^k_{n,j}$, while the solution at the fine nodes is denoted $U^k_{n,j}$. One last piece of notational convention is that $f(t_n, U^k_n)$ refers to the set of function values $f(t_j, U^k_{n,j})$ at the nodes $t_n$, with analogous notation using $\tilde{t}_n$.

Figure 1. Notation for SDC substeps for the $\mathcal{F}$ and $\mathcal{G}$ propagators.
**Predictor step.** Starting with the initial data $\tilde{U}_{0,1}^0 = u(0)$ on processor $P_0$, compute the initial approximation $\tilde{U}_{n,1}^0$ on each processor in serial. Each processor (except $P_0$) must wait to receive the value $\tilde{U}_{n,1}^0 = \tilde{U}_{n-1,j}^0$ from processor $P_{n-1}$. Then the values $\tilde{U}_{n,j}^0$ for $j = 1 \ldots \tilde{J}$ are computed using the numerical method of ‘$G$’. The value $\tilde{U}_{n,j}^0$ is then passed to the processor $P_{n+1}$ (if $n < N-1$), where it is received as $\tilde{U}_{n+1,1}^0$.

**First parallel iteration ($k = 1$).** As soon as processor $P_n$ is finished computing the last predictor value $\tilde{U}_{n,j}^0$ and sending it to $P_{n+1}$ (if $n < N-1$), the following steps are taken in the first parallel iteration. Note that each of these steps can be done in parallel if the method is pipelined (see Section 5.2).

1. Interpolate the values $\tilde{U}_{n,j}^0$ to all of the fine nodes $t$ to form $U_{n,j}^0$ and compute $f(t_j, U_{n,j}^0)$ for $j = 1 \ldots \tilde{J}$.
2. Compute the values $S_j^{j+1} f(t_n, U_{n,j}^0)$ for $j = 1 \ldots J-1$ using the spectral quadrature rule as in (6).
3. Perform one sweep ($J-1$ substeps) of the numerical method for the $F$ propagator applied to the correction (2) using the values $f(t_j, U_{n,j}^0)$ and $S_j^{j+1} f(t_n, U_{n,j}^0)$ just computed. This will yield updated values $U_{n,j}^1$.
4. Compute the values $S_j^{j+1} f(\tilde{t}_n, U_{n,j}^1)$ for $j = 1 \ldots \tilde{J} - 1$. Since the integral over a coarse time step is the sum of the integrals over the corresponding fine time steps, this is done by summing the corresponding values of the spectral integration rule $S_j^{j+1} f(\tilde{t}_n, U_{n,j}^1)$.
5. Receive the new initial value $\tilde{U}_{n,1}^1$ from processor $P_{n-1}$ (if $n > 0$). If $n = 0$, then $\tilde{U}_{0,1}^1 = \tilde{U}_{0,1}^0$.
6. Perform one sweep ($\tilde{J}-1$ substeps) of the numerical method for the ‘$G$’ propagator applied to the correction (2) using the values $S_j^{j+1} f(\tilde{t}_n, U_{n,j}^0)$ just computed. This will yield updated values $\tilde{U}_{n,j}^1$ for $j = 1 \ldots \tilde{J}$.
7. Pass the value $\tilde{U}_{n,j}^1$ to processor $P_{n+1}$ (if $n < N-1$) which will be received as $\tilde{U}_{n+1,1}^2$.

**Each subsequent iteration.** After the first iteration, the parareal/SDC algorithm proceeds in nearly the same way as in the first iteration except in the first two steps above. In the first iteration, the coarse values from the initial predictor must be interpolated to the fine nodes in step 1 above. In subsequent iterations, there are two alternatives regarding how the results from applying ‘$G$’ in the previous parareal iteration are used. First, one could use no information from the values $U_{n,j}^{k-1}$ computed in the previous ‘$G$’ step. This alternative is in the spirit of parareal where the ‘$G$’ correction sweep only provides a new initial value for the $F$ step on
the next processor. In this case step 1 above would be skipped and instead of using a quadrature rule in step 2, set \( S_{j+1} f(t, U_{n,j}^{k}) = S_{j+1} f(t, \tilde{U}_{n,j}^{k-1}) \).

Alternatively, the coarse values \( U_{n,j}^{k-1} \) could also be used to improve the solution at the fine nodes as well. In the numerical tests included here, this is done simply by forming the difference \( U_{n,j}^{k-1} - \tilde{U}_{n,j}^{k-1} \) at the coarse nodes, and then interpolating this difference to the points \( t_n \) to form \( U_{n,j}^{k} \) in step 1. These values are then used to compute \( S_{j+1} f(t, U_{n}^{k}) \) in step 2.

Note that in each iteration, two SDC sweeps are performed, one on the coarse nodes \( \tilde{t}_n \) corresponding to \( \mathcal{G} \) and one on the fine nodes \( t_n \) corresponding to \( \mathcal{F} \). However, data is only passed between processors once per iteration after \( \mathcal{G} \) is completed. The use of the coarse nodes for \( \mathcal{G} \) reduces the serial cost of computing the first predictor in contrast to the pipelined SDC methods from [33; 16] described in Section 4.1.

5. Parallel speedup and efficiency

In this section, an analysis of the theoretical parallel speedup and efficiency of the parareal and parareal/SDC methods is presented. First, the standard analysis of the parareal method is reviewed which shows that the parallel efficiency cannot exceed \( 1/K \), for \( K \) iterations of the method. Next, it is demonstrated that the parallel efficiency of the parareal/SDC method can be much closer to 1.

The application of the \( \mathcal{G} \) corrector sweep described by (18) in the parareal method is generally regarded as a serial operation since \( P_n \) cannot apply the correction step described by (18) until the value \( U_{n,j}^{k+1} \) is computed on \( P_{n-1} \) and sent to \( P_n \). The \( \mathcal{G} \) propagator is often assumed to be used for the initial prediction phase as well which is clearly a serial operation, hence parareal is often described as iteratively applying the \( \mathcal{G} \) propagator in serial and the \( \mathcal{F} \) propagator in parallel. The theoretical parallel speedup and efficiency of the parareal method from this point of view has been studied previously by [6; 7; 22] and this analysis is first reviewed below. Then, an analysis for a pipelined version of parareal will be discussed followed by a similar analysis for a parareal/SDC method.

5.1. Serial-parallel parareal. To begin, assume that each processor is identical and that the communication time between processors is negligible. Denote the time for a processor to compute one step of the numerical method used in the \( \mathcal{G} \) propagator by \( \tau_G \). Likewise let \( \tau_F \) denote the time for one processor to compute one step of the numerical method used as the \( \mathcal{F} \) propagator. Since multiple steps of a numerical method can be used for either \( \mathcal{G} \) or \( \mathcal{F} \), denote the number of steps as \( N_G \) and \( N_F \) respectively, and the size of the steps by \( \Delta t \) and \( \delta t \). Hence the total cost of \( \mathcal{F} \) is \( N_F \tau_F \), which is denoted \( \Upsilon_F \). We assume that the cost of applying the \( \mathcal{G} \) correction in (18) is equal to \( N_G \tau_G = \Upsilon_G \), that is, the cost of forming the difference
in (18) is negligible. Let $N$ denote the number of processors used, and $\Delta T = T/N$ the time increment per processor. Table 1 summarizes these definitions.

Assume that the prediction step is done with the $\mathcal{G}$ propagator, then for $N$ processors the cost of computing the predictor is $NN_G \tau_G = N\Upsilon_G$. Likewise the cost of each iteration of the parareal method is $NN_G \tau_G + N_F \tau_F = N\Upsilon_G + \Upsilon_F$ (assuming that the method ends with a correction step). A graphical description of the cost is shown in Figure 2. The dots in the figure indicate communication between two processors.

**Table 1.** Notation for the parareal algorithm.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
<td>Number of processors</td>
</tr>
<tr>
<td>$K$</td>
<td>Number of parareal iterations</td>
</tr>
<tr>
<td>$\tau_G$</td>
<td>Cost of the numerical method in $\mathcal{G}$</td>
</tr>
<tr>
<td>$\tau_F$</td>
<td>Cost of the numerical method in $\mathcal{F}$</td>
</tr>
<tr>
<td>$T$</td>
<td>Length of time integration</td>
</tr>
<tr>
<td>$\Delta T$</td>
<td>Time increment per processor ($T/N$)</td>
</tr>
<tr>
<td>$\Delta t$</td>
<td>Time increment for $\mathcal{G}$ propagator</td>
</tr>
<tr>
<td>$\delta t$</td>
<td>Time increment for $\mathcal{F}$ propagator</td>
</tr>
<tr>
<td>$N_G$</td>
<td>Number of $\mathcal{G}$ steps per processor ($\Delta T/\Delta t$)</td>
</tr>
<tr>
<td>$N_F$</td>
<td>Number of $\mathcal{F}$ steps per processor ($\Delta T/\delta t$)</td>
</tr>
<tr>
<td>$\Upsilon_G$</td>
<td>Total cost $\mathcal{G}$ propagator ($N_G \tau_G$)</td>
</tr>
<tr>
<td>$\Upsilon_F$</td>
<td>Total cost $\mathcal{F}$ propagator ($N_F \tau_F$)</td>
</tr>
</tbody>
</table>

**Figure 2.** Cost of the serial-parallel version of the parareal method for $K = 2$ iterations and $N = 6$ processors. The dots indicate communication between two processors.
The total cost for the predictor and $K$ parareal iterations as implemented in Figure 2 is hence

$$NN_G \tau_G + K(NN_G \tau_G + N_F \tau_F) = N \Upsilon_G + K(N \Upsilon_G + \Upsilon_F).$$  \hspace{1cm} (26)

The cost of applying $\mathcal{F}$ serially is $NN_F \tau_F = N \Upsilon_F$; hence the speedup for parareal is

$$S = \frac{N \Upsilon_F}{N \Upsilon_G + K(N \Upsilon_G + \Upsilon_F)} = \frac{1}{\frac{\Upsilon_G}{\Upsilon_F} + K \left(\frac{\Upsilon_G}{\Upsilon_F} + \frac{1}{N}\right)}.$$  \hspace{1cm} (27)

Denoting the ratio $\Upsilon_G/\Upsilon_F$ by $\alpha$ we have

$$S = \frac{1}{\alpha + K(\alpha + 1/N)}.$$  \hspace{1cm} (28)

In [6], some further assumptions are made to simplify the computation of a maximum possible speedup. Since we would like to compare the parareal solution with a serial fine solution with some fixed time step $\delta t$, $N$ and $N_F$ are related by

$$N_F = \Delta T / \delta t = \frac{T}{N \delta t}.$$  \hspace{1cm} (29)

Assume further that the same method is used for both the fine and coarse propagator, and only one step is used for the coarse propagator; that is, $N_G = 1$ and $\tau_G = \tau_F$. Then

$$\alpha = \frac{1}{N_F} = \frac{N \delta t}{T}.$$  \hspace{1cm} (30)

Under these additional assumptions, the speedup becomes

$$S = \frac{1}{(K + 1) \frac{N \delta t}{T} + \frac{K}{N}}.$$  \hspace{1cm} (31)

The maximum value of $S$ in terms of $N$ can hence be easily seen to occur when $N = N^*$, where

$$N^* = \sqrt{\frac{KT}{(K + 1) \delta t}}.$$  \hspace{1cm} (32)

This value of $N^*$ gives a maximum speedup of $S^*$ where

$$S^* = \frac{1}{2 \sqrt{\frac{T}{\delta t K(K + 1)}}}.$$  \hspace{1cm} (33)

If one considers the parallel efficiency $E = S/N$, using (28) gives

$$E = \frac{1}{N \alpha (K + 1) + K}.$$  \hspace{1cm} (34)
Clearly the parallel efficiency is bounded by \( E < 1/K \), which must be true since each parareal iteration is more expensive than computing the serial solution over the interval represented on each processor (i.e., \( \Delta T \)). Since \( K \) is usually at least 2, it is often stated that the parallel efficiency of parareal is bounded by \( \frac{1}{2} \). Using the value of \( N^* \) above, we see that the parallel efficiency at maximum speedup is \( 1/(2K) \).

### 5.2. Pipelined parareal

The version of the parareal algorithm just discussed is not the most efficient implementation possible on most current parallel architectures in which processors are able to perform different tasks at different times. Although the predictor step in parareal is certainly a serial operation, after \( P_n \) has computed the value \( U_n^0 \), it is free to immediately apply the \( \mathcal{F} \) propagator rather than wait for the predictor to be computed on all processors. We refer to such an implementation where a processor computes a step in the algorithm as soon as possible as “pipelined”. Likewise, if each processor begins computing the \( \mathcal{G} \) propagator as soon as the initial condition is available, the parareal iterations can be pipelined so that the cost is of each parareal iteration is \( N_F \tau_F + N_G \tau_G = \Upsilon_F + \Upsilon_G \) instead of \( \Upsilon_F + N \Upsilon_G \). Figure 3 demonstrates graphically the cost of a pipelined parareal implementation. Note that this form of pipelining must be modified if the computation of the predictor is less expensive than applying the \( \mathcal{G} \) corrector sweep.

The parallel speedup for pipelined parareal is

\[
S = \frac{NN_F \tau_F}{NN_G \tau_G + K(N_G \tau_G + N_F \tau_F)} = \frac{N \Upsilon_F}{N \Upsilon_G + K(\Upsilon_G + \Upsilon_F)}. \tag{35}
\]

Introducing \( \alpha = \Upsilon_G/\Upsilon_F \) as above gives a parallel speedup of

\[
S = \frac{1}{\alpha + K \left( \frac{\alpha}{N} + \frac{1}{N} \right)}. \tag{36}
\]

![Figure 3](image-url)  
**Figure 3.** Cost of the pipelined version of the parareal method for \( K = 3 \) iterations and \( N = 6 \) processors. The dots indicate communication between two processors.
Again making the simplifying assumptions from [6] of $N_G = 1$ and $\tau_G = \tau_F$, and hence $\alpha = N\delta t / T$, gives
\[
S = \frac{1}{N\delta t / T + K\left(\frac{\delta t}{T} + \frac{1}{N}\right)}.
\] (37)

which is maximized by
\[
N^* = \sqrt{KT/\delta t}.
\] (38)

This value is a factor of $\sqrt{K+1}$ larger than the value in (32), meaning that more processors can be used before the speedup saturates. This value of $N^*$ gives a maximum speedup of
\[
S^* = \frac{1}{2}\sqrt{\frac{T}{\delta t K}} \left(\frac{1}{1 + \sqrt{K}\delta t / T}\right).
\] (39)

Comparing (33) and (39) shows that pipelining increases the maximum speedup by approximately a factor of $\sqrt{K+1}$ when $\delta t / T$ is small.

The parallel efficiency for pipelined parareal is
\[
E = \frac{1}{N\alpha + K(\alpha + 1)} = \frac{1}{\alpha(N + K) + K}.
\] (40)

Hence despite the lower cost of each parareal iteration, $E < 1/K$ since the cost of each iteration is still greater than the serial cost of computing the fine solution over the interval of length $\Delta T$. In the first numerical tests presented in Section 6, for the tolerances used, $K$ is larger than 10, which unfortunately gives a low parallel efficiency. Note that the bound $E < 1/K$ holds regardless of the assumptions made about the relative cost of $\tau_G$ because in the parareal iteration, $\mathcal{F}$ is computed during every iteration.
5.3. **Parareal with SDC.** In order to examine the speedup and efficiency of the parareal/SDC hybrid method, the analysis and notation above must be modified slightly. First we assume again that parareal/SDC has been implemented in a pipelined fashion as in Figure 3. We assume that the cost of computing one substep of SDC with $\mathcal{F}$ or $\mathcal{G}$ is the same as one step of $\mathcal{F}$ or $\mathcal{G}$ for an ODE (i.e., the cost of additional residual term in the correction equation is negligible). In the implementation used for the numerical results presented here, the parareal/SDC method will converge to an SDC method that uses one time step per processor. Of relevance to the cost is the number of substeps used in the fine SDC method, and this is denoted as in Section 4.3 as $J$ (which is the number of SDC nodes used minus one). Let $\tau_F$ denote the cost of the method used for each substep in the correction step of SDC on the fine nodes. Likewise, let $\tau_G$ and $\tilde{J}$ be the corresponding constants for the $\mathcal{G}$ propagator. The total cost of the computing $\mathcal{G}$ is $J \tau_F$, which is again denoted $\Upsilon_F$. The corresponding cost for $\mathcal{G}$ is $\Upsilon_F = \tilde{J} \tau_G$.

Table 2 summarizes this notation.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
<td>Number of processors</td>
</tr>
<tr>
<td>$K$</td>
<td>Number of parareal iterations</td>
</tr>
<tr>
<td>$M$</td>
<td>Number of SDC iterations for a serial method</td>
</tr>
<tr>
<td>$\tau_G$</td>
<td>Cost of the numerical method in $\mathcal{G}$</td>
</tr>
<tr>
<td>$\tau_F$</td>
<td>Cost of the numerical method in $\mathcal{F}$</td>
</tr>
<tr>
<td>$\tilde{J}$</td>
<td>Number of substeps for coarse SDC sweep in $\mathcal{G}$</td>
</tr>
<tr>
<td>$J$</td>
<td>Number of substeps for fine SDC sweep in $\mathcal{F}$</td>
</tr>
<tr>
<td>$\Upsilon_G$</td>
<td>Total cost $\mathcal{G}$ propagator ($\tilde{J} \tau_G$)</td>
</tr>
<tr>
<td>$\Upsilon_F$</td>
<td>Total cost $\mathcal{F}$ propagator ($J \tau_F$)</td>
</tr>
</tbody>
</table>

**Table 2.** Notation for the parareal/SDC algorithm.

Assuming the method is pipelined, each parareal/SDC iteration will have a cost $J \tau_F + \tilde{J} \tau_G = \Upsilon_F + \Upsilon_G$. If the method used for the predictor also has cost per time step $\Upsilon_G$, then the total cost for $K$ iterations of parareal/SDC is $N \Upsilon_G + K (\Upsilon_F + \Upsilon_G)$.

Let $M$ denote the number of SDC iterations needed to compute the solution to the desired accuracy on a single processor using the fine SDC nodes. Then the cost of the serial SDC method will be approximately $NM \Upsilon_F$. The parallel speedup $S$ is hence

$$S = \frac{NM \Upsilon_F}{N \Upsilon_G + K (\Upsilon_G + \Upsilon_F)}.$$  \hspace{1cm} (41)

Note that this is exactly $M$ times greater than the value for the speedup for the pipelined parareal method in (35). Proceeding as in the pipelined parareal analysis above would lead to the same value for $N^*$ and a value of $S^*$ which is again $M$ times bigger than before.
Setting \( \alpha = \frac{\gamma_G}{\gamma_F} \) in (41) gives

\[
S = \frac{M}{\alpha + (K/N)(\alpha + 1)},
\]

and efficiency

\[
E = \frac{M}{N\alpha + K(\alpha + 1)} = \frac{M}{(N + K)\alpha + K}.
\]

Again, the efficiency is exactly \( M \) times greater than the value for the pipelined parareal method in (40). This is due to the fact that the cost of doing \( M \) iterations of the SDC method has been amortized over the cost of the parareal iterations. In contrast to the standard parareal method, the efficiency is not automatically bounded above by \( E < 1/K \). However, since \( M \) is fixed, for the efficiency to approach \( M/K \), the product \((N + K)\alpha\) should be as small as possible. Unfortunately, for ODEs decreasing \( \alpha \) is equivalent to decreasing the accuracy of \( \theta \), and this leads in general to an increase in \( K \) as is demonstrated in Section 6.

However for PDEs, if \( \theta \) could be computed on a coarser spatial mesh, the cost \( \tau_G \) could be reduced significantly. This idea has in fact been suggested for the parareal method as well [8; 7; 23; 26]. In the parareal method however, reducing the cost of \( \tau_G \) cannot increase the parallel efficiency beyond the bound \( E < 1/K \) since \( \mathcal{F} \) is still computed in every iteration.

5.4. Further discussion. Several comments can be made about the parallel cost and efficiency of parareal/SDC. First, it should be noted that achieving a large parallel speedup is only significant if the serial method to which one is comparing is efficient. Serial SDC methods have already been shown to be competitive in terms of cost per accuracy with higher-order Runge–Kutta and linear multistep methods [51; 43]. A comparison for explicit SDC methods and Runge–Kutta is also included in Section 6.

Secondly, in order for parareal/SDC to converge to the accuracy of the serial SDC method, \( K \) must be greater than \( M/2 \) since only \( 2K \) correction sweeps are done for \( K \) parareal iterations. In practice, since it is desirable to make \( \alpha \) small (i.e., \( \theta \) much less expensive than \( \mathcal{F} \)), then \( K \) must be closer to \( M \) to achieve the accuracy of \( M \) serial iterations of SDC. If one examines the efficiency when \( M = K \), then

\[
E = \frac{1}{(N/M + 1)\alpha + 1}.
\]

Although this still seems to scale poorly as \( N \) grows larger, it should be noted that for the solution of PDEs (which motivates this work), temporal parallelization would be combined with spatial parallelization and hence \( N \) would be chosen so that the gain in efficiency from temporal parallelization exceeds the (presumably
saturated) spatial parallelization. Also, the processors in time parallelization can be used in a cyclical nature. Rather than dividing the entire time domain by the number of processors available, the processors are employed on the first $N$ time-steps, and as the first processor finishes, it is employed to begin iterating on the $N + 1$ time step as in the parallel deferred correction methods [33; 16].

As previously mentioned, a very promising approach is to use a coarser spatial grid for $\mathcal{G}$ as is discussed in [8; 7; 23; 26]. For three-dimensional calculations, even a factor of two reduction in grid spacing results in a factor of eight reduction in the number of spatial unknowns. In this scenario, the quantity $\alpha$ could be quite small, and the efficiency could theoretically exceed $1/2$ in contrast to parareal where the efficiency is bounded by $1/K$ regardless of the cost of $\mathcal{G}$. Investigation of parareal/SDC using spatial coarsening for PDEs will be reported in a subsequent paper.

Finally, the above discussion ignores the reality that current massively parallel computers typically exhibit highly inhomogeneous communication costs between processors, and in the case of large scale grid computing, processors are not necessarily of comparable computational power. Even in a serial computation, when iterative methods are employed to solve the implicit equations associated with methods for stiff equations, the amount of work per time step can vary greatly. Furthermore, the issue of time-step adaptivity, which is critical for the efficient solution of many problems, causes further difficulties in analyzing the parallel efficiency of the time-parallel methods.

6. Numerical examples

In this section, preliminary numerical results are presented to compare the efficiency of the parareal/SDC method to standard implementations of parareal using Runge–Kutta methods for both the $\mathcal{F}$ and $\mathcal{G}$ propagators. The problems considered are taken from recent papers on parareal and focus on the effect of using SDC sweeps for the $\mathcal{F}$ and $\mathcal{G}$ propagator on the convergence of the parareal iterations.

6.1. The Lorenz oscillator. Here the effectiveness of the hybrid parareal/SDC method is explored using the Lorenz equation test problem from [27]. Specifically, we consider

$$x' = \sigma(y - x), \quad y' = x(\rho - z) - y, \quad z' = xy - \beta z.$$  \hspace{1cm} (45)

in $t \in [0, 10]$ with the usual choice of parameters $\sigma = 10$, $\rho = 28$, and $\beta = 8/3$ and initial conditions $(x, y, z)(0) = (5, -5, 20)$. The resulting solution with these parameters is very sensitive to numerical error.

The particular implementation of parareal considered in [27] uses use $N = 180$ processors and the standard explicit fourth-order RK method for both $\mathcal{G}$ and $\mathcal{F}$, where
Figure 5. Error versus number of function evaluations: serial Runge–Kutta and SDC methods for the Lorenz equation.

\( \mathcal{G} \) is implemented as a single step and \( \mathcal{F} \) 80 steps. Here, additional implementations are considered using the standard explicit third-order RK method for \( \mathcal{G} \) and explicit third-, fourth-, and eighth-order [20] RK methods (denoted here RK3, RK4, and RK8 respectively) as the \( \mathcal{F} \) propagators. The convergence and efficiency of different combinations of RK methods will be compared to parareal/SDC methods using a single explicit correction sweep of SDC as the \( \mathcal{F} \) propagator with five, seven, and nine Gauss–Lobatto nodes for each processor.

Before studying the parallel methods, the error for serial methods is first examined to understand the accuracy of different choices. Figure 5 compares the \( L_2 \) error of the solution at the final time \( T = 10 \) versus the number of function evaluations using serial Runge–Kutta and SDC methods. In the SDC methods, the RK4 method is used to compute the provisional solution at each node, and a second-order RK method is applied to the correction (2) during the deferred correction sweeps. Two, three, and four SDC sweeps respectively, are applied for the SDC methods using five, seven, and nine Lobatto nodes.

Note that the formal order of accuracy of the three SDC methods if the SDC iterations are fully converged to the collocation method would be 8, 12 and 16, but in this example, the number of SDC iterations used limits the formal order of accuracy to 8, 10, and 12. Here the computational cost of the SDC method ignores the cost of computing the numerical quadrature for the correction equations (which is done using a simple matrix-vector multiply). Figure 5 demonstrates that the numerical approximations for the SDC methods are more efficient than the third-
and fourth-order RK methods for a very modest error tolerance. For more stringent error tolerances, the efficiency of the SDC methods using seven and nine Lobatto nodes are similar to the eighth-order RK method.

In Figure 6 the error versus time step of the methods is compared. In this figure, the cost per time step of the methods is not relevant, and it is evident that the SDC methods are able to obtain the same level of accuracy as the RK methods with a much larger time step. This fact will allow a substantial increase in the efficiency of the parareal/SDC methods considered below since the increased cost per time step is amortized over parareal iterations.

Next the behavior of various implementations of the parareal and parareal/SDC methods in terms of the convergence of the parareal iterations is examined. First, the traditional parareal method using RK is examined. In Figure 7, the error at the final time is plotted versus parareal iteration for six different combinations of the $\mathcal{G}$ and $\mathcal{F}$ propagators. Two choices for $\mathcal{G}$ are used (one step of RK3 or RK4), while three choices for $\mathcal{F}$ are used (100 steps of RK3, 80 steps of RK4, or 8 steps of RK8). In each case the $\mathcal{G}$ propagator is used for the initial serial prediction step. Note that the convergence behavior for methods using the same $\mathcal{G}$ propagator are very similar.

On the other hand, the overall error after convergence of parareal depends on the accuracy of the $\mathcal{F}$ propagator. Note that the absolute accuracy of the numerical method is used in the plots, rather than the difference between the parareal iterates and the result obtained from using $\mathcal{F}$ in serial. Hence the leveling off of the error in the convergence plots gives an indication of the accuracy of the serial $\mathcal{F}$ method.
Figure 7. Convergence of parareal iterations for the Lorenz equation using different Runge–Kutta combinations for $\mathcal{G}$ and $\mathcal{F}$. In the legend, the combinations are listed as $\mathcal{G}/\mathcal{F}$.

The convergence results for parareal/SDC are presented in Figure 8. Again, six variations are presented. As before $\mathcal{G}$ is either RK3 or RK4, although these methods

Figure 8. Convergence of parareal/SDC iterations for the Lorenz equation using different combinations of Runge–Kutta for $\mathcal{G}$ and a second-order SDC sweep for $\mathcal{F}$ with different number of nodes. In the legend, the combinations are listed as $\mathcal{G}/\mathcal{F}$. 
are now applied to the correction (2). The \( \mathcal{F} \) propagator is done using a single sweep of (2) using the first order method in (7) for each node. This means that \( \mathcal{F} \) requires only 4, 6, and 8 function evaluations for the methods using 5, 7, and 9 Lobatto nodes respectively. As in Figure 7, the data in Figure 8 show that the number of parareal iterations required to converge depends on \( \mathcal{G} \) while the overall accuracy depends on \( \mathcal{F} \) (here the number of Lobatto nodes).

Next the convergence behavior of traditional parareal and parareal/SDC methods is compared in Figure 9. Of interest is whether the use of a low-order corrector for \( \mathcal{F} \) in the parareal/SDC method adversely affects the number of iterations required for convergence. The left panel in Figure 9 shows the convergence for methods using RK3 in \( \mathcal{G} \) and different choices of RK and SDC for \( \mathcal{F} \). The right panel shows the corresponding data using RK4 for \( \mathcal{G} \). The data demonstrate that replacing the full accuracy RK solve in \( \mathcal{F} \) with a single SDC sweep does not significantly affect the convergence of the parareal iterates for this example. As observed above, the convergence behavior depends mainly on the accuracy of \( \mathcal{G} \) for both methods and the number of iterations needed to converge to a given tolerance is very similar parareal and parareal/SDC methods.

Of greater interest here however is the total parallel computational cost of the parareal and parareal/SDC methods. Hence Figure 10 shows the convergence of parareal iterations versus total parallel cost for traditional parareal methods using

![Figure 9](image_url)

**Figure 9.** Convergence of parareal and parareal/SDC methods for the Lorenz equation. The methods in the left panel use explicit RK3 for \( \mathcal{G} \), while those in the right panel use explicit RK4.
RK methods for \( \mathcal{G} \) and \( \mathcal{F} \). The cost is computed using the assumption of a pipelined implementation as explained in Section 5.2 and is based on the number of explicit function evaluations: communication cost is ignored. Figure 10 shows that the total parallel cost is dominated by the cost of \( \mathcal{F} \). Although using RK4 for \( \mathcal{G} \) rather than RK3 reduces the number of iterations required somewhat, this is offset by the increased cost of RK4. Since the use of higher-order methods for \( \mathcal{F} \) is more efficient in terms of accuracy per functions evaluations (see Figure 5), the total parallel cost for methods using RK8 for \( \mathcal{F} \) is substantially less than those using RK3 and RK4.

Next consider the parallel cost for parareal/SDC shown in Figure 11. Again a pipelined implementation is assumed, and since only function evaluations are counted, the cost of the computing the numerical quadrature and interpolating the correction computed by \( \mathcal{G} \) (both of which are simple matrix multiplications) is not included. The most notable difference in the data is that the total computational cost of the parareal/SDC method is dominated by the cost of the initial serial \( \mathcal{G} \) sweep. As noted before, this fact suggests that using spatial coarsening for \( \mathcal{G} \) for PDEs could increase the efficiency of parareal/SDC methods significantly.

Finally, the total parallel cost for both traditional parareal using RK and parareal/SDC is compared in Figure 12. Since the methods use the same predictor, the cost is identical at the end of the serial predictor step, but it is evident that the much reduced cost of using SDC for \( \mathcal{F} \) greatly reduces the total computational cost. Specifically, the cost of \( \mathcal{F} \) for the parareal/SDC method is either 4, 6, or 8 function
Figure 11. Error versus parallel computational cost of the parareal/SDC method using different combinations of $G$ and $F$ (listed as $G/F$ in the legend) for the Lorenz equation.

Figure 12. Comparison of total parallel cost for parareal and parareal/SDC methods for the Lorenz equation.

evaluations while for the RK based parareal method, it is 300, 320, or 88 function evaluations.
6.2. A PDE example. Next, the performance of the parareal/SDC method is demonstrated for a discretized partial differential equation, namely the viscous Burgers equation

\[ u_t + uu_x = \nu u_{xx}, \quad u(x, 0) = g(x). \]

The spatial domain for all experiment is the periodic interval \([0, 1]\), with initial data given by \(g(x) = \sin(2\pi x)\), and \(\nu = 1/50\). This example is also considered in [27], although there a second-order finite difference spatial discretization with first-order backward Euler in time is used. Here, a semi-implicit or IMEX temporal discretization is used, and the finite difference discretization is replaced by a pseudospectral approach (with no de-aliasing). The semi-implicit time stepping requires only the diffusive piece to be treated implicitly; hence the implicit problem is linear (and here solved in spectral space).

For the parareal/SDC method, 7 Gauss–Lobatto nodes are used in the \(F\) propagator with a first-order semi-implicit corrector. For \(G\), either 1 or 2 steps of a first-order semi-implicit corrector is used. In each of the tests below, the error reported is the maximum of the error at the final time as compared to a highly resolved reference solution computed with Runge–Kutta and not the solution generated by using \(F\) in serial. Note that the reference solution is computing using the same number of spatial unknowns as the problem being run, so the solution to the PDE is not necessarily fully resolved in space.

In the first set of tests, 64 spatial grid points are used, and the convergence behavior for runs of different length of integration is compared. Specifically, the simulations are run to final time \(T = 0.1, T = 0.5,\) and \(T = 1.0\). In all cases, the time interval for each processor is 1/100; hence 10, 50, and 100 processors are used. In Figure 13, the results are displayed in the left panel using one step of forward/backward Euler for \(G\) and in the right panel for two steps of forward/backward Euler. In these figures, one does not observe the exponential convergence of the error in the parareal iterations as is evident in the examples for the Lorenz equation. This is due to the fact that the convergence of the SDC iteration is slower in this example than the convergence of the parareal iterations for short time (Note in particular the nearly constant convergence rate for the \(T = 0.1\) example). Note also in the right panel that the increase in the accuracy of \(G\) from using an additional step of forward/backward Euler increases the rate of convergence of the parareal/SDC iterations.

In the next set of tests, the integration time is fixed at \(T = 1\) with 100 processors, but the number points used in the spatial discretization is varied. Figure 14 shows the convergence behavior for 64, 128, and 256 spatial points. The data show that the convergence behavior is completely unaffected by the number of spatial variables used.
In the final set of tests, the integration time is fixed at $T = 1$ with a grid size of 64 spatial points, but the number of processors is varied. Figure 15 shows the convergence behavior for $N = 20, 40$ and 100 for 1 step of forward/backward Euler for $\mathcal{G}$ in the left panel, and 2 steps in the right panel. The fact that the parareal iterates are converging faster for a larger number of processors is again due to the increased accuracy of $\mathcal{G}$. As the number of processors is increased, the coarse time step gets smaller and hence $\mathcal{G}$ becomes more accurate. Hence the number of iterations needed to converge decreases.

A few words should be said regarding any comparison in cost to the method in [27]. First, the $\mathcal{F}$ propagator in [27] is based on 10 steps of backward Euler for the first set of test cases. Here, the $\mathcal{F}$ method is 6 substeps of a semi-implicit method applied in the SDC sweep. Depending on the efficiency of solving the nonlinear equation for the fully implicit method, the semi-implicit approach could
be substantially more efficient. The biggest difference between the two approaches is in the overall accuracy, which for the high-order SDC-based method used here is over ten orders of magnitude smaller than that achieved with the first-order temporal method used in [27].

7. Conclusions

A new strategy for combining deferred corrections and the parareal method for the temporal parallelization of ordinary differential equations first presented in [53] is further developed and evaluated. One can regard the parareal/SDC strategy as either a way to parallelize SDC methods in time or as a way to increase the efficiency of parareal methods by reducing the computational cost of the propagator.

The motivation of this research is to develop parallel-in-time strategies to be combined with spatial parallelization for massively parallel computations of PDEs,
particularly in computational fluid dynamics. One of the significant features of the parareal/SDC approach is that the greatly reduced cost of computing $\mathcal{F}$ means that reducing the cost of $\mathcal{G}$ by using a coarser spatial grid could increase the overall parallel efficiency significantly. Results in this direction will be reported in the future.

Other possibilities for further increasing the efficiency of the parareal/SDC approach include the use of Krylov methods to accelerate the convergence of the parareal/SDC iterations. Krylov acceleration methods have already been studied for serial SDC methods for both ODEs and DAEs [35; 36; 12], as well as for the traditional parareal method [28], although the effectiveness of these methods for large scale PDEs has not yet been demonstrated. Another possibility concerns the use of iterative solvers within implicit or semi-implicit temporal methods for PDEs. It seems reasonable that the error tolerance within implicit solvers could

Figure 15. Parareal/SDC convergence for different numbers of processors. Each run is to the final time $T = 1$ with 64 spatial grid points.
be dynamically decreased as the parareal iterations progress, but this may affect the convergence of the parareal iterations. In the parareal/SDC approach, a very good initial guess for these implicit solves is available from the previous parareal iteration. In conclusion, despite the promising initial results reported here, avenues for further improvement need to be pursued.

**Appendix: Pseudo-code of the parareal/SDC method**

The following is the pseudocode for a semi-implicit parareal/SDC implementation using the first-order time-stepping method in (12) and (15).

**Serial initialization:**

FOR $n = 0 \ldots N - 1$

COMMENT: Get initial data

IF $n = 0$

$\tilde{U}_{1,1}^0 = u(0)$

ELSE

Receive $\tilde{U}_{n-1,j}^0$ from $P_{n-1}$

Set $\tilde{U}_{n,1}^0 = \tilde{U}_{n-1,j}^0$.

END IF

COMMENT: Compute solution at coarse time nodes

FOR $j = 0 \ldots J - 1$

$\tilde{U}_{n,j+1}^0 = \tilde{U}_{n,j}^0 + \Delta t_j (F_E(t_j, \tilde{U}_{n,j}^0) + F_I(t_{j+1}, \tilde{U}_{n,j+1}^0))$

END FOR

COMMENT: Send data forward

IF $n < N - 1$

Send $\tilde{U}_{n,j}^0$ to $P_{n+1}$

END IF

END FOR

**Parallel iteration:**

FOR $k = 1 \ldots K$

DO in parallel on $P_n$, $n = 0 \ldots N - 1$

COMMENT: Update values at fine time steps

IF $k = 1$

INTERPOLATE $\tilde{U}_{n,j}^k$ at coarse times to form $U_{n,j}^k$ at fine points

COMPUTE $f(t_j, U_{n,j}^k)$ for $j = 1 \ldots J$.

ELSE

INTERPOLATE $\tilde{U}_{n,j}^k - U_{n,j}^{k-1}$ at coarse times to form $U_{n,j}^k$ at fine points

END IF
COMMENT: Compute time integral of fine solution at fine nodes
COMPUTE \( S_j^{j+1} f(t_n, U_n^k) \) for \( j = 0 \ldots J - 1 \) using spectral integration

COMMENT: Do a fine SDC sweep
FOR \( j = 0 \ldots J - 1 \)
\[
U_{n,j+1}^k = U_{n,j}^k + \Delta t_j \left( F_E(t_j, U_{n,j}^k) + F_I(t_{j+1}, U_{n,j+1}^k) \right) + S_j^{j+1} f(t_n, U_n^k)
\]
END FOR

COMMENT: Compute time integral of fine solution at coarse nodes
COMPUTE \( S_j^{j+1} f(\tilde{t}_n, U_n^k) \) \( \tilde{j} = 0 \ldots \tilde{J} - 1 \) by summing \( S_j^{j+1} f(t_n, U_n^k) \)

COMMENT: Get new initial data
IF \( n = 0 \)
SET \( U_{0,1}^k = \tilde{U}_{0,1}^{k-1} \),
SET \( f(t_n, U_{0,1}^k) = f(t_n, \tilde{U}_{0,1}^{k-1}) \)
ELSE
RECEIVE \( \tilde{U}_{n-1,j}^k \) from \( P_{n-1} \)
SET \( U_{n,1}^0 = \tilde{U}_{n-1,\tilde{j}}^{k-1} \)
COMPUTE \( f(t_n, U_{n,1}^k) = f(t_n, U_{n,1}^k) \)
END IF

COMMENT: Do a coarse SDC sweep
FOR \( \tilde{j} = 0 \ldots \tilde{J} - 1 \)
\[
\tilde{U}_{n,j+1}^k = \tilde{U}_{n,j}^k + \Delta \tilde{t}_j \left( F_E(t_{\tilde{j}}, \tilde{U}_{n,j}^k) + F_I(t_{\tilde{j}+1}, \tilde{U}_{n,j+1}^k) \right) + S_{\tilde{j}}^{\tilde{j}+1} f(\tilde{t}_n, \tilde{U}_n^k)
\]
END FOR

COMMENT: Send data forward
IF \( n < P - 1 \)
Send \( U_{n,j}^k \) to \( P_{n+1} \)
END IF
END DO
END FOR
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