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The cubic case of Vinogradov’s mean value theorem

D. R. Heath-Brown

We present a self-contained proof of the cubic case of Vinogradov’s mean value
theorem, based on Wooley’s “efficient congruencing” approach.

1. Introduction

In a remarkable series of papers, Wooley [2012; 2013; 2015; 2016; 2017], and
in collaboration with Ford [Ford and Wooley 2014], has made dramatic progress
with Vinogradov’s mean value theorem. This culminated in the full proof of the
main conjecture, by Bourgain, Demeter and Guth [Bourgain et al. 2016], using
rather different methods — but see [Wooley 2019] for a subsequent treatment by the
original approach. Wooley’s survey article [2014] gives an excellent introduction
to his results and their applications.

The mean value theorem concerns the integer Js,k(X) defined as the number of
solutions (x1, . . . , x2s) ∈ N2s of the simultaneous equations

x j
1 + · · · + x j

s = x j
s+1 + · · · + x j

2s (1 ≤ j ≤ k) (1)

with x1, . . . , x2s ≤ X . Here X ≥ 1 is an arbitrary real number, and s and k are
positive integers, which one treats as being fixed. The key feature of this system is
that if (x1, . . . , x2s) is a solution, so is any translate (x1 + c, . . . , x2s + c).

The various forms of the Vinogradov mean value theorem give upper bounds
for Js,k(X). It is not hard to see that

Js,k(X) ≫s,k X s
+ X2s−k(k+1)/2,

for X ≥ 1, and the central conjecture is that

Js,k(X) ≪s,k,ε X ε(X s
+ X2s−k(k+1)/2)

for any ε > 0. “Classically” this was known for k = 1 and 2, for s ≤ k + 1, and
for s ≥ s0(k) with a value s0(k) ≪ k2 log k. However Wooley [2012] showed that
one may take s0(k) = k2

+ k. Moreover, in [Wooley 2016], he showed that the full
conjecture holds for k = 3.

MSC2020: primary 11L15; secondary 11D45, 11L07.
Keywords: exponential sum, mean value, cubic, Vinogradov.
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2 D. R. HEATH-BROWN

The purpose of this paper is to present a much simplified version of Wooley’s
methods, sufficient to handle the case k = 3.

Theorem. We have
J6,3(X) ≪ε X6+ε

for any fixed ε > 0.

It is trivial from (2) below that if s and t are any positive integers then we will
have Js+t,k(X) ≤ X2t Js,k(X) and Js,k(X) ≤ Js+t,k(X)s/(s+t). Thus for k = 3 we
can deduce the general case of the conjecture immediately from the theorem.

It should be stressed that, while the argument of the present paper appears cleaner
and shorter than that presented by Wooley [2016], the underlying principles are the
same.

2. Outline of the proof

Investigations into the mean value theorem depend crucially on an alternative
interpretation of Js,k(X) in terms of exponential sums. If α ∈ Rk we write

fk(α; X) = f (α) =

∑
x≤X

e(α1x + · · · +αk xk),

whence

Js,k(X) =

∫
(0,1]k

| f (α)|2s dα. (2)

Our version of the efficient congruencing method will also use the exponential sums

fk(α; X, ξ, a) = fa(α; ξ) =

∑
x≤X

x≡ξ (mod pa)

e(α1x + · · · +αk xk),

where p is prime and a is a positive integer exponent. The prime p ≥ 5 will be
chosen to be a small power of X . Since it will not change during the argument we
will not include it explicitly among the parameters for fa(α; ξ). Taking s and k as
fixed we will write

Im(X; ξ, η; a, b) =

∫
(0,1]k

| fa(α; ξ)|2m
| fb(α; η)|2(s−m) dα, (0 ≤ m ≤ s − 1),

which counts solutions of (1) in which

xi ≡ ξ (mod pa) (1 ≤ i ≤ m and s + 1 ≤ i ≤ s + m),

and
xi ≡ η (mod pb) (m + 1 ≤ i ≤ s and s + m + 1 ≤ i ≤ 2s).
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We will use this notation even when pa or pb is larger than X . We observe that
when m = 0 we have

I0(X; ξ, η; a, b) =

∫
(0,1]k

| fb(α; η)|2s dα,

which is independent of ξ and a.
We will also work with Im(X; a, b) defined by

I0(X; a, b) = max
η (mod pb)

I0(X; ξ, η; a, b)

and
Im(X; a, b) = max

ξ ̸≡η (mod p)
Im(X; ξ, η; a, b) (1 ≤ m ≤ s − 1).

The condition ξ ̸≡η (mod p) is the last remaining vestige of Wooley’s “conditioning”
step. Wooley [2016, page 538] uses functions I m

a,b(X) and K m
a,b(X), both of which

correspond to our function Im(X; a, b). We are able to work with a single (simpler)
function because we have a simpler version of the conditioning process.

Although many of our results can be proved for general s and k we shall now
specialize to the case s =6, k =3, and write J (X)= J6,3(X) for brevity. We proceed
to present a series of estimates relating J (X) and Im(X; a, b) for m = 0, 1, 2, with
various values of a and b. Iterating these will ultimately establish our theorem. The
lemmas below will be proved in the next section. For the time being we content
ourselves with stating the results, and showing how they lead to the theorem.

When m = 0 we can relate I0(X; a, b) to J (X) as follows.

Lemma 1. If pb
≤ X we have

I0(X; a, b) ≤ J (2X/pb).

Our next result shows how to bound J (X) in terms of I2(X; 1, 1).

Lemma 2. If p ≤ X we have

J (X) ≪ pJ (2X/p) + p12 I2(X; 1, 1).

One way to compare values of I1(X; a, b) and I2(X; a, b) is by applying Hölder’s
inequality. We give two such estimates.

Lemma 3. We have

I2(X; a, b) ≤ I2(X; b, a)1/3 I1(X; a, b)2/3

irrespective of the size of p.

Lemma 4. If pb
≤ X we have

I1(X; a, b) ≤ I2(X; b, a)1/4 J (2X/pb)3/4.
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Next we show how successively larger values of a and b arise.

Lemma 5. For any p we have

I1(X; a, b) ≤ p3b−a I1(X; 3b, b)

if 1 ≤ a ≤ 3b.

Lemma 6. For any prime p we have

I2(X; a, b) ≤ 2bp4(b−a) I2(X; 2b − a, b)

whenever 1 ≤ a ≤ b.

We are now ready to assemble all these results to prove the following recursive
estimate for I2.

Lemma 7. If 1 ≤ a ≤ b and pb
≤ X we have

I2(X; a, b) ≤ 2bp−10a/3+14b/3 I2(X; b, 2b − a)1/3 I2(X; b, 3b)1/6 J (2X/pb)1/2.

The reader may note that the above inequality is a neat form of the bound in
Lemma 5.2 of [Wooley 2016].

For the proof we successively apply Lemmas 6, 3, 5 and 4, giving

I2(X; a, b)

≤ 2bp4(b−a) I2(X; 2b − a, b)

≤ 2bp4(b−a) I2(X; b, 2b − a)1/3 I1(X; 2b − a, b)2/3

≤ 2bp4(b−a) I2(X; b, 2b − a)1/3
{p3b−(2b−a) I1(X; 3b, b)}2/3

≤ 2bp4(b−a)+2(a+b)/3 I2(X; b, 2b − a)1/3
{I2(X; b, 3b)1/4 J (2X/pb)3/4

}
2/3

= 2bp−10a/3+14b/3 I2(X; b, 2b − a)1/3 I2(X; b, 3b)1/6 J (2X/pb)1/2.

Here we should observe that, in applying Lemma 5 to I1(X; 2b−a, b), the necessary
condition “a ≤ 3b” is satisfied, since 2b − a ≤ 3b.

Everything is now in place to complete the proof of the theorem. We note the
trivial upper bound J (X) ≪ X12 and the trivial lower bound J (X) ≥ [X ]

6
≫ X6

(coming from the obvious diagonal solutions xi = x6+i for i ≤ 6). Thus we may
define a real number 1 ∈ [0, 6] by setting

1 = inf{δ ∈ R : J (X) ≪ X6+δ for X ≥ 1}. (3)

It follows that we will have J (X) ≪ε X6+1+ε for any ε > 0. Our goal of course is
to show that 1 = 0.

We observe that
I2(X; a, b) ≤ J (X) ≪ε X6+1+ε
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for 1 ≤ a ≤ b, and hence that

I2(X; a, b) ≪ε X6+1+ε p−2a−4b p3(3b−a), (4)

since 3(3b − a) ≥ 2a + 4b for a ≤ b. We now proceed to use Lemma 7 to prove,
by induction on n, that

I2(X; a, b) ≪ε,n,a,b X6+1+ε p−2a−4b p(3−n1/6)(3b−a) (5)

for any integer n ≥ 0, provided that

1 ≤ a ≤ b (6)
and

p3nb
≤ X. (7)

The base case n = 0 is exactly the bound (4). The reader may be puzzled by the
choice of the exponent for p in (5). We shall discuss this further in the final section.

Given (5) we have

I2(X; b, 2b − a) ≪ε,n,a,b X6+1+ε p−2b−4(2b−a) p(3−n1/6)(3(2b−a)−b)

= X6+1+ε p4a−10b p(3−n1/6)(5b−3a).

Note that the conditions corresponding to (6) and (7) are satisfied if

p3n+1b
≤ X.

since we will have 1 ≤ b ≤ 2b − a whenever 1 ≤ a ≤ b, and

p3n(2b−a)
≤ p3n+1b

≤ X.

In a similar way, (5) implies that

I2(X; b, 3b) ≪ε,n,b X6+1+ε p−2b−12b p(3−n1/6)(9b−b)

= X6+1+ε p−14b p(3−n1/6)(8b)

the conditions corresponding to (6) and (7) holding whenever b ≥ 1.
Finally we have

J (2X/pb) ≪ε X6+1+ε p−6b−1b

provided that pb
≤ X . Feeding these estimates into Lemma 7 we deduce that

I2(X; a, b) ≪ε,n,a,b p−10a/3+14b/3
{X6+1+ε p4a−10b p(3−n1/6)(5b−3a)

}
1/3

× {X6+1+ε p−14b p(3−n1/6)(8b)
}

1/6
{X6+1+ε p−6b−1b

}
1/2

= X6+1+ε p−2a−4b p(3−n1/6)(3b−a) p−1b/2

≤ X6+1+ε p−2a−4b p(3−(n+1)1/6)(3b−a),

since b/2 ≥ (3b − a)/6. This provides the required induction step.
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Having established (5) we apply it with a = b = 1, and p chosen to lie in the
range

1
2 X1/3n

≤ p ≤ X1/3n
.

There will always be a suitable p ≥ 5 if

X ≥ 103n
.

We then deduce from Lemma 2 that

J (X) ≪ pJ (2X/p) + p12 I2(X; 1, 1) ≪ε,n p(X/p)6+1+ε
+ X6+1+ε p12−n1/3.

If 1 were strictly positive we could choose n sufficiently large that n1 ≥ 39, and
would then conclude that

J (X) ≪ε,n X6+1+ε p−1
≪ε,n X6+1−3−n

+ε,

contradicting the definition (3). We must therefore have 1 = 0, as required for the
theorem.

The reader will probably feel that the final stages of the argument, from (5)
onward, are lacking in motivation. The final section of the paper will offer an
explanation for the route chosen.

3. Proof of the lemmas

We begin by examining Lemma 1. We observe that there is an η ∈ (0, pb
] such that

I0(X; a, b) counts solutions to (1) in which each xi takes the shape η + pb yi , with
integer variables yi . We will have 0 ≤ yi ≤ X/pb. Thus if we set zi = yi + 1 we
find that 1 ≤ zi ≤ 1 + X/pb

≤ 2X/pb, in view of our condition pb
≤ X . Moreover

we know that if the xi satisfy (1) then so too will the yi and the zi . It follows that
I0(X; a, b) ≤ Js,k(2X/pb) as claimed.

To prove Lemma 2 we split solutions of (1) into congruence classes for which
xi ≡ ξi (mod p) for 1 ≤ i ≤ 12. The number of solutions in which

x1 ≡ · · · ≡ x12 (mod p)

is at most ∑
η (mod p)

I0(X; 0, η; 1, 1) ≤ pI0(X; 1, 1) ≤ pJ (2X/p),

by Lemma 1. For the remaining solutions to (1) there is always a pair of variables
that are incongruent modulo p, and it follows that there exist ξ ̸≡ η (mod p) such
that

J (X) ≤ pJ (2X/p) +

(12
2

)
p(p − 1)

∫
(0,1]3

| f1(α; ξ) f1(α; η) f (α)10
| dα.
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By Hölder’s inequality we have∫
(0,1]3

| f1(α; ξ) f1(α; η) f (α)10
| dα

≤

{∫
(0,1]3

| f1(α; ξ)|4| f1(α; η)|8 dα

}1/12{∫
(0,1]3

| f1(α; ξ)|8| f1(α; η)|4 dα

}1/12

×

{∫
(0,1]3

| f (α)|12 dα

}5/6

,

whence

J (X) ≪ pJ (2X/p) + p2 I2(X; 1, 1)1/12 I2(X; 1, 1)1/12 J (X)5/6.

We deduce that
J (X) ≪ pJ (2X/p) + p12 I2(X; 1, 1),

as required for the lemma.
Lemma 3 is a trivial application of Hölder’s inequality. We have

I2(X; ξ, η; a, b)

=

∫
(0,1]3

| fa(α; ξ)|4| fb(α; η)|8 dα

≤

{∫
(0,1]3

| fa(α; ξ)|8| fb(α; η)|4 dα

}1/3{∫
(0,1]3

| fa(α; ξ)|2| fb(α; η)|10 dα

}2/3

≤ I2(X; b, a)1/3 I1(X; a, b)2/3,

and the lemma follows.
For Lemma 4 we note that

I1(X; ξ, η; a, b)

=

∫
(0,1]3

| fa(α; ξ)|2| fb(α; η)|10 dα

≤

{∫
(0,1]3

| fb(α; ξ)|4| fa(α; η)|8 dα

}1/4{∫
(0,1]3

| fb(α; η)|12 dα

}3/4

≤ I2(X; b, a)1/4 I0(X; b, b)3/4

≤ I2(X; b, a)1/4 J (2X/pb)3/4,

by Hölder’s inequality and Lemma 1.
Turning next to Lemma 5 we note that I1(X; ξ, η; a, b) counts solutions of (1)

in which xi = ξ + pa yi for i = 1 and i = 7, and xi = η + pb yi for the remaining
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indices i . If we set ν = ξ − η we deduce that the variables

zi =

{
ν + pa yi i = 1 or 7,

pb yi otherwise,

also satisfy (1). In particular, the equation of degree j = 3 yields

(ν + paz1)
3
≡ (ν + paz7)

3 (mod p3b).

Now, crucially, we use the fact that ξ ̸≡ η (mod p), whence p ∤ν. It follows that we
must have ν + paz1 ≡ ν + paz7 (mod p3b), and hence z1 ≡ z7 (mod p3b−a). We
therefore have x1 ≡ x7 ≡ ξ ′ (mod p3b) for one of p3b−a possible values of ξ ′, so
that

I1(X; ξ, η; a, b) ≤ p3b−a I1(X; 3b, b),

which suffices for the lemma.
Finally we must handle Lemma 6. We note that I2(X; ξ, η; a, b) counts solutions

of (1) in which xi = ξ+pa yi for i =1, 2, 7 and 8, and xi =η+pb yi for the remaining
indices i . As in the proof of Lemma 5 we set ν = ξ −η and zi = xi −η, so that the
zi also satisfy (1). We will have pb

| zi for 3 ≤ i ≤ 6 and 9 ≤ i ≤ 12, whence

(ν + pa y1)
j
+ (ν + pa y2)

j
≡ (ν + pa y7)

j
+ (ν + pa y8)

j (mod pbj ) (1 ≤ j ≤ 3)

with ν = ξ − η ̸≡ 0 (mod p). We shall use only the congruences for j = 2 and 3.
On expanding these we find that

2νS1 + pa S2 ≡ 0 (mod p2b−a) (8)
and

3ν2S1 + 3νpa S2 + p2a S3 ≡ 0 (mod p3b−a),

where
S j = y j

1 + y j
2 − y j

7 − y j
8 ( j = 1, 2, 3).

Eliminating S1 from these yields

3νpa S2 + 2p2a S3 ≡ 0 (mod p2b−a),

whence
3νS2 + 2pa S3 ≡ 0 (mod p2b−2a).

Moreover (8) trivially implies that

2νS1 + pa S2 ≡ 0 (mod p2b−2a).

It appears that we have wasted some information here, but the above congruences
are sufficient.

We now call on the following result, which we shall prove at the end of this
section.
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Lemma 8. With the notations above for S j , let N (p; a, c) denote the number of
solutions (y1, y2, y7, y8) modulo pc of the congruences

2νS1 + pa S2 ≡ 3νS2 + 2pa S3 ≡ 0 (mod pc).

Then if a ≥ 1 and c ≥ 0 we will have N (p; a, c) ≤ (c + 1)p2c.

If yi ≡ yi0 (mod p2(b−a)) for i = 1, 2, 7, 8 then xi ≡ ξi (mod p2b−a), with
ξi = ξ + pa yi0. The number of solutions to (1) counted by I2(X; ξ, η; a, b) for
which yi ≡ yi0 (mod p2(b−a)) is then given by∫

(0,1]3
f2b−a(α; ξ1) f2b−a(α; ξ2) f2b−a(α; ξ7) f2b−a(α; ξ8)| fb(α; η)|8 dα

≤

∫
(0,1]3

∣∣∣∣ ∏
i=1,2,6,7

f2b−a(α; ξi )

∣∣∣∣| fb(α; η)|8 dα

≤

∏
i=1,2,6,7

{∫
(0,1]3

| f2b−a(α; ξi )|
4
| fb(α; η)|8 dα

}1/4

≤

∏
i=1,2,6,7

I2(X; ξi , η; 2b − a, b)1/4

≤ I2(X; 2b − a, b),

by Holder’s inequality. It then follows from Lemma 8 that

I2(X; a, b) ≤ N
(

p; a, 2(b − a)
)
I2(X; 2b − a, b) ≤ 2bp4(b−a) I2(X; 2b − a, b)

as required.
It remains to prove Lemma 8, for which we use induction on c. The base case

c = 0 is trivial. When c = 1 we have p | S1 and p | S2 and the number of solutions
is 2p2

− p, which is also satisfactory. In general we shall say that a solution
(y1, y2, y7, y8) is singular if

y1 ≡ y2 ≡ y7 ≡ y8 (mod p),

and nonsingular otherwise. For a nonsingular solution the vectors

∇(2νS1 + pa S2) and ∇(3νS2 + 2pa S3)

are not proportional modulo p, since a ≥ 1 and p ∤6ν. It follows that a nonsingular
solution (y1, y2, y7, y8) of the congruences modulo pc will lift to exactly p2 solu-
tions modulo pc+1. Thus if we write N0(p; a, c) for the number of nonsingular
solutions modulo pc we will have N0(p; a, c) ≤ 2p2c, by induction.

For a singular solution we have

y1 ≡ y2 ≡ y7 ≡ y8 ≡ β (mod p),
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say. If we write yi = β + pui and

S′

j = u j
1 + u j

2 − u j
7 − u j

8

we find that
2νS1 + pa S2 = 2(ν + βpa)pS′

1 + pa+2S′

2

and

3νS2 + 2pa S3 = 6β(ν + βpa)pS′

1 + 3(ν + 2βpa)p2S′

2 + 2pa+3S′

3.

Hence

2ν ′ pS′

1 + pa+2S′

2 ≡ 6βν ′ pS′

1 + 3(ν ′
+ βpa)p2S′

2 + 2pa+3S′

3 ≡ 0 (mod pc)

with ν ′
= ν + βpa

̸≡ 0 (mod p). Eliminating S′

1 from the second expression yields

3ν ′ p2S′

2 + 2p3+a S′

3 ≡ 0 (mod pc)

and we deduce that

2ν ′S′

1 + pa+1S′

2 ≡ 0 (mod pc−1) (9)
and

3ν ′S′

2 + 2pa+1S′

3 ≡ 0 (mod pc−2). (10)

Since we are counting values of yi modulo pc we have to count values of ui modulo
pc−1. However any solution of

2ν ′S′

1 + pa+1S′

2 ≡ 3ν ′S′

2 + 2pa+1S′

3 ≡ 0 (mod pc−2)

modulo pc−2 lifts to exactly p3 solutions of the two congruences (9) and (10)
modulo pc−1, since

∇(2ν ′S′

1 + pa+1S′

2) ≡ 2ν ′(1, 1, −1, −1) ̸≡ 0 (mod p).

It follows that (9) and (10) have p3 N (p; a + 1, c − 2) solutions for each of the p
possible choices of β, provided of course that c ≥ 2.

We are therefore able to conclude that

N (p; a, c) ≤ N0(p; a, c) + p4 N (p; a + 1, c − 2) ≤ 2p2c
+ p4 N (p; a + 1, c − 2)

for c ≥ 2, and the lemma then follows by induction on c.
We conclude this section by remarking that in this final inductive argument, we

have estimates of the same order of magnitude for both the number of singular
solutions and the number of nonsingular solutions. When one tries to generalize the
argument to systems of more congruences the singular solutions can dominate the
count in an unwelcome way. It is for this reason that Wooley’s approach requires a
“conditioning” step in general, in order to remove singular solutions at the outset.
Fortunately we just manage to avoid this in our situation.
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4. Remarks on the conclusion to the proof

This final section is intended to shed some light on the argument that leads from
Lemma 7 to the theorem. In particular the reader may be curious as to how one is
led to formulate the induction hypothesis (5). The issue is that repeated applications
of Lemma 7, starting from I2(X; 1, 1) for example, produce values of I2(X; a, b)

with a large number of different pairs a, b; and one wants an induction hypothesis
that will apply successfully to all of them.

Suppose one assumes that J (X) ≪ε X θ+ε for any ε > 0 and that for any positive
integers a ≤ b one has

I2(X; a, b) ≪ε X θ+ε pαa+βb (11)

for some constants α and β, for a suitable range p ≤ X δ(α,β), say.
Then Lemma 7 yields

I2(X; a, b) ≪b X θ pα′a+β ′b

for a ≤ b, with new constants

α′
= −

10
3 −

1
3β, β ′

=
14
3 +

1
2α +

7
6β −

1
2θ.

We can express this by writing(
α′

β ′

)
= c + M

(
α

β

)
,

with

c =

(
−10/3

14/3−θ/2

)
, M =

(
0 −1/3

1/2 7/6

)
.

Starting with α = β = 0, for example, we obtain inductively a succession of
bounds of the shape (11), with(

α

β

)
=

(
αn
βn

)
= c + Mc + · · · + Mn c.

The matrix M has eigenvalues 1 and 1
6 , and can be diagonalized as P D P−1 with

P =

(
−1 −2
3 1

)
, D =

(
1 0
0 1

6

)
.

It then follows that(
αn
βn

)
= n P

(
1 0
0 0

)
P−1c + O(1) =

(6 − θ)n
5

(
−1
3

)
+ O(1)

as n tends to infinity. For any starting pair a, b we will have 3b −a ≥ 2b ≥ 2. Thus
if θ > 6 we will eventually have αna + βnb < −1, say, for suitably large n.
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We therefore obtain
I2(X; a, b) ≪ε X θ+ε p−1

for p ≤ X δ, for some δ = δn depending on θ . This leads to a contradiction, as in
Section 2.

We therefore see that the crucial feature of Lemma 7 is that it leads to a matrix
M having its largest eigenvalue equal to 1. The corresponding eigenvector is
(α, β) = (−1, 3), and the argument of Section 2 has therefore been expressed in
terms of the linear combination 3b − a.
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Exceptional zeros, sieve parity, Goldbach

John B. Friedlander and Henryk Iwaniec

We survey connections between the possible existence of exceptional real zeros of
Dirichlet L-functions and the sieve parity barrier and then show how recent work
tying them to the Goldbach problem can be viewed in a considerably generalized
framework.

1. Introduction

A fundamental problem in analytic number theory is that of establishing excellent
upper and lower bounds in general sieve methods, most especially in the linear sieve.
Following a great deal of progress, stretching now over a century, one gradually
became aware of a general “parity barrier” which governs the limitations of what
one can hope to accomplish, at least in general.

A fundamental problem in analytic number theory is that of establishing zero-free
regions for Dirichlet L-functions. In case the corresponding character χ (mod q)
is complex or, alternatively, for all complex zeros ρ = β + iγ with γ ̸= 0, one has
long known how to produce zero-free regions of the type

σ ≥ 1 − c/ log q(|t | + 1) (1-1)

where s = σ + i t with a positive constant c. In the remaining situation, where
both χ and s are real, much less is known, nothing more recent than a famous
“ineffective” estimate of Siegel for the L-function at s = 1 which enables a bound
like (1-1) but only with the replacement of log q by qε with arbitrary ε > 0 and a
numerically uncomputable c depending on ε. This exponentially weaker result has
been a serious impediment to progress in many basic questions.

It is not unfair to claim that much progress in mathematics proceeds by analogy.
The two problems above, in many aspects, ring familiar to each other. The first
purpose of this paper is to illustrate ways in which this has been found to be true.
Our second purpose is to, in the case of one close recently discovered connection,
carry forward this investigation to a new, deeper and more general setting.

Friedlander was supported in part by NSERC grant A5123.
MSC2020: 11M20, 11N05, 11N35, 11P32.
Keywords: primes, sieves, exceptional zeros, Goldbach conjecture.
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We recall, that an “exceptional” zero is a real zero β that does lie in the region (1-1)
for a constant c. If however there were only a finite number of these we could
(since the L-functions do not vanish at s = 1) adjust the constant c to exclude them
all from the region. Thus the name is really not a very good one for an individual
zero since the concept requires an infinite sequence of these. Nevertheless, it is
ingrained in the literature; when we use it we are thinking of such a sequence. It is
known, essentially due to Landau, that such a sequence of moduli, should one exist,
must be very lacunary; the zeros would all be simple, at most one per modulus and
indeed with the exceptional moduli qi satisfying

log qi+1

log qi
→ ∞.

Failing a proof of their nonexistence, it is the lack of any examples of exceptional
zeros that leads to the ineffectivity in results such as that of Siegel. Specific real (or
nearly real) zeros can and do lead to computationally effective results, even when,
as first realized in [Friedlander 1976], they are all the way over at s =

1
2 , a location

where the GRH does not prohibit their appearance.
In the absence of a solution to the problem of whether there exist exceptional

zeros, there have naturally been attempts to relate the question to other very difficult
problems. One class of results of this type deals with showing that the assumption
of the existence of exceptional zeros leads to consequences for prime number
distribution that are beyond current reach, but are nevertheless expected to be true.
There have been in recent years quite a number of such results, several by the
current authors; see [Heath-Brown 1983; Friedlander and Iwaniec 2003; 2004;
2005; Merikoski 2021].

These statements, although conditional, can be quite deep and spectacular. For
example, in the case of [Friedlander and Iwaniec 2003], we derived asymptotics for
the counting of primes p ≤ x in arithmetic progressions of modulus q < x1/2+δ , so
beyond the reach of the generalized Riemann hypothesis. An essential ingredient for
this was our asymptotic formula for the divisor function τ3(n), n ≤ x in progressions
to modulus q ≤ x1/2+δ′ , which we deduced [Friedlander and Iwaniec 1985] from
the expected estimates for exponential sums over relevant varieties, proofs of which
were provided for us by Birch and Bombieri, using in turn the Riemann hypothesis
for varieties, proved by Deligne. The type of applications of Deligne’s work,
pioneered in [Friedlander and Iwaniec 1985], has since been extensively developed,
for example by Y. Zhang [2014] and, especially, in a whole series of papers by
E. Fouvry, E. Kowalski and P. Michel.

Results of this type are not however the primary concern in this paper. On the
contrary, we are here highlighting an admittedly smaller class of examples, wherein
the assumption of exceptional zeros leads to consequences that are beyond current
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reach, but are nevertheless expected to be false. If one does not believe in the
existence of exceptional zeros, then one can dream that this is more promising.

One early example of this class we here consider, by now folklore, shows that
the nonexistence of such zeros would follow from improvements, seductively small,
in the Brun–Titchmarsh theorem which gives uniform upper bounds for the number
of primes in an arithmetic progression. We shall recall this situation in more detail
in Section 3.

In more recent years, results have been obtained showing how relatively good
bounds for exceptional zeros would follow from assumptions about the less obvi-
ously related Goldbach conjecture. The latter famous statement predicts that every
even integer exceeding two can be written as the sum of two primes. Hardy and
Littlewood [1923] put forth a conjectured asymptotic formula for the number of
representations of n as the sum of two primes. Following the normal practice in
the subject, we find it simpler to consider a weighted sum over the representations
involving the von Mangoldt function, one which leads to an entirely equivalent
conjecture. Let

G(n)=

∑
m1+m2=n

2∤m1m2

3(m1)3(m2). (1-2)

The Hardy–Littlewood conjecture predicts that, for n even, we have G(n)∼S(n)n
where S(n) is a certain positive product over the primes, to be defined in (4-2), and
easily large enough to imply Goldbach for all sufficiently large even n.

In Section 4 we recall how even a much weakened form of this conjectured
asymptotic completely eliminates the possible existence of any exceptional zeros.
Then, in the subsequent sections, we are going to generalize considerably the results
of Section 4, for the purpose of showing clearly that the questions are linked to the
parity barrier of sieve theory.

But first, in the next section, we give a review of that barrier.

2. Parity problem and the asymptotic sieve

We are interested in counting prime numbers. Beginning from the very earliest
works, but especially over the past century, a significant component of this exercise
has been the development of sieve methods.

Already from Brun’s early successes, a striking achievement was the attain-
ment of upper bounds of the correct order for the number of primes in interesting
subsequences of the positive integers.

The attainment of a positive lower bound however seemed always a bit beyond
reach. What one could succeed in getting was a lower bound for the number of
integers having no more than k prime factors for some value of k, fairly small
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but invariably greater than one. These results created an interest in the so-called
“almost primes”.

Gradually, around the middle of the last century, it began to be noticed that the
constant factor in the upper bound was never better than twice the expected, though,
in the most favorable situations, it could come very close to that.

Analogously, although the lower bound the machinery spewed out for the number
of primes was never positive, here too, in the most favorable situations, it could
come very close to being so. This has in places been attributed to the incapability of
the sieve to distinguish between integers with an odd number of prime factors and
those having an even number. The apparent inevitability of this situation has led to
the name “parity phenomenon”, a name which will seem more clearly appropriate
in what follows.

In the same way that, for reasons which are both elementary (think Chebyshev)
and analytic (think Riemann), it turns out to be both convenient and elegant to study
the primes using the von Mangoldt function, the study of almost primes of order
k is facilitated with the introduction of its generalization, given by the Dirichlet
convolution

3k = µ ∗ logk, (2-1)

which, as its progenitor (k = 1), is supported on integers having at most k distinct
prime factors, satisfies (by induction) the recurrence

3k+1 =3k · log +3k ∗3, (2-2)

obeys the bounds

0 ≤3k(n)≤ (log n)k (2-3)

and yields the asymptotic formula∑
n≤x

3k(n)∼ kx(log x)k−1. (2-4)

In case k = 1 this last result is of course the prime number theorem and from that
and (2-2) one can easily obtain the others. However, it turns out, due to Selberg,
that for k = 2 and hence for larger k, the formula admits an elementary proof.

In retrospect, we can see that this difference in the levels of difficulty between
k = 1 and larger k is mirrored in the analytic behavior of their generating functions.
The Dirichlet series for 3k , namely

∑
n≥1

3k(n)n−s
= (−1)k

ζ (k)(s)
ζ(s)

, (2-5)
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has a pole of order k at s = 1. As soon as k ≥ 2 this pole has multiple order and its
effect cannot be canceled out by a simple real zero. Still, it does seem strange that
zeta in particular feels the need to worry that she might have an exceptional zero.

It is interesting to note that, although for k = 1 the contribution to the sum in (2-4)
comes entirely from the integers with an odd number of distinct prime factors, on
the contrary, for each k ≥ 2 the contribution comes half from odd and half from
even.

The original motivation for Selberg’s discovery was that it could then be combined
with other arguments (which he implemented, as did Erdös) leading to elementary
proofs for the prime number theorem itself. But that is not the issue here (although
perhaps some day it could be).

We are concerned with the counting of primes in more general sequences and,
with rare exceptions, we are still far from this goal. It was Bombieri [1976] (see
also [Friedlander and Iwaniec 1978; 1996; 2010]) who made breakthroughs in
enormously generalizing the elementary results for k ≥ 2 with his asymptotic sieve.
To avoid using excessive space and notation we shall give only the flavor of these
results.

We consider a sequence (an) of nonnegative reals which satisfies certain basic
axioms of linear sieve type. Without the possibility of providing an exhaustive list
(see [Friedlander and Iwaniec 2010]) we mention the most essential ones.

We consider, for given d ≥ 1, the congruence sum

Ad(x)=

∑
n≤x

n≡0 (mod d)

an (2-6)

and assume it satisfies the approximation

Ad(x)= A1(x)g(d)+ rd(x) (2-7)

where the function g(d) in the “main term” is multiplicative and satisfies the linear
sieve condition ∑

p≤y

g(p) log p = log y + cg + OA((log y)−A) (2-8)

for arbitrary A and all y ≤ x .
For the same A and y the “remainder terms” rd(y) are assumed to satisfy, for

every ε > 0, D = x1−ε, the bound∑
d≤D

|rd(y)| ≪ A1(x)(log D)−A. (2-9)

We remark that, of these conditions, that for the main term, i.e., (2-8), is known to
hold for many interesting sequences. On the other hand, the latter assumption (2-9),
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although expected to hold for many of those natural sequences that are not very
sparse (in that they satisfy A1(x)≫ x(log x)−B for some B), is in most cases quite
difficult to prove.

By weakening the assumption (2-9), requiring it to hold only for some smaller
value of D (the“level of distribution”), one can verify it for many sequences and still
can get useful results (see [Friedlander and Iwaniec 1978]), but then the connection
to the parity principle rapidly falls off.

We now loosely describe the main thrusts of Bombieri’s results [1976].
By heuristic arguments, one is led to the conjecture that for a nice sequence (an)

satisfying (2-8) one might expect, in place of (2-4), the asymptotic formula∑
n≤x

an3k(n)∼ k H
∑
n≤x

an(log n)k−1
∼ k H A1(x)(log x)k−1, (2-10)

where H is given by the product

H =

∏
p

(1 − g(p))
(

1 −
1
p

)−1
. (2-11)

Bombieri shows in particular that, given a sequence (an) satisfying (2-8), (2-9)
and some quite mild additional conditions, for each k ≥ 2 the asymptotic for-
mula (2-10) holds. In fact, one gets more precise information which describes,
apart from one glaring loophole, a rather precise picture of the contribution to these
sums coming from the integers having a specified number of prime factors.

Given our sequence (an) having these properties, there exists a function δ(x),
defined up to o(1), such that the following happens. For each integer r ≥ 1 let

∑r

denote a sum restricted to positive integers with precisely r distinct prime factors.
We fix some k ≥ 2 and some r with 1 ≤ r ≤ k. Then we have∑r

n≤x

an3k(n)∼ δ(x)k H
∑r

n≤x

an(log n)k−1. (2-12)

Moreover, the same formula holds with the same value of δ(x) for every other
r ≤ k having the same parity and with the value 2 − δ(x) for every r ≤ k having
the opposite parity.

In particular, we see that 0 ≤ δ(x)≤ 2. As it happens, for each such real number,
one can give examples of sequences satisfying the axioms which give rise to that
particular value. We noted earlier that, for each k ≥ 2, the contribution to the sum
in (2-4) comes half from those integers with an odd number of distinct prime factors
and half from those with an even number. We can now say that this happens for the
more general sequence (an) provided that δ(x)= 1.

Bombieri goes on to show that results of the same type apply to sums over an

weighted by functions far more general, supported on almost primes. To do this he
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first studies convolutions of the various 3k and finite linear combinations of these.
He then shows, using the Weierstrass approximation theorem, that quite general
normalized smooth functions f , defined at squarefree n = p1 · · · pr by

fr (n)= Fr

(
log p1

log n
, . . . ,

log pr

log n

)
, (2-13)

with Fr (u1, . . . , ur ) continuous and symmetric, one for each value of r , can be
closely approximated by these linear combinations. This allows him to deduce
statements for the sums ∑r

n≤x

an Fr

(
log p1

log n
, . . . ,

log pr

log n

)
, (2-14)

similar to that for the special case (2-12). One needs some growth conditions on
the weight function (2-14) which imply that the small prime factors of n do not
make an essential contribution. For example, Fr (u1, . . . , ur )≪ u1 · · · ur is fine.

3. Primes in arithmetic progressions

That there are relations between the parity barrier and the existence of exceptional
zeros becomes particularly evident in connection with the study of the distribution
of primes in an arithmetic progression.

Analytic methods have so far succeeded to prove, for example,

ψ(x; q, a)=

∑
n≤x

n≡a (mod q)

3(n)=
x

ϕ(q)
−
χ(a)
ϕ(q)

xβ

β
+ O(x exp(−c

√
log x)). (3-1)

Here the second term is to be deleted if there is no exceptional zero β. When
combined with Siegel’s bound, this gives the asymptotic formula, but only with a
uniformity in q bounded by an arbitrary fixed power of log x .

For numerous applications it is desirable to have a much wider uniformity so
it is of great utility that one has at least an upper bound with that feature, the
Brun–Titchmarsh theorem, which is provided by sieve methods.

That upper bound, after years of successive improvement by a constant factor, is

π(x; q, a)=

∑
p≤x

p≡a (mod q)

1 ≤
(2 + ε)x

ϕ(q) log(x/q)
. (3-2)

The Selberg sieve and the beta sieve (see [Friedlander and Iwaniec 2010]) both give
this constant 2 and fail to do significantly better. This failure seems inevitable when
one considers that the replacement of 2 by 2 − η with a fixed positive η in a range
x > q A(η), would lead to the banishment of exceptional zeros. The proof of this
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result (in somewhat weaker form) is found in [Siebert 1983] with a deeper, more
precise, statement in [Granville 2020]. The basic idea is to combine (3-1) and (3-2),
the latter having been adjusted to a bound for ψ(x; q, a).

Moreover, using more sophisticated ideas, Siebert and then, in definitive form,
Granville show this result to be a special case of the following more general
statement.

The linear sieve produces specific upper and lower bound functions F(s) and
f (s) respectively, first discovered by Jurkat and Richert [1965], (see Section 12.1
of [Friedlander and Iwaniec 2010]), which apply when we are dealing with a
sequence (an), n ≤ x satisfying the linear sieve axiom (2-8) and we are sieving
by a set of primes p ≤ D1/s . It is known that these functions F , f are optimal in
general, although the specific sequences which provide a counterexample do not
resemble arithmetic progressions. Siebert, respectively Granville, show that a fixed
improvement of the value of either F(s), f (s) for any value of s, again in the case
of arithmetic progressions and with x larger than a sufficiently large power of q,
implies that exceptional zeros do not exist.

We should mention as well that Granville considers also, and in considerable
detail, the corresponding problem in which one sieves by small primes, the integers
in a short interval.

Before we leave the topic of arithmetic progressions, we draw attention to
an interesting feature of Bombieri’s sieve in this case. Naturally enough, the
results of the last section are applicable in particular to this most basic sequence
{n ≤ x; n ≡ a (mod q)}. Moreover, for this particular sequence, the level of
distribution axiom (2-9) holds uniformly in the modulus q in a much wider range
than q ≪ (log x)A, which was our limit for k = 1. Hence, we have the following
result.

For each integer k ≥ 2 and (a, q)= 1 there holds the asymptotic formula∑
n≤x

n≡a (mod q)

3k(n)∼ k
x

ϕ(q)
(log x)k−1, (3-3)

now valid for q in the much larger range

log q = o(log x).

The proof of this is to be found in [Friedlander 1981] for k = 2 and extends
easily to larger k. As was the situation with ζ(s), for k ≥ 2 the principal L-function
has a pole of multiple order, whereas any potential exceptional zero must be simple.
This fact offers an analytic explanation for the resulting extra level of uniformity as
compared to that for k = 1.
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4. The Goldbach problem

In relation to this problem Hardy and Littlewood [1923] conjectured the following
asymptotic formula for the sum (1-2).

G(n)=

∑
m1+m2=n

2∤m1m2

3(m1)3(m2)∼ S(n)n, (4-1)

for n even, where

S(n)= 2
∏
p>2

(
1 −

1
(p − 1)2

) ∏
p | n
p>2

(
1 +

1
p − 2

)
. (4-2)

A rather weakened (though still seemingly far from reach) form of the Hardy–
Littlewood conjecture which features in our work is as follows.

Weak Hardy–Littlewood–Goldbach conjecture. For all sufficiently large even n,
we have

δS(n)n < G(n) < (2 − δ)S(n)n, (4-3)

for some fixed 0< δ < 1.

In [Friedlander and Iwaniec 2021; Friedlander et al. 2022] the following result
is proved.

Theorem. Assume that the Weak Hardy–Littlewood–Goldbach conjecture holds for
all sufficiently large even n. Then, there are no zeros of any Dirichlet L-function in
the region (1-1) with a positive constant c which is now allowed to depend on δ.

Earlier results in this direction had been given in [Fei 2016; Bhowmik et al. 2019;
Bhowmik and Halupczok 2021; Jia 2022; Goldston and Suriajaya 2021]. Those
works had narrowed the escape window for the exceptional zeros but did not close
it tightly.

In the following sections we are going to consider the arguments that lead to this
theorem but in considerably more general form.

5. A generalized Goldbach problem

We let a(ℓ), b(m) be given sequences of real numbers having some interesting
arithmetical structure and, for every n ≥ 2 we consider

F(n)=

∑
ℓ+m=n

a(ℓ)b(m). (5-1)

For example, if a(ℓ)=3(ℓ), b(m)=3(m) for 2 ∤ℓm then F(n) reduces to the sum
G(n) in (1-2). We shall, in any case, be interested in the representations ℓ+ m = n
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with ℓ, m being almost primes, hence having a number of prime factors bounded
by a fixed quantity, say r ≥ 1. From now on, some of the constants implied in our
estimates may depend on r .

In the appendix we employ heuristic arguments to predict an asymptotic formula

F(n)∼ S(n)8(n), (5-2)

as n → ∞, n even and where 8(n) will be defined in (12-2). Then, in Section 14,
we mention somewhat weaker estimates

δS(n)8(n) < F(n) < (2 − δ)S(n)8(n), (5-3)

with a fixed 0 < δ < 1 for all even n sufficiently large. The punchline of this
heuristic thinking, as it was in [Friedlander et al. 2022], is the following.

Conclusion. The region s = σ + i t with

σ ≥ 1 − c/ log q(|t | + 1) (5-4)

is free of zeros of L(s, χ) for all characters χ (mod q) and all q ≥ 3, where c = c(δ)
is a positive constant computable in terms of δ.

Remarks. Although our results are more general than those in [Friedlander et al.
2022] we shall appeal to some of the statements there without change. In particular,
the Bombieri version of zero density estimates is a key input to both works; see
(4.3) in [Friedlander et al. 2022].

Our generalization from G(n) to F(n) lets us see the parity issue of sieve methods
in a more transparent, picturesque context. The arguments we provide are amenable
to still further generalization than we have given in this work. However, this would
have made the paper more complicated and the extra results would have drifted the
topic away from this very connection.

Incidentally, one should not lose hope of proving the original Goldbach conjecture
before killing off the exceptional characters because, to this end, when one is
not worried about quantitative bounds, one can skip counting many inconvenient
representations. Ironically, the existence of exceptional characters might conceivably
help to solve the original Goldbach problem, as it does for the twin prime problem
and for other questions about prime numbers. In this connection, see as we have
mentioned earlier, [Heath-Brown 1983; Friedlander and Iwaniec 2003; 2004; 2005;
Merikoski 2021].
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6. A series of F(n)

Let N ≥ q ≥ 3. We are going to consider the series

S(N , q)=

∑
n≡0 (mod q)

F(n)e−n/N (6-1)

by means of L-functions, similarly to [Goldston and Suriajaya 2021; Friedlander
and Iwaniec 2021; Friedlander et al. 2022]. First, we detect the congruence n =

ℓ+ m ≡ 0 (mod q) by characters χ (mod q), getting

S(N , q)=
1

ϕ(q)

∑
χ (mod q)

χ(−1)A(N , χ)B(N , χ)+ E(N , q) (6-2)

where

A(N , χ)=

∑
ℓ

χ(ℓ)a(ℓ)e−ℓ/N , B(N , χ)=

∑
m

χ(m)b(m)e−m/N (6-3)

and E(N , q) is the contribution from the terms ℓ, m with (ℓm, q) ̸= 1, that is

E(N , q)=

∑ ∑
ℓ+m≡0 (mod q)
(ℓm,q) ̸=1

a(ℓ)b(m)e−(ℓ+m)/N . (6-4)

Remark. Naturally, one may think that the main part of (6-2) comes from the
principal character χ0, but the exceptional character χ1 cannot be dismissed. All the
other characters will be shown to yield a negligible contribution. The last term (6-4)
will also turn out to be negligible due to the properties of a(ℓ).

7. Properties of a(ℓ)

We assume throughout that a(ℓ) is supported on squarefree almost primes and that
a(ℓ) is quite small if ℓ has a small prime factor. We express this latter property in
the following fashion:

a(ℓ)≪ log p, for all p | ℓ. (7-1)

We assume that a(1)≪ 1. As for ℓ > 1, the examples

a(ℓ)=3(ℓ), a(ℓ)=3r (ℓ)(log ℓ)1−r

and the r -fold convolution

a(ℓ)= (3 ∗ · · · ∗3)(ℓ)(log ℓ)1−r ,
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all satisfy (7-1); see (2-3). Our assumption means that a(ℓ) is majorized by

C(ℓ)=

∑
p1···pr =ℓ
p1<···<pr

log p1, if ω(ℓ)= r ≥ 1, (7-2)

where ω(ℓ) as usual denotes the number of distinct prime factors of ℓ. For ℓ= 1
we set C(1)= 1. Note that the subsequence a(dℓ) also satisfies (7-1).

Remark. We do not assume that a(ℓ) is positive nor that it is equidistributed over
reduced residue classes except for the heuristic arguments in the Appendix. The
arguments in that section are loose and lacking in mathematical rigor. They serve
in this presentation as a motivation to expect the asymptotic formula (12-1), (12-2)
(a generalization of the Hardy–Littlewood formula for G(n)), which we use in
Section 13 to build a reliable model R(N , q) for S(N , q) and then to compare the
two in the discussions of Section 14.

Lemma 7.1. For x ≥ 2 we have∑
ℓ≤x

|a(ℓ)|ℓ−1
≪ log x . (7-3)

Proof. For the sum over ℓ prime we have the bound∑
p≤x

log p
p

≪ log x . (7-4)

For the sum over ℓ having r ≥ 2 prime factors we use the bound∑
p1···pr ≤x
p1<···<pr

(p1 · · · pr )
−1 log p1 ≪ log x, (7-5)

which follows by repeated application of (7-4). □

Actually, we can derive from (7-1) the following bound.

Lemma 7.2. We have ∑
x<ℓ≤qx

|a(ℓ)|ℓ−1
≪ log q. (7-6)

Proof. If x ≤ qr the result follows from (7-3). If ℓ is prime the result follows from∑
x<ℓ≤qx

log p
p

= log q + O(1).

Now, let ℓ = pℓ′, x < ℓ ≤ qx where ℓ′ has all of its r − 1 prime factors smaller
than p. Then, for x > qr we have ℓ′ ≤ (qx)1−1/r

≤ x1−1/r2
. Hence, the contribution



EXCEPTIONAL ZEROS, SIEVE PARITY, GOLDBACH 25

to the sum (7-6) is bounded by∑
ℓ′≤x1−1/r2

C(ℓ′)
ℓ′

∑
x/ℓ′<p≤qx/ℓ′

1
p

≪
log q
log x

∑
ℓ′≤x

C(ℓ′)
ℓ′

≪ log q;

see (7-3) for the function(7-2) . □

Lemma 7.3. For x ≥ 2 we have ∑
ℓ≤x

|a(ℓ)| ≪ x . (7-7)

Proof. For the sum over ℓ prime we have the bound O(x). For the sum over ℓ
having r ≥ 2 prime factors,

√
x < ℓ≤ x , we estimate as follows:∑

√
x<p1···pr ≤x
p1<···<pr

log p1 ≪

∑
p1···pr−1≤x1−1/(2r)

p1<···<pr−1

log p1

p1 · · · pr−1

r x
log x

≪ x .

The contribution of ℓ≤
√

x is negligible. □

By similar arguments one shows that (use the Brun–Titchmarsh theorem) that∑
ℓ≤x

ℓ≡α (mod q)

|a(ℓ)| ≪
x

ϕ(q)
if (α, q)= 1 and x ≥ qr+1. (7-8)

Lemma 7.4. For x ≥ 2 and p prime, we have∑
p ̸=ℓ≤x

ℓ≡0 (mod p)

|a(ℓ)| ≪
x
p
. (7-9)

Proof. The contribution of those ℓ having all prime factors ≥ p is bounded by
(apply the sieve over the range P(p): the product of all primes less than p)∑

p<ℓ≤x/p
(ℓ,P(p))=1

log p ≪
x
p

log p
log p

=
x
p
.

If p is not the smallest prime divisor of ℓ then a(ℓp) with 1 ≤ ℓ≤ x/p satisfies (7-1)
so, as in the proof of (7-7), we get a contribution ≪ x/p. □

Lemma 7.5. Let r ≥ 1. For x ≥ 2 and p prime we have∑
ℓ≤x

ℓ≡0 (mod p)
ω(ℓ)=r+1

|a(ℓ)| ≪
x
p

log p
log x

(
log

(
1 +

log x
log p

))r−1

, (7-10)

where, we recall that ω(ℓ) denotes the number of distinct prime factors of ℓ.
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Proof. If p>
√

x , then (7-10) follows from (7-9). If p ≤
√

x , and r = 1 then (7-10)
is obvious. If p ≤

√
x , and r ≥ 2, then, using (7-5), we see that the sum is bounded

by ∑
p1···pr ≤x/p
p1<···<pr

min(log p, log p1)≪
x

p log x

∑
p1<···<pr−1<x

min(log p, log p1)

p1 · · · pr−1

≪
x
p

log p
log x

∑
0≤ j<r

( ∑
p<p′<x

1
p′

) j

≪
x
p

log p
log x

(
log

log x
log p

)r−1

.

□

Corollary 7.6. Suppose a(ℓ) is supported on squarefree numbers having at most r
prime factors and that (7-1) holds. Then, for x ≥ 2 and z ≥ 2 we have∑

p≤z

∑
ℓ≤x

ℓ≡0 (mod p)

|a(ℓ)| ≪ x
log z
log x

(
log

(
1 +

log x
log z

))r−1

. (7-11)

Actually, for r ≥ 2 we can take the stronger exponent r − 2 rather than r − 1.

Lemma 7.7. For x ≥ 2 and q ≥ 2 we have∑
ℓ≤x

(ℓ,q) ̸=1

|a(ℓ)| ≪
x

log x
(log log 2x)r−1 log log 2q. (7-12)

Here, r ≥ 1 is the bound for the number of prime divisors of ℓ.

Proof. This follows from (7-10) and the easy bound∑
p | q

log p
p

≪ log log 2q.

□

Lemma 7.8. Let d = (α, q) ̸= 1. For x ≥ q2r+2 we have∑
ℓ≤x

ℓ≡α (mod q)

|a(ℓ)| ≪
x log p(d)
ϕ(q) log x

(
log

log x
log p(d)

)r−1

, (7-13)

where p(d) denotes the smallest prime divisor of d and the implied constant depends
only on r.
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Proof. The contribution of ℓ ≤ q2r is negligible by (7-7). Let q2r
≤ ℓ ≤ x . We

write ℓ = pℓ′ with ℓ′ having at most r − 1 prime divisors, each of them smaller
than p. Therefore p > q2, ℓ′ < x1−1/r and a(ℓ)≪ C(ℓ′), d | ℓ′, where we recall the
definition (7-2). Since d ̸= 1, r ≥ 2. The contribution of these terms to (7-13) is
estimated as follows:∑

ℓ′<x1−1/r

ℓ′≡0 (mod d)

C(ℓ′)
∑

q<p≤x/ℓ′
pℓ′≡α (mod q)

1 ≪
x

ϕ(q/d) log x

∑
ℓ′≤x

ℓ′≡0 (mod d)

C(ℓ′)
ℓ′

by the Brun–Titchmarsh theorem for primes p ≡ β (mod q/d) where βℓ′ ≡ α

(mod q). Note that (β, q/d) = 1 because p ∤q. The above sum of C(ℓ′)/ℓ′ is
estimated using the arrangements as in the proof of (7-10). Let p(d) denote the
least prime divisor of d. Then, the sum of C(ℓ′)/ℓ′ over ℓ′ ≡ 0 (mod d), ℓ′ ≤ x is
estimated by

1
d

∑
ℓ≤x

ω(ℓ)≤r−2

C(dℓ)
ℓ

≤
1
d

∑
0≤s≤r−2

( ∑
p1<···<ps≤p(d)

log p1

p1 · · · ps

)( ∑
p(d)<p≤x

1
p

)r−2−s

≪
log p(d)

d

(
log

log x
log p(d)

)r−2

.

Here, if s = 0 the sum over p1 < · · ·< ps is taken to have the value 1.
This completes the proof of (7-13), using dϕ(q/d)≥ ϕ(q). □

8. Properties of b(m)

We could work with b(m) as with a(ℓ) but for simplicity (in order to apply (3.3) of
[Friedlander et al. 2022] without modification) we shall assume that

b(m)=

∑
hk=m

λ(h)3(k), (8-1)

where λ(h) is supported on squarefree almost primes and

λ(h)≪ log p for all p | h. (8-2)

We take λ(1) = 1. If h > 1, for example, λ(h) = 3r (h)(log h)1−r is good. Note
that λ(h) satisfies (7-3)–(7-13). Moreover, we have∑

m≤x

|b(m)| ≪ x log x (8-3)

for every x ≥ 2, because ∑
h≤x

|λ(h)|h−1
≪ log x, (8-4)
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by (7-3) for the lambda function. Actually, we have the stronger result∑
x<h≤qx

|λ(h)|h−1
≪ log q, (8-5)

for every x ≥ 2; see (7-6) for the lambda function.

Remark. Many interesting functions supported on almost primes can be well-
approximated by sums of functions like λ ∗3. For example, we can take

b(m)= Fr

(
log p1

log m
, . . . ,

log pr

log m

)
(log m)2

if m = p1 · · · pr , where we recall Fr in (2-13) is as in Bombieri’s asymptotic sieve;
see Chapters 3 and 16 of [Friedlander and Iwaniec 2010].

In the case b(m) = 3(m) we have λ(h) = 0 except for λ(1) = 1. Therefore,
in this special case some of our estimates can be improved by a log factor from
those displayed. In particular, in (8-3) the factor log x can be removed and in (8-4)
the “sum” is bounded. In the arguments of the following sections, this special
case is therefore much easier, yet the need for these slightly stronger bounds
would complicate the exposition. Since the results for this particular example are
anyway just those already given in [Friedlander et al. 2022], we omit them from
this presentation.

9. Evaluation of S(N, q), first steps

Let χ1 (mod q) be a real primitive character of modulus q such that L(s, χ1) has a
simple real zero β1 close to s = 1. We single out the contributions of χ0 and χ1

to (6-2) and estimate the remaining parts as follows:

Q(N , q)=

∑
χ ̸=χ0,χ1

χ(−1)A(N , χ)B(N , χ)= S(H, N , q)+ T (H, N , q), (9-1)

say, where S(H, N , q) is the partial sum restricted to h ≤ H and T (H, N , q) is the
complementary partial sum. The first one is bounded by(∑

ℓ

|a(ℓ)|e−ℓ/N
) ∑

h≤H

|λ(h)|
∑

χ ̸=χ0,χ1

∣∣∣∣∑
k

χ(k)3(k)e−hk/N
∣∣∣∣. (9-2)

The sum over ℓ in (9-2) is bounded by O(N ); see (7-7). The sum over k is (3.3)
from [Friedlander et al. 2022], so it satisfies∑

χ ̸=χ0,χ1

∣∣∣∣∑
k

χ(k)3(k)e−hk/N
∣∣∣∣ ≪

N
h
(1 −β1) log q, (9-3)
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provided that Nh−1
≥ qb for a suitably large b; see (5.1) and (3.5) of [Friedlander

et al. 2022]. This condition is satisfied for N ≥ Hqb. Hence, we get

S(H, N , q)≪ N 2(1 −β1)(log q)(log H). (9-4)

Recall that (9-3) exploits the Bombieri zero density theorem with the repulsion
effect of the exceptional zero β1. We do not apply this effect, nor do we need it, for
the estimation of T (H, N , q). We write

T (H, N , q)=
∑

χ ̸=χ0,χ1

χ(−1)
(∑

ℓ

a(ℓ)χ(ℓ)e−ℓ/N
) ∑

h>H

∑
k

χ(hk)λ(h)3(k)e−hk/N.

Hence, inserting the corresponding sum for the missing two characters and using
orthogonality, we find that

T (H, N , q)

= ϕ(q)
∑ ∑∑
ℓ+hk≡0 (mod q)
(ℓ,q)=1, h>H

a(ℓ)λ(h)3(k)e−(ℓ+hk)/N
+ O

(
N 2

∑
h>H

|λ(h)|h−1e−h/2N
)
,

on using the trivial bound for the contribution of the two additional characters.
Using (7-8), we see that the above main term is also bounded by the above error
term. Moreover, this error term is ≪ N 2 log(N/H), as seen by applying (8-5) for
x = H, q H, q2 H, . . . . Choosing H = Nq−b we conclude that

T (H, N , q)≪ N 2 log q. (9-5)

On adding these estimates (9-4) and(9-5), we see that the sum in (9-1) satisfies
Q(N , q)≤ ε(N , q)N 2 log N where

ε(N , q)≪ (1 −β1) log q +
log q
log N

. (9-6)

We still need to estimate E(N , q) in (6-2) which is given by (6-4). This term
is negligible and is actually smaller than the main term by a saving factor log N .
Nevertheless, we give simpler arguments producing an estimate somewhat weaker,
yet still sufficient for our applications; see (9-7) and (9-8). Recall that a(ℓ), λ(h)
are supported on squarefree numbers having at most r prime divisors. By (7-13)
we obtain

|E(N , q)| ≤

∑
d | q
d ̸=1

∑ ∑
ℓ+m≡0 (mod q)

(m,q)=d

|a(ℓ)b(m)|e−(ℓ+m)/N

≪
N
ϕ(q)

(log log N )r−1

log N

∑
d | q
d ̸=1

(log p(d))W (N , d)
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where

W (N , d)=

∑
m≡0 (mod d)

|b(m)|e−m/N
≤

∑
uv=d

∑ ∑
h≡0 (mod u)
k≡0 (mod v)

λ(h)3(k)e−hk/N .

Since k is prime we have v = 1 or v = k. The sum with v = 1 contributes

W1(N , d)=

∑
h≡0 (mod d)

λ(h)
∑

k

3(k)e−hk/N

≪

∑
h≡0 (mod d)

|λ(h)|h−1e−h/2N

≪
log d

d
N (log log N )r−1,

by the trivial bound λ(h)≪ log d . Then we need, here and later, the easy bound∑
d | q

(log d)2d−1
≪ (log log q)3.

Next, the sum with v = k contributes

W2(N , d)=

∑
uv=d

3(v)
∑

h≡0 (mod u)

|λ(h)|e−hv/N .

The partial sum of W2(N , d) with u = 1 is

W21(N , d)=3(d)
∑

h

|λ(h)|e−dh/N
≪
3(d)

d
N ;

see (7-7) for the λ function. The remaining part of W2(N , d) is

W22(N , d)=

∑
uv=d
u ̸=1

3(v)
∑

h≡0 (mod u)

|λ(h)|e−hv/N .

Hence, ∑
d | q

(log p(d))W22(N , d)≤

∑
uv | q

32(v)
∑
u | h

(h,q) ̸=1

|λ(h)|e−hv/N

≪

∑
v | q

32(v)
∑

(h,q) ̸=1

|λ(h)|e−hv/N

because τ(h)≪r 1. Applying (7-12), we find this is bounded by(∑
v | q

32(v)

v

)
N

log N
(log log N )r ≪

N
log N

(log log N )r+3.
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Gathering the above estimates, we obtain

E(N , q)≪
N 2

ϕ(q)
(log log N )2r+2

log N
. (9-7)

This is stronger than we needed, namely

E(N , q)≪ N 2 log q
ϕ(q)

. (9-8)

Now, (6-2) becomes

ϕ(q)S(N , q)

= A(N , χ0)B(N , χ0)+χ1(−1)A(N , χ1)B(N , χ1)+ (ε(N , q)N 2 log N ). (9-9)

The coprimality of ℓ, m with q in the main term A(N , χ0)B(N , χ0) can be dropped
within the existing error term, specifically

A(N , χ0)= A(N , 1)+ O
(

N
(log log N )r

log N

)
(9-10)

and
B(N , χ0)= B(N , 1)+ O(N (log log N )r ), (9-11)

by direct applications of (7-12) for a(ℓ) and b(m)/ log N respectively. Note that
(log log N )r ≪ (log(log N/ log q))r log q.

10. Evaluation of A(N, χ1) and B(N, χ1)

The exceptional character pretends to be the Möbius function on squarefree numbers,
so we are able to replace

A(N , χ1)=

∑
ℓ

χ1(ℓ)a(ℓ)e−ℓ/N (10-1)

by

A(N , µ)=

∑
ℓ

µ(ℓ)a(ℓ)e−ℓ/N . (10-2)

In this section we use the Linnik zero repulsion phenomenon (see [Bombieri 1987])
to estimate the error caused in making this replacement. For ℓ squarefree we have

|χ1(ℓ)−µ(ℓ)| ≤

∑
p | ℓ

(1 +χ1(p)). (10-3)

Hence

|A(N , χ1)− A(N , µ)| ≤

∑
p

(1 +χ1(p))
∑

ℓ≡0 (mod p)

|a(ℓ)|e−ℓ/N . (10-4)
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The contribution of ℓ= p is bounded by 9(N ), where

9(y)=

∑
p

(1 +χ1(p))(log p)e−p/y . (10-5)

For y ≥ z = qb we have (apply (5.3) of [Friedlander et al. 2022]):

9(y)≪ (1 −β1)y log y + y(log y)−1. (10-6)

For p > z and N > z we write

e−ℓ/N
≤ e−ℓ/2N e−p/2N

≤ 6e−ℓ/2N (e−p/2N
− e−p/z).

Hence, the terms ℓ, p with ℓ ̸= p > z contribute to (10-4) at most

N
log N

(
log

(
1 +

log N
log z

))r−1 ∑
p

(1 +χ1(p))
log p

p
(e−p/2N

− e−p/z) (10-7)

by (7-10). The sum over all p above is equal to∫ 2N

z
9(y)y−2dy ≪ (1 −β1)(log N )2 + log

(
log 2N
log z

)
by (10-6). Hence (10-7) is bounded by

N
(

log
(

1 +
log N
log z

))r(
(1 −β1) log N +

1
log N

)
. (10-8)

For p ≤ z we use (7-11) obtaining a contribution to (10-4) at most

N
log z
log N

(
log

(
1 +

log N
log z

))r

. (10-9)

Combining estimates (10-6), (10-7), (10-9), we conclude that, if N ≥ qb, then

|A(N , χ1)− A(N , µ)| ≪ η(N , q)N (10-10)

where

η(N , q)≪

(
(1 −β1) log N +

log q
log N

)(
log

log N
log q

)r

. (10-11)

Similarly, we can replace B(N , χ1) by B(N , µ). Since the function b(m)/ log N
satisfies, for m ≤ N 2021, the same conditions as a(ℓ), hence the same arguments as
those between (10-3) and (10-11) yield

|B(N , χ1)− B(N , µ)| ≪ η(N , q)N log N , (10-12)

where η(N , q) satisfies (10-11), the contribution of m > N 2021 being microscopic.
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11. Evaluation of S(N, q), conclusion

Collecting the results of the last two sections we formulate our basic result:

Proposition 11.1. Let a(ℓ) and b(m) be supported on squarefree numbers having
at most r prime factors. Suppose (7-1), (8-1), (8-2) hold. Then, for N ≥ qb with a
suitable constant b, we have

ϕ(q)S(N , q)= A(N , 1)B(N , 1)+χ1(−1)A(N , µ)B(N , µ)+ η(N , q)N 2 log N
(11-1)

with

η(N , q)≪

(
(1 −β1) log N +

log q
log N

)(
log

log N
log q

)r

, (11-2)

the implied constant depending on r and where χ1 (mod q) is the exceptional
character and β1 is the zero of L(s, χ1) in the segment

1 − c(log q)−1 < β1 < 1 (11-3)

with c a small positive constant.

Proof. In (9-9) use (9-10), (9-11) to replace χ0 by 1, use (10-10) and (10-12) to
replace χ1 by µ. □

In case b(m)=3(m) we have λ(h)= 0 except for λ(1)= 1 and, as mentioned in
Section 8, in this special, much easier case some of our estimates can be improved
by a log factor from those displayed. As an upshot, our final formula (11-1) holds
with the error term η(N , q)N 2.

For N = q A with A a large exponent we have

η(N , q)≪ (A(1 −β1) log q + A−1)(log A)r . (11-4)

Given δ > 0 we can make
|η(N , q)|< δ (11-5)

if the exceptional zero satisfies (11-3) with c sufficiently small:

A ≍
1
δ

(
log

1
δ

)r

, c ≤ A−2. (11-6)

We can write (11-1) in the form

ϕ(q)S(N , q)=
∑
ℓ

∑
m

(1+χ1(−1)µ(ℓm))a(ℓ)b(m)e−(ℓ+m)/N
+η(N , q)N 2 log N ,

(11-7)
where η(N , q) satisfies (11-2).
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Remarks. Our conditions on a(ℓ) and λ(h) imply that A(N , 1)≪ N and B(N , 1)≪
N log N . However, the formula (11-1) is meaningful if

A(N , 1)≍ N , B(N , 1)≍ N log N , for N ≥ qb. (11-8)

As we have already mentioned, the factor log N in the error term of (11-1) can be
deleted if b(m)=3(m). This is the case of λ(h)=30(h), which function vanishes
except for λ(1)=30(1)= 1.

12. Asymptotic formula for F(n): prediction

Recall that F(n) is given by (5-1) with a(ℓ) satisfying (7-1) and b(m) given by (8-1)
with λ(h) satisfying (8-2). As such, F(n) is a generalization of the Goldbach sum
so it is too much to be expected to evaluate it unconditionally. Nevertheless, in the
Appendix we show heuristic arguments which permit us to predict the following
generalization of the Hardy–Littlewood conjecture (4-1).

Corollary. Under the above-mentioned (in Sections 7 and 8) conditions on the
sequences a(ℓ), b(m)= (λ ∗3)(m), we have

F(n)=

∑
ℓ+m=n

a(ℓ)b(m)∼ S(n)8(n) (12-1)

as n → ∞, n even, where S(n) is given by (4-2) and

8(n)=

∑ ∑
ℓ+h<n

a(ℓ)λ(h)h−1. (12-2)

Examples. If b(m)=3(m), we have λ(1)= 1, λ(h)= 0 for h > 1. Hence

8(n)=

∑
ℓ<n−1

a(ℓ).

Moreover, if a(ℓ)=3(ℓ) then we have 8(n)∼ n and

F(n)= G(n)=

∑
ℓ+m=n

3(ℓ)3(m)∼ S(n)n, (12-3)

recovering (4-1). More generally, keeping b(m) = 3(m) but choosing a(ℓ) =

3k(ℓ)/(log n)k−1, we have

F(n)=

∑
ℓ+m=n

a(ℓ)3(m)∼ kS(n)n. (12-4)
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13. Evaluation of R(N, q)

Injecting the asymptotic formula (12-1) into the series (6-1) we obtain the following
model for S(N , q):

R(N , q)=

∑
n≡0 (mod q)

S(n)8(n)e−n/N

=

∑
ℓ

∑
h

a(ℓ)λ(ℓ)h−1
∑

n≡0 (mod q)
ℓ+h<n, n even

S(n)e−n/N . (13-1)

Using (6.5) of [Friedlander et al. 2022] one can derive the asymptotic formula∑
n≡0 (mod q)
n≤x, n even

S(n)∼
x

ϕ(q)
.

Hence, the last sum over n in (13-1) is asymptotic to

∼
1

ϕ(q)

∫
∞

ℓ+h
e−x/N dx =

N
ϕ(q)

e−(ℓ+h)/N

and

ϕ(q)R(N , q)∼ N
(∑

ℓ

a(l)e−ℓ/N
)(∑

h

λ(h)h−1e−h/N
)
. (13-2)

On the other hand, we have

B(N , 1)=

∑
m

b(m)e−m/N
=

∑
h

λ(h)
∑

k

3(k)e−hk/N
∼ N

∑
h

λ(h)h−1e−h/N .

Hence, (13-2) becomes

ϕ(q)R(N , q)∼ A(N , 1)B(N , 1). (13-3)

This should be compared with (11-1) subject to the conditions (11-8).

14. Exceptional zero effects

It is instructive to observe what happens if we compare the legitimate formula (11-1)
with the heuristic (13-3) in the range N = q A. Take A sufficiently large and assume,
as we may, that the exceptional constant c ≤ A−2 so that η(N , q) is negligible. It
follows that A(N , µ)B(N , µ) is significantly smaller than A(N , 1)B(N , 1). This
observation is attractive if the coefficients a(ℓ), b(m) are each supported on almost
primes having a fixed parity in the number of their prime divisors, because the
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Möbius function is then constant and

A(N , µ)= µA A(N , 1) where µA = ±1,

B(N , µ)= µB B(N , 1) where µB = ±1.

Hence

|A(N , µ)B(N , µ)| = |A(N , 1)B(N , 1)|

and

ϕ(q)S(N , q)= νA(N , 1)B(N , 1)+ o(N 2 log N )

with ν= 0 or 2. This inconsistency with (13-3) implies that the exceptional character
does not exist! Indeed, it means that one may, a fortiori, kill the exceptional
character by assuming the weaker conjecture (5-3) with any 0 < δ < 1, under
suitable conditions on the coefficients a(ℓ), b(m), as has been done in [Friedlander
and Iwaniec 2021] and [Friedlander et al. 2022] for a(ℓ)=3(ℓ), b(m)=3(m).

If, on the other hand, we choose instead a(ℓ) = 3a(ℓ)(log ℓ)1−a and λ(h) =

3b(h)(log h)1−b with numbers a + b > 2, that is not both 1, then the effect on the
exceptional zero no longer shows itself in our arguments. The point is that the series

∑
ℓ

3a(ℓ)ℓ
−s

= (−1)a
ζ(s)(a)

ζ(s)

has a pole at s = 1 of order a, while the series∑
ℓ

µ(ℓ)3a(ℓ)ℓ
−s

= ζ(s)
∑

n

µ(n)
ns (log n)a

∏
p | n

(
1 −

1
ps

)
has only a simple pole at s =1 for any a ≥1. Hence A(N , µ) is smaller than A(N , 1)
by a factor (log N )a−1, so it yields a negligible contribution if a ≥ 2. Similarly
for B(N , µ) if b ≥ 2. This is the same feature which, in the case of arithmetic
progressions, led to the wider range of uniformity in Selberg’s formula (2-4) and,
more generally, in (3-3).

In view of the above, our formula (11-1) is relevant to the issue of exceptional
characters only if its coefficients a(ℓ), b(m), can be approximated, via the Weier-
strass theorem, by linear combinations of scaled down 3a(ℓ), 3b(m), in which
a = b = 1 appears (cannot be canceled out). The components with a + b > 2 can
be dismissed in (the highest order term of) A(N , µ)B(N , µ).

We encourage the reader to learn the Bombieri approximations by the von Man-
goldt functions from the original paper [Bombieri 1976] and to look at Chapters 3
and 16 of [Friedlander and Iwaniec 2010]; see also [Friedlander and Iwaniec 1985],
especially Section 20.
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Appendix: Heuristic arguments

Again we recall that F(n) is given by (5-1) with a(ℓ) satisfying (7-1) and b(m)
given by (8-1) with λ(ℓ) satisfying (8-2). The coefficients a(ℓ), b(m) are small if ℓ,
m have small prime divisors so we can assume that ℓ, m are odd and that n = ℓ+m
is even. We write

3(k)= −

∑
d | k

µ(d) log d

and replace b = λ ∗3 by

−

∑
dh | m
d<y

λ(h)µ(d) log d,

where y is neither too small nor too large. Next, we interpret the equation ℓ+m = n
by the congruence ℓ≡ n (mod dh) with (ℓ, n)= 1, ℓ< n and (dh, n)= 1. Arguing
by the randomness of µ(n), we replace F(n) by

−

∑
d<y

(d,n)=1

µ(d) log d
∑

h<n/d
(h,n)=1

λ(h)
∑

ℓ<n−dh, (ℓ,n)=1
ℓ≡n (mod dh)

a(ℓ).

Next, assuming the equidistribution of a(ℓ) over reduced residue classes, we replace
the sum over ℓ by

1
ϕ(dh)

∑
ℓ<n−dh,
(ℓ,n)=1

a(ℓ).

We may think of ℓ < n as being not very close to n because otherwise m = n − ℓ

would be very small, hence so would b(m). Similarly, h < n − ℓ should not be
close to n − ℓ because otherwise k = (n − ℓ)/h would be very small. Therefore,
the sum over d ,

−

∑
d<y, dh<n−ℓ
(d,n)=1

µ(d)
ϕ(d)

log d,

is not short, so it is reasonable to replace it by the infinite series

−

∑
(d,n)=1

µ(d)
ϕ(d)

log d = S(n);

see for example Lemma 19.3 of [Iwaniec and Kowalski 2004]. Now, we can drop
the restriction (ℓh, n)= 1 because a(ℓ), λ(h) are supported on almost primes and
are relatively small if ℓ, h have any small prime divisors. For the same reason, we
have already replaced ϕ(dh) by ϕ(d)h.
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The above lines show how we are led to the conjecture (12-1). The arguments of
Hardy and Littlewood are rather different. They approach the issue by way of the
circle method rather than using the randomness of the Möbius function.
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A note on Tate’s conjectures for abelian varieties

Chao Li and Wei Zhang

In this mostly expository note, we explain a proof of Tate’s two conjectures for
algebraic cycles of arbitrary codimension on certain products of elliptic curves
and abelian surfaces over number fields.

1. Statement

Let X be a smooth projective variety over a finitely generated field F. Let Chr (X) be
the Chow group of codimension r algebraic cycles of X defined over F modulo ratio-
nal equivalence. Let F be a separable algebraic closure of F and 0F := Gal(F/F).
Tate [1965, Conjecture 1] made the following far-reaching conjecture (often known
as the Tate conjecture), relating algebraic cycles and 0F -invariants of the ℓ-adic
cohomology of X .

Conjecture 1.1 (Tate I). For any 1 ≤ r ≤ dim X and for any prime ℓ ̸= char(F),
the ℓ-adic cycle class map

Chr (X)⊗ Qℓ → H2r (X F ,Qℓ(r))0F

is surjective.

Let Chr
hom(X) be the quotient group of Chr (X) modulo ℓ-adic homological

equivalence. It is further conjectured (and known when char(F)= 0) that Chr
hom(X)

is independent of ℓ, and the ℓ-adic cycle class map is injective on Chr
hom(X)⊗ Qℓ;

see [Tate 1965, page 97]. In particular, when char(F) = 0, Tate I implies an
isomorphism Chr

hom(X)⊗ Qℓ ≃ H2r (X F ,Qℓ(r))0F and thus

rank Chr
hom(X)= dim H2r (X F ,Qℓ(r))0F (1.1.1)

for any prime ℓ.
Tate [1965, Conjecture 2] further made a conjecture relating algebraic cycles

to poles of zeta functions (often known as the strong Tate conjecture). When
F is a number field, we denote by L(H2r (X)(r), s) the (incomplete) L-function
associated to the compatible system {H2r (X F ,Qℓ(r))} of 0F -representations, which

MSC2020: primary 11G40, 14G10; secondary 11G10, 14C25.
Keywords: Tate conjecture, abelian varieties, algebraic cycles, poles of zeta functions, potential

automorphy.
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converges absolutely for ℜ(s) > 1. Then Conjecture 2 of [Tate 1965] specializes to
the following.

Conjecture 1.2 (Tate II). Assume that F is a number field. Then for any 1 ≤ r ≤

dim X ,

rank Chr
hom(X)= − ords=1 L(H2r (X)(r), s).

Tate I for divisors (r = 1) is known for various X , including abelian varieties
over any finitely generated fields [Faltings 1983; Zarhin 1975; Tate 1966]. Much
less is known when r > 1. We refer to the surveys [Totaro 2017; Milne 2007; Tate
1994; Ramakrishnan 1989] for a nice summary of known results. The goal of this
short note is to present some examples of abelian varieties X over number fields
for which Tate’s conjectures hold for algebraic cycles in arbitrary codimension r .

Theorem 1.3 (Tate I). Assume that F is finitely generated with char(F)= 0. Then
Tate I holds for any abelian variety X over F with simple factors all having dimen-
sion ≤ 2.

Theorem 1.4 (Tate II). Assume that F is a number field. Let E1, E2, E3, E4 be
elliptic curves over F. Let A be an abelian surface over F. Then Tate II holds for
the following cases:

(i) F is totally real or imaginary CM and X = En1
1 × En2

2 for any n1 ≥ 1, n2 ≥ 0.

(ii) F is totally real or imaginary CM and X = En1
1 × En2

2 × E3 for any n1 ≥ 1
and 1 ≤ n2 ≤ 2.

(iii) F is totally real or imaginary CM and X = En1
1 × En2

2 × E3 × E4 for any
1 ≤ n1, n2 ≤ 2.

(iv) F is totally real and X = A, X = A2.

Remark 1.5. It is worth mentioning that the special case when X = En is a power
of an elliptic curve was considered by Tate himself [Tate 1965, page 106], and
played an important role in his formulation of the Sato–Tate conjecture.

Theorem 1.3 (Tate I) can be deduced from recent theorems on the Hodge con-
jecture and the Mumford–Tate conjecture [Ramón Marí 2008; Lombardo 2016],
as mentioned, e.g., in [Moonen 2017, page 284]. Theorem 1.4 (Tate II) can be
deduced from more recent potential automorphy theorems [Allen et al. 2018; Boxer
et al. 2021] and known cases of Langlands functionality, and should also be known
to the experts. All these ingredients are available in more generality, but to illustrate
the ideas we do not aim for maximal generality in the statement of the theorems.
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2. Proof of Theorem 1.3 (Tate I)

Choose an embedding F ↪→ C and view F as a subfield of C. Since all simple
factors of X have dimension ≤ 2, the Hodge conjecture for XC holds (in any
codimension r ) by [Ramón Marí 2008, Theorem 3.15]. In fact in this case all Hodge
classes on XC are generated by products of divisor classes. Also by [Lombardo
2016, Corollary 1.2], the Mumford–Tate conjecture for X holds.

Now the desired result follows due to the well-known general fact (see, e.g.,
[Farfán 2016, Section 6]) that the Mumford–Tate conjecture for the abelian variety
X over F together with the Hodge conjecture for XC (in codimension r) implies
Tate I (Conjecture 1.1) for X (in codimension r ). In particular all Tate classes on X
are also generated by products of divisor classes.

Remark 2.1. We refer to [Ramón Marí 2008; Lombardo 2016] for discussions
about related previous works on the Hodge and Mumford–Tate conjectures. When
X is a product of elliptic curves, the Hodge conjecture was proved in [Murty 1990]
(see also [Gordon 1999, Appendix B, Section 3]) and the same method should also
apply to prove Tate I.

3. Potential automorphy

Let F be a number field. Let V = {Vℓ} and W = {Wℓ} be compatible systems
of semisimple ℓ-adic 0F -representations (e.g., in the sense of strictly compatible
systems of ℓ-adic representations of 0F defined over Q of [Boxer et al. 2021,
Section 2.8]). Recall that V is potentially automorphic if there exists a finite Galois
extension L/F such that the restriction V |0L is automorphic (e.g., in the sense
of [Boxer et al. 2021, Definition 9.1.1]). We introduce the following variants of
potential automorphy.

Definition 3.1. Let S be a nonempty set of rational primes. Let L/F be a finite
Galois extension.

We say that V is S-strongly automorphic over L , if for any subextension L ′/F
of L/F with L/L ′ solvable, the following conditions are satisfied:

(i) V |0L′ is automorphic.

(ii) Let π be an isobaric automorphic representation on GLn(AL ′) associated to
V |0L′ (n = dim V and AL ′ is the ring of adèles of L ′). Write π = ⊞k

i=1πi as
an isobaric direct sum of cuspidal automorphic representations on GLni (AL ′)(
n =

∑k
i=1 ni

)
. Write V |0L′ = ⊕

k
i=1Vi as the corresponding direct sum de-

composition into compatible systems of 0L ′-representations. Then the ℓ-adic
0L ′-representation Vi,ℓ (i = 1, . . . , k) is irreducible for any ℓ ∈ S. (Notice that
the irreducibility of Vi,ℓ is conjectured but not known in general).
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We say that V is S-strongly potentially automorphic, if V is S-strongly auto-
morphic over L for some finite Galois extension L/F. We say that V is strongly
potentially automorphic, if V is S-strongly potentially automorphic for some Dirich-
let density one set S.

We say that V and W are jointly S-strongly potentially automorphic, if V and
W are both S-strongly automorphic over L for some finite Galois extension L/F.
We say that V and W are jointly strongly potentially automorphic, if V and W are
jointly S-strongly potentially automorphic for some Dirichlet density one set S.

Lemma 3.2. Let V = {Vℓ} and W = {Wℓ} be compatible systems of semisimple
ℓ-adic 0F -representations. Let S be a nonempty set of rational primes:

(i) Assume that V is S-strongly potentially automorphic. Then L(V, s) has mero-
morphic continuation to all of C, and for any ℓ ∈ S,

dim V 0F
ℓ = − ords=1 L(V, s).

(ii) Assume that V and W are jointly S-strongly potentially automorphic. Then
L(V ⊗ W, s) has meromorphic continuation to all of C, and for any ℓ ∈ S,

dim(Vℓ ⊗ Wℓ)
0F = − ords=1 L(V ⊗ W, s).

(iii) Assume that V has a finite direct sum decomposition V ≃ ⊕
k
i=1Vi ⊗ Wi into

tensor products of compatible systems of 0F -representations. Assume that Vi

and Wi are jointly S-strongly potentially automorphic for each i . Then L(V, s)
has meromorphic continuation to all of C, and for any ℓ ∈ S,

dim V 0F
ℓ = − ords=1 L(V, s).

Remark 3.3. Lemma 3.2 should be known to the experts and the proof idea, using
Brauer’s induction theorem and known properties of automorphic L-functions, is
an old one; see, e.g., [Taylor 2002; Harris et al. 2010; Harris 2009]. Notice that (i)
also follows as a special case of (iii). We keep (i) to illustrate the ideas.

Proof. (i) Let L/F be a finite Galois extension such that V is S-strongly automorphic
over L . By Brauer’s induction theorem, we may find a virtual decomposition

10F =

k∑
j=1

c j Ind0F
0L j

ψi ,

where c j ∈ Z, F ⊆ L j ⊆ L with L/L j solvable, and ψ j is a 1-dimensional repre-
sentation of Gal(L/L j ) ( j = 1, . . . , k). Since V is S-strongly automorphic over L ,
we know that for each j there exists an isobaric direct sum of cuspidal automorphic
representations πL j = ⊞mi

i=1πL j ,i of GLn(AL j ) and a direct sum decomposition
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V |0L j
= ⊕

m j
i=1VL j ,i into 0L j -representations such that

L(V |0L j
, s)= L(s, πL j ) L(VL j ,i , s)= L(s, πL j ,i ),

and each ℓ-adic representation VL j ,i,ℓ is irreducible for any ℓ ∈ S. Here L(s, πL j )

is the (incomplete) standard L-function as in [Godement and Jacquet 1972] and
has meromorphic continuation to all of C. Hence

L(V ⊗Ind0F
0L j

ψ j , s)= L(V |0L j
⊗ψ j , s)=

m j∏
i=1

L(VL j ,i⊗ψ j , s)=
m j∏
i=1

L(s, πL j ,i⊗χ j ),

where χ j is the automorphic character on GL1(AL j ) associated to ψ j . It follows
that

L(V, s)= L(V ⊗ 10F , s)=

k∏
j=1

m j∏
i=1

L(s, πL j ,i ⊗χ j )
c j

and thus L(V, s) has meromorphic continuation to all of C.
Since πL j ,i ⊗ χ j is cuspidal, by [Jacquet and Shalika 1976] we know that

L(s, πL j ,i ⊗ χ j ) has no zero or pole at s = 1, unless πL j ,i ⊗ χ j is the trivial
representation in which case it has a simple pole at s = 1. Hence − ords=1 L(V, s)
equals the number of trivial representations among πL j ,i ⊗χ j weighted by c j , and
so we obtain

− ords=1 L(V, s)=

k∑
j=1

m j∑
i=1

c j dim Hom0L j
(10L j

, VL j ,i,ℓ ⊗ψ j,ℓ),

for any ℓ ∈ S by the irreducibility of VL j ,i,ℓ. This evaluates to

k∑
j=1

c j dim Hom0L j
(10L j

, Vℓ|0L j
⊗ψ j,ℓ),

which by the Frobenius reciprocity equals

dim Hom0F (10F , Vℓ)= dim V 0F
ℓ .

(ii) Let L/F be a finite Galois extension such that both V and W are S-strongly
automorphic over L . By the same notation and argument in the proof of (i), we know
that for each j there exists an isobaric direct sum of cuspidal representations πL j =

⊞
m j
i=1πL j ,i (resp. 5L j =⊞

m′

j
i ′=15L j ,i ′), together with a corresponding decomposition

into 0L j -representations V |0L j
≃ ⊕

m j
i=1VL j ,i

(
resp. W |0L j

≃
⊕m′

j
i ′=1 WL j ,i ′

)
such

that each ℓ-adic representation VL j ,i,ℓ (resp. WL j ,i ′,ℓ) is irreducible for any ℓ ∈ S.
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It follows that

L(V ⊗ W, s)=
k∏

j=1

L(V ⊗ W ⊗10F , s)=
k∏

j=1

m j∏
i=1

m′

j∏
i ′=1

L(s, πL j ,i × (5L j ,i ′ ⊗χ j ))
c j ,

where L(s, πL j ,i × (5L j ,i ′ ⊗χ j )) is the (incomplete) Rankin–Selberg L-function
as in [Jacquet et al. 1983], and thus L(V ⊗ W, s) has meromorphic continuation to
all of C.

Since πL j ,i and5L j ,i ⊗χ j are cuspidal, we know that L(s, πL j ,i ×(5L j ,i ⊗χ j ))

has no zero at s = 1 by [Shahidi 1980]; see also [Moreno 1985, Lemma 3.1; Sarnak
2004, page 721]. Also by [Jacquet and Shalika 1981, (4.6) and (4.11)] (see also
[Mœglin and Waldspurger 1989, Appendice; Cogdell and Piatetski-Shapiro 2004,
Theorem 2.4]), it has no pole at s = 1, unless πL j ,i ≃ (5L j ,i ′ ⊗χ j )

∨ in which case it
has a simple pole at s = 1. The latter happens if and only if VL j ,i ≃ (WL j ,i ′ ⊗ψ j )

∨.
Hence

− ords=1 L(V, s)=

k∑
j=1

m j∑
i=1

m′

j∑
i ′=1

c j dim Hom0L j
(10L j

, VL j ,i,ℓ ⊗ WL j ,i ′,ℓ ⊗ψ j,ℓ)

for any ℓ ∈ S by the irreducibility of VL j ,i,ℓ and WL j ,i ′,ℓ. This evaluates to

k∑
j=1

c j dim Hom0L j
(10L j

, (Vℓ ⊗ Wℓ)|0L j
⊗ψ j,ℓ),

which by the Frobenius reciprocity equals

dim Hom0F (10F , Vℓ ⊗ Wℓ)= dim(Vℓ ⊗ Wℓ)
0F .

(iii) It follows directly from (ii) and the factorization L(V, s)=
∏k

i=1 L(Vi ⊗Wi , s).
□

Lemma 3.4. Assume that F is a number field. Let E1, E2, E3, E4 be elliptic curves
over F. Let A be an abelian surface over F :

(i) If F is totally real or imaginary CM, then {Symk1 H1(E1,F ,Qℓ)} and
{Symk2 H1(E2,F ,Qℓ)} are jointly strongly potentially automorphic for any
k1, k2 ≥ 0.

(ii) If F is totally real or imaginary CM, then {Symk1 H1(E1,F ,Qℓ)} and
{Symk2 H1(E2,F ,Qℓ)⊗ Symk3 H1(E3,F ,Qℓ)} are jointly strongly potentially
automorphic for any k1 ≥ 0, 0 ≤ k2 ≤ 2, and 0 ≤ k3 ≤ 1.

(iii) If F is totally real or imaginary CM, then

{Symk1 H1(E1,F ,Qℓ)⊗ Symk3 H1(E3,F ,Qℓ)}
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and
{Symk2 H1(E2,F ,Qℓ)⊗ Symk4 H1(E4,F ,Qℓ)}

are jointly strongly potentially automorphic for any 0 ≤ k1, k2 ≤ 2 and
0 ≤ k3, k4 ≤ 1.

(iv) If F is totally real, then {Hk1(AF ,Qℓ)} and {Hk2(AF ,Qℓ)} are jointly strongly
potentially automorphic for any 0 ≤ k1, k2 ≤ 4.

Proof. (i) If one of E1 or E2 has CM, say E1 has CM, then {Symk1 H1(E1,F ,Qℓ)}

is automorphic, as an isobaric direct sum of automorphic characters on GL1(AF ),
and possibly automorphic inductions of automorphic characters on GL1(AK ) for a
quadratic extension K/F. In particular, we know that {Symk1 H1(E1,F ,Qℓ)}|0L is
S-strongly automorphic over any finite Galois extension L/F and any nonempty
set S of primes. The result follows if E2 also has CM. If E2 has no CM, then
{H1(E2,F ,Qℓ)} is strongly irreducible in the sense defined before [Allen et al. 2018,
Lemma 7.1.1] (i.e., for any finite extension F ′/F , the representation H1(E2,F ,Qℓ)|0F ′

is irreducible for ℓ in a Dirichlet density one set of primes), and we can apply
[loc. cit., Corollary 7.1.11] to {Symk2 H1(E2,F ,Qℓ)} together with [loc. cit., Propo-
sition 6.5.13] to obtain the desired joint S-strong potential automorphy for a Dirichlet
density one set S of primes. If neither of E1 and E2 has CM, then the desired result
follows from the more general [loc. cit., Theorem 7.1.10] together with [loc. cit.,
Proposition 6.5.13]. (In the case F = Q, we may also directly apply [Newton and
Thorne 2021, Theorem A (non-CM case) and Theorem A.1 (CM case)]).

(ii) By the same argument in (i), there are a finite Galois extension L/F and a
Dirichlet density one set S of primes such that {Symki H1(Ei,F ,Qℓ)} is S-strongly
automorphic over L for any 1 ≤ i ≤ 3. Hence by the functorial products for
GL(2)×GL(2)→GL(4) [Ramakrishnan 2000, Theorem M] and GL(2)×GL(3)→
GL(6) [Kim and Shahidi 2002, Theorem A], we know that {Symk2 H1(E2,F ,Qℓ)⊗

Symk3 H1(E3,F ,Qℓ)} is also S-strongly automorphic over L for any 0 ≤ k2 ≤ 2 and
0 ≤ k3 ≤ 1. The result then follows.

(iii) By the same argument in (ii), there are a finite Galois extension L/F
and a Dirichlet density one set S of primes such that {Symki H1(Ei,F ,Qℓ) ⊗

Symk j H1(E j,F ,Qℓ)} is S-strongly automorphic over L for any 0 ≤ ki ≤ 2 and
0 ≤ k j ≤ 1, which gives the result.

(iv) The result follows from [Boxer et al. 2021, Theorem 9.3.1] and its proof. □

Remark 3.5. For each item of Lemma 3.4, the proof supplies a Dirichlet density
one set S of primes such that the joint S-strong potential automorphy holds. Since
compatible systems in Lemma 3.4 come from elliptic curves and abelian surfaces,
one should also be able to prove directly that the irreducible conditions required
in Definition 3.1(ii) hold for all primes ℓ, and hence the joint S-strong potential
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automorphy holds for the set S of all primes. For the purpose of the proof of
Theorem 1.4 (Tate II) below, any nonempty S suffices.

4. Proof of Theorem 1.4 (Tate II)

Let 1 ≤ r ≤ dim X . Let V = {H2r (X F ,Qℓ(r))}. By Theorem 1.3 (Tate I), we know
from (1.1.1) that rank Chr

hom(X) = dim V 0F
ℓ for any prime ℓ. Thus it remains to

show that dim V 0F
ℓ = − ords=1 L(V, s) for some prime ℓ:

(i) By the Künneth formula and the decomposition of H1(Ei,F ,Qℓ)
⊗ki into sym-

metric powers of H1(Ei,F ,Qℓ) (i = 1, 2), we have an isomorphism of semisimple
0F -representations

H2r (X F ,Qℓ(r))

≃

⊕
0≤ki ≤ni

i=1,2

mk1,k2(Symk1 H1(E1,F ,Qℓ)⊗ Symk2 H1(E2,F ,Qℓ))
1
2(k1 + k2),

where mk1,k2 ≥ 0 are certain multiplicities (nonzero only if k1 + k2 ≤ 2r is even).
The result then follows from Lemma 3.2 (iii) and Lemma 3.4 (i).

(ii) Similarly, if we set n3 = 1 then we have an isomorphism of semisimple
0F -representations

H2r (X F ,Qℓ(r))≃

⊕
0≤ki ≤ni

1≤i≤3

mk1,k2,k3(⊗1≤i≤3 Symki H1(Ei,F ,Qℓ))
1
2(k1 + k2 + k3),

where mk1,k2,k3 ≥ 0 are certain multiplicities (nonzero only if k1 + k2 + k3 ≤ 2r is
even). The result then follows from Lemma 3.2(iii) and Lemma 3.4(ii).

(iii) Similarly, the result follows from Lemma 3.2(iii) and Lemma 3.4(iii).

(iv) For X = A, the result follows from Lemma 3.2(i) and Lemma 3.4(iv). For
X = A2, by the Künneth formula, we have an isomorphism of semisimple 0F -
representations

H2r (X F ,Qℓ(r))≃

⊕
k1+k2=2r
0≤k1,k2≤4

(Hk1(AF ,Qℓ)⊗ Hk2(AF ,Qℓ))(r).

The result then follows from Lemma 3.2(iii) and Lemma 3.4(iv).

Remark 4.1. When X is an abelian surface of the type ResK/F E , where F is
totally real, K/F is a quadratic CM extension and E is an elliptic curve over K ,
Tate II was proved in [Virdol 2015] using a similar argument. We also refer to
[Johansson 2017; Taylor 2020] for more detailed analysis for L-functions of abelian
surfaces.
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A Diophantine problem about Kummer surfaces

William Duke

Upper and lower bounds are given for the number of rational points of bounded
height on a double cover of projective space ramified over a Kummer surface.

1. Introduction

Let F(x) = F(x0, . . . , xn) with n ≥ 2 be an integral form with deg F ≥ 2 and set

NF (T )=#{x ∈Zn+1
| F(x)= z2 for some z ∈Z, gcd(x0, . . . , xn)=1 and ∥x∥≤T },

(1-1)
where ∥x∥=max j (|x j |). The behavior of NF (T ) for large T is of basic Diophantine
interest. When deg F is even, NF (T ) counts rational points of bounded height on a
double cover of Pn

Q
ramified over the hypersurface given by F(x) = 0.

Assume that deg F is even and that z2
− F(x) is irreducible over C. It follows

from Theorem 3 on page 178 of [Serre 1989] that for any ϵ > 0

NF (T ) ≪ T n+1/2+ϵ . (1-2)

As discussed after Theorem 3 in [Serre 1989], it is reasonable to expect that

NF (T ) ≪ T n+ϵ . (1-3)

Broberg [2003] improved 5
2 to 9

4 in (1-2) when n = 2. For n ≥ 3, various im-
provements and generalizations of (1-2) are given in [Munshi 2009; Heath-Brown
and Pierce 2012; Bonolis 2021], assuming that F(x) = 0 is nonsingular. Certain
nonhomogeneous F are treated in [Heath-Brown and Pierce 2012].

In this note I will consider the problem of estimating NF (T ) from above and
below when n = 3 for a special class of quartic F , namely those for which F(x) = 0
define certain Kummer surfaces. These surfaces have singularities (nodes).

For our purpose we will define a Kummer surface in terms of an integral sextic
polynomial P(t). For fixed a, b, c, d, e, f, g ∈ Z with a ̸= 0 let

P(t) = at6
+ bt5

+ ct4
+ dt3

+ et2
+ f t + g.

Research supported by NSF grant DMS 1701638 and Simons Foundation Award Number 554649.
MSC2020: 11Dxx, 11E76.
Keywords: Diophantine equations, Kummer surfaces, rational points.
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Suppose that the discriminant of P is not zero. Define the symmetric matrices

S0 =


a b

2 0 0
b
2 c d

2 0
0 d

2 e f
2

0 0 f
2 g

 (1-4)

and

S1 =


0 0 0 0
0 0 0 −

1
2

0 0 1 0
0 −

1
2 0 0

 , S2 =


0 0 0 1

2
0 0 −

1
2 0

0 −
1
2 0 0

1
2 0 0 0

 , S3 =


0 0 −

1
2 0

0 1 0 0
−

1
2 0 0 0

0 0 0 0

 . (1-5)

For x = (x0, x1, x2, x3) define the matrix

Sx = x0S0 + x1S1 + x2S2 + x3S3.

For a row vector v let S(v) = vSvt denote the quadratic form associated to a
symmetric matrix S. It is easy to check that for any x we have the identity

x0 P(t) = Sx(t3, t2, t, 1).

Define the associated quartic form F by

F(x) := 16 det Sx . (1-6)

Over C the surface given by F(x) = 0 is a Kummer surface, a special determinantal
quartic surface that is singular with sixteen nodes, including the points (t3, t2, t, 1)

where t is a root of P(t) = 0. The Jacobian variety of the genus two hyperelliptic
curve y2

= P(t) is a double cover of the Kummer surface ramified over these
nodes. For details on the geometry of Kummer surfaces; see, e.g., [Hudson 1990;
Dolgachev 2012]. Some arithmetic aspects of Kummer surfaces are considered
in [Cassels and Flynn 1996]. The construction of a Kummer surface using the S j

from (1-4) and (1-5) occurs in a slightly different form in [Baker 1907, page 69];
see also [Cassels and Flynn 1996, page 42].

Our main result is the following.

Theorem 1. Suppose that P(t) = at6
+ bt5

+ ct4
+ dt3

+ et2
− 2t with integral

a, b, c, d, e has nonzero discriminant and a ̸= 0. Let F be defined in (1-6) and
NF (T ) in (1-1). Then for any ϵ > 0

T 2
≪ NF (T ) ≪ T 3+ϵ, (1-7)

where the first implied constant depends only on P and the second depends only on
P and ϵ.
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Our approach to these estimates relies on the special form of the Kummer surfaces
we consider. In particular, for the upper bound we use that in P we assume that
g = 0. For the lower bound we use that g = 0 and f = −2. The upper bound
coincides with that given in (1-3). An example of an equation to which Theorem 1
applies, when P(t) = t6

− 2t , is

z2
= x2

3(x2
1 + 8x0x2) + x3(−16x3

0 − 2x1x2
2) − 4x0x3

1 − 8x2
0 x1x2 + x4

2 .

Numerical calculations in this case show that we seem to have NF (T ) ≫ T 3−ϵ . It
would be of interest to find the correct order of magnitude of NF (T ) for some P .

Remark. Most research on NF (T ) in (1-1) has concentrated on giving upper
bounds for NF (T ) for quite general F , where F(x) = 0 is usually assumed to be
nonsingular. The proofs often make use of intricate estimates of character and
exponential sums; for example, see [Heath-Brown and Pierce 2012]. In contrast, the
proof of the upper bound of (1-7) is rather straightforward. Although it is likely not
sharp, the lower bound of (1-7) is probably more interesting and certainly deeper.
Its proof uses a remarkable and not well-known identity of Schottky to explicitly
produce solutions to F(x) = z2. Along somewhat similar lines, invariant theory was
recently applied to asymptotically count integer points on quadratic twists of certain
elliptic curves and give a class number formula for binary quartic forms [Duke
2021]. It is reasonable to hope that some other classical identities of algebraic
geometry and syzygies of invariant theory, some of which are beautifully presented
in [Dolgachev 2012], could have still undiscovered applications to the problem of
finding lower bounds for counting functions like NF (T ).

2. Proof of the theorem

Upper bound. The mechanism behind the proof of the upper bound in (1-7) is that a
quadratic Diophantine equation in two variables has “few” solutions. The argument
relies on the fact that for P(t) of the assumed form (so that in particular g = 0),
the associated F has the property that it is quadratic in one of its variables. It will
become clear that similar arguments can be applied to other F with this property.

For a general P(t) we have the explicit formula

F(x) = x4
0(16aceg − 4ac f 2

− 4ad2g − 4b2eg + b2 f 2)

− 2x3
0(−8acgx1 + 2ad f x1 − 4adgx2 − 8aegx3 + 2a f 2x3 + 2b2gx1

+ bd f x2 + 2bdgx3)

+ x2
0(−4aex2

1 + 4a f x1x2 + 16agx1x3 − 4agx2
2 − 4bex1x2 − 2b f x1x3

+ 2b f x2
2 + 4bgx2x3 − 4cex2

2 − 4c f x2x3 − 4cgx2
3 + d2x2

2)

−2x0(2ax3
1+2bx2

1 x2+2cx1x2
2+dx1x2x3+dx3

2+2ex2
2 x3+2 f x2x2

3+2gx3
3)

+ (x2
2 − x1x3)

2.
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For P(t) = at6
+ bt5

+ ct4
+ dt3

+ et2
− 2t we have that F has an expansion that

is quadratic in x3:

F(x) = x2
3(x2

1 + 8x2x0)

+ x3(−16ax3
0 + 4bx2

0 x1 + 8cx2
0 x2 − 2dx0x1x2 − 4ex0x2

2 − 2x1x2
2)

+ 4b2x4
0 − 16acx4

0 + 8adx3
0 x1 − 4aex2

0 x2
1 − 4ax0x3

1 + 4bdx3
0 x2

− 8ax2
0 x1x2 − 4bex2

0 x1x2 − 4bx0x2
1 x2 − 4bx2

0 x2
2 + d2x2

0 x2
2

− 4cex2
0 x2

2 − 4cx0x1x2
2 − 2dx0x3

2 + x4
2 . (2-1)

Thus given a solution x of z2
= F(x), upon completing the square we will get a

solution (y, z) of
y2

− (x2
1 + 8x2x0)z2

= k(x0, x1, x2) (2-2)
where

k(x0, x1, x2) = 8x0x5
2 − 64a2x5

0 + · · ·

is a homogeneous integral form of degree 6 that is not identically zero, and where

y = (x2
1 +8x2x0)x3+(8ax3

0 −2bx2
0 x1−4cx2

0 x2+dx0x1x2+2ex0x2
2 +x1x2

2). (2-3)

The number of x0, x1, x2 with |x0|, |x1|, |x2| ≤ T where either

k(x0, x1, x2) = 0 or x2
1 + 8x2x0 = 0

is ≪ T 2. For such x0, x1, x2, by (2-2) and (2-3) the total number of solutions of
F(x) = z2 with |x3| ≤ T is ≪ T 3.

For any other x0, x1, x2 with |x0|, |x1|, |x2| ≤ T we can apply the well-known
estimate

d(k) ≪ kϵ

for the divisor function and [Hooley 1986, Lemma 1], which follows from [Hooley
1967, Lemma 5], to conclude that the total number of solutions of F(x) = z2 with
|x1|, |x2|, |x3|, |x0| ≤ T is ≪ T 3+ϵ .

Lower bound. The tool used to obtain the lower bound of (1-7) is an explicit
parametrization of solutions given by an identity of Schottky. This identity has a
form that is similar to many of those coming from syzygies connecting covariants
and invariants of forms. However, Schottky’s identity has a different origin and
does not appear to come from invariant theory.

The Jacobian of S0, S1, S2, S3 as given in (1-4) and (1-5) is

J (x) = JS0,S1,S2,S3(x) = det


∂1S0 ∂2S0 ∂3S0 ∂4S0

∂1S1 ∂2S1 ∂3S1 ∂4S1

∂1S2 ∂2S2 ∂3S2 ∂4S2

∂1S3 ∂2S3 ∂3S3 ∂4S3

 = 2gx3
3 x0 − 2ax3x3

0 + · · · .
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In case f = −2 and g = 0 this is given in full by

J (x) = 2(−ax3x3
0 + 3ax2

0 x1x2 − 2ax0x3
1 − bx3x2

0 x1 + bx2
0 x2

2 + bx0x2
1 x2−bx4

1

− cx3x0x2
1 + 2cx0x1x2

2 − cx3
1 x2 − dx3x3

1 + dx0x3
2 + ex3x0x2

2

− 2ex3x2
1 x2 + ex1x3

2 − 2x2
3 x0x2 + 2x2

3 x2
1 + 2x3x1x2

2 − 2x4
2). (2-4)

The surface defined by J (x) = 0 is a Weddle surface. A variant of the following
identity connecting the Weddle and Kummer surfaces, which can be checked
directly, is apparently due to Schottky [1889, page 241]. He obtained it via theta
functions and used it to show that the Kummer and Weddle surfaces are birationally
equivalent over C. It is stated (in a somewhat different form) in [Baker 1907,
page 152, Example 8].

Proposition 2. For F in (1-6) (and in (2-1)) when P(t) = at6
+ bt5

+ ct4
+ dt3

+

et2
− 2t , we have identically

F(−S3(x), −2S2(x), 2S1(x), S0(x)) = J 2(x), (2-5)

where J (x) is given in (2-4).

Note the order of the parametrizing quadrics S j . It is not obvious (to me) how to
modify (2-5) so that it holds for a general P(t) or even if that is possible without
changing its basic form.

Proof of Theorem 1. Let S be the set of six points α j ∈ P3
C

represented by
(t3

j , t2
j , t j , 1), where P(t j ) = 0 for j = 1, . . . , 6. Recall from the discussion around

(1-6) that Si (α j ) = 0 for each i, j . In order to apply Proposition 2 to prove the
lower bound of (1-7), we must first examine the map

α 7→ (−S3(α), −2S2(α), 2S1(α), S0(α)) (2-6)

from P3
C

\ S to P3
C

. Let V be the space spanned by {S0, S1, S2, S3}, which is
clearly four dimensional. We need to control the degree of the map (2-6). Suppose
that β1, β2, β3 ∈ P3

C
\S are distinct and all have the same image in P3

C
under the

map (2-6). Then three independent S, S′, S′′
∈ V will vanish at the nine distinct

points {α1, . . . , α6, β1, β2, β3}. This is impossible by Bezout’s theorem and shows
that there are at most two points in P3

C
\ S with the same image in P3

C
under the

map (2-6).
Therefore by Proposition 2, the lower bound of (1-7) will follow from

#{x ∈ Z4
: gcd(x1, x2, x3, x4) = 1, |S j (x)| ≤ T, j = 1, 2, 3, 4} ≫ T 2.

This estimate is easily established since there is a ball in R4 centered at the origin
of positive radius, all of whose points x satisfy |S j (x)| ≤ 1 for j = 1, 2, 3, 4. Thus
a standard lattice point count gives the result. □



56 WILLIAM DUKE

References

[Baker 1907] H. F. Baker, An introduction to the theory of multiply periodic functions, Cambridge
University Press, 1907. Zbl

[Bonolis 2021] D. Bonolis, “A polynomial sieve and sums of Deligne type”, Int. Math. Res. Not.
2021:2 (2021), 1096–1137. MR Zbl

[Broberg 2003] N. Broberg, “Rational points on finite covers of P1 and P2”, J. Number Theory 101:1
(2003), 195–207. MR Zbl

[Cassels and Flynn 1996] J. W. S. Cassels and E. V. Flynn, Prolegomena to a Middlebrow Arithmetic
of Curves of Genus 2, Cambridge University Press, 1996. Zbl

[Dolgachev 2012] I. V. Dolgachev, Classical algebraic geometry, Cambridge University Press, 2012.
MR Zbl

[Duke 2021] W. Duke, “On elliptic curves and binary quartic forms”, International Mathematics
Research Notices (2021).

[Heath-Brown and Pierce 2012] D. R. Heath-Brown and L. B. Pierce, “Counting rational points on
smooth cyclic covers”, J. Number Theory 132:8 (2012), 1741–1757. MR Zbl

[Hooley 1967] C. Hooley, “On binary cubic forms”, J. Reine Angew. Math. 226 (1967), 30–87. MR
Zbl

[Hooley 1986] C. Hooley, “On binary quartic forms”, J. Reine Angew. Math. 366 (1986), 32–52. MR
Zbl

[Hudson 1990] R. W. H. T. Hudson, Kummer’s quartic surface, Cambridge University Press, 1990.
MR Zbl

[Munshi 2009] R. Munshi, “Density of rational points on cyclic covers of Pn”, J. Théor. Nombres
Bordeaux 21:2 (2009), 335–341. MR Zbl

[Schottky 1889] F. Schottky, “Ueber die Beziehungen zwischen den sechzehn Thetafunctionen von
zwei Variabeln”, J. Reine Angew. Math. 105 (1889), 233–249. MR Zbl

[Serre 1989] J.-P. Serre, Lectures on the Mordell–Weil theorem, Aspects Math. E15, Vieweg & Sohn,
Braunschweig, Germany, 1989. MR Zbl

Received 21 Sep 2021. Revised 9 Dec 2021.

WILLIAM DUKE:

wdduke@ucla.edu
Mathematics Department, UCLA, Los Angeles, CA, United States

msp

http://msp.org/idx/zbl/2644284
http://dx.doi.org/10.1093/imrn/rnz245
http://msp.org/idx/mr/4201962
http://msp.org/idx/zbl/1475.11168
http://dx.doi.org/10.1016/S0022-314X(03)00043-X
http://msp.org/idx/mr/1979659
http://msp.org/idx/zbl/1054.14024
http://dx.doi.org/10.1017/CBO9780511526084
http://dx.doi.org/10.1017/CBO9780511526084
http://msp.org/idx/zbl/0857.14018
http://dx.doi.org/10.1017/CBO9781139084437
http://msp.org/idx/mr/2964027
http://msp.org/idx/zbl/1252.14001
http://dx.doi.org/10.1093/imrn/rnab249
http://dx.doi.org/10.1016/j.jnt.2012.02.010
http://dx.doi.org/10.1016/j.jnt.2012.02.010
http://msp.org/idx/mr/2922342
http://msp.org/idx/zbl/1248.14027
http://dx.doi.org/10.1515/crll.1967.226.30
http://msp.org/idx/mr/213299
http://msp.org/idx/zbl/0163.04605
http://dx.doi.org/10.1515/crll.1986.366.32
http://msp.org/idx/mr/833012
http://msp.org/idx/zbl/0577.10022
http://msp.org/idx/mr/1097176
http://msp.org/idx/zbl/0716.14025
http://dx.doi.org/10.5802/jtnb.674
http://msp.org/idx/mr/2541429
http://msp.org/idx/zbl/1187.14026
http://dx.doi.org/10.1515/crll.1889.105.233
http://dx.doi.org/10.1515/crll.1889.105.233
http://msp.org/idx/mr/1580201
http://msp.org/idx/zbl/21.0500.01
http://dx.doi.org/10.1007/978-3-663-14060-3
http://msp.org/idx/mr/1002324
http://msp.org/idx/zbl/0676.14005
mailto:wdduke@ucla.edu
http://msp.org


msp
Essential Number Theory

Vol. 1, No. 1, 2022

https://doi.org/10.2140/ent.2022.1.57

Quartic index form equations and monogenizations of
quartic orders

Shabnam Akhtari

Some upper bounds for the number of monogenizations of quartic orders are
established by considering certain classical Diophantine equations, namely index
form equations in quartic number fields, and cubic and quartic Thue equations.

1. Introduction

Let K be an algebraic number field and OK its ring of integers. Let O be an order
in K (a subring of OK with quotient field K ). We call the ring O monogenic if
it is generated by one element as a Z-algebra, i.e., O = Z[α] for some α ∈ O;
the element α is called a monogenizer of O . If α is a monogenizer of O , than
so is ±α + c for any c ∈ Z. We call two monogenizers α and α′ of O equivalent
if α′

= ±α + c for some c ∈ Z. Then by a monogenization of O , we mean an
equivalence class of monogenizers of O . By fundamental work of Győry [1976],
we know that any order in an algebraic number field can have at most finitely many
monogenizations and that effectively computable upper bounds on the number of
these monogenizations can be determined. It is a difficult computational problem
to find or even count the monogenizations of a given order (many computational
examples, interesting special cases and efficient algorithms in low degree number
fields may be found in [Gaál 2019]).

We are interested in counting the number of monogenizations of a given order.
An overview of various results on estimates for the number of monogenizations of
orders in number fields is given in [Evertse 2011]. There are further extensions and
generalizations of such results in [Evertse and Győry 2017] (in particular, see the
relevant results in Section 9.1).

Monogenicity of algebraic number rings has a long history. It is an interesting
problem to decide whether a given number field K is monogenic, that is, whether
its ring of integers OK , which is the maximal order in K , is monogenic. It is well
known that quadratic number fields are monogenic. Dedekind [1878] gave the
first example of a nonmonogenic cubic field. It is an open conjecture that most of

MSC2020: 11D25, 11D45, 11R04, 11R16.
Keywords: monogenizations of a quartic order, index form equations, Thue equations.
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number fields of degree greater than 2 are not monogenic. For recent progress in
this direction in the cases of cubic and quartic number fields, we refer the reader to
the work of Alpöge, Bhargava, and Shnidman [Alpöge et al. 2021a; 2021b].

In this article we focus on the problem of counting the number of monogenizations
of a quartic order. Evertse and Győry [1985] proved explicit upper bounds for the
number of monogenizations of an order in a number field K . These bounds depend
only on the degree of K . The best known result for n ≥ 4 is due to Evertse [2011],
who proved in that an order O in a number field K of degree n can have at most
24(n+5)(n−2) monogenizations. In the case n = 4, Evertse’s result shows that an order
in a quartic field can have at most 272 monogenizations. Recently, Bhargava [2022]
gave an improved bound in, showing that an order in a quartic number field can
have at most 2760 monogenizations (and even fewer when the discriminant of the
order is large enough). We give another proof for Theorem 1.1 of [Bhargava 2022].

Theorem 1.1. Let O be an order in a quartic number field. The number of monog-
enizations of O is at most 2760. If the absolute value of the discriminant of O is
sufficiently large, the number of monogenizations of O is at most 182. Moreover,
if the discriminant of O is negative and has sufficiently large absolute value, the
number of monogenizations of O is at most 70.

In the above theorem the assumptions about the size of the discriminant are
the result of such assumptions to overcome certain technical difficulties in some
approximation methods used to prove Propositions 2.3, 2.5, and 2.6. These restric-
tions can be expressed explicitly. For instance, assuming the absolute value of the
discriminant is at least 10500 will suffice; see [Akhtari 2009; 2012], where such
explicit values are established but no effort has been made to optimize them. It is
known that there are only finitely many quartic number fields with the absolute
value of their discriminants bounded by a constant; see [Birch and Merriman 1972;
Evertse and Győry 1991]. By the identity in (2), which relates the discriminant of
an order to that of the underlying number field, Theorem 1.1 implies that with at
most finitely many exceptions, a quartic order with positive discriminant can have
at most 182 monogenizations and a quartic order with negative discriminant can
have at most 70 monogenizations.

Our approach involves refining and modifying an algorithmic method developed
by Gaál, Pethő and Pohst [Gaál et al. 1996] to solve an index form equation
I (X, Y, Z) = ±1 in a quartic number field. Using this method, we will be able to
associate explicit polynomials and binary and ternary forms to a monogenic order
and a fixed monogenizer of that, and eventually reduce our problem to the resolution
of a number of Thue equations of degree 3 and 4. The proof in [Bhargava 2022]
uses a more abstract viewpoint by utilizing two ways of parametrizing quartic rings,
one established by Bhargava [2004] and another one established by Wood [2012].
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2. Preliminaries: discriminants, Thue equations, discriminant and
index form equations

2A. Discriminants. We recall the definitions of discriminants of orders, polynomi-
als, algebraic numbers, and binary forms which will be frequently used throughout
this manuscript. We will also refer to the discriminant of number fields. The
discriminant of a number field K is the discriminant of its maximal order, the ring
of integers OK . For K = Q(α), the discriminant of K can be expressed in terms of
the discriminant of the algebraic number α and its index in Q(α). The index of an
algebraic integer and the discriminant of orders are defined in Section 2B.

Let P(T ) ∈ Z[T ] be a polynomial of degree n and leading coefficient a ∈ Z. The
discriminant Disc(P) of P(T ) is

Disc(P) = a2n−2
∏
i< j

(γi − γ j )
2,

where γ1, . . . , γn ∈ C are the roots of P(T ).
The discriminant of an algebraic number is defined as the discriminant of its

minimal polynomial.
Let F(U, V ) ∈ Z[U, V ] be a binary form of degree n that factors over C as

n∏
i=1

(αiU − βi V ).

The discriminant D(F) of F is given by

D(F) =

∏
i< j

(αiβ j − α jβi )
2. (1)

We note that the discriminant of the polynomial F(U, 1) ∈ Z[U ] is equal to the
discriminant of the binary form F(U, V ) ∈ Z[U, V ].

2B. Discriminant and index form equations. Let K be an algebraic number field
of degree n. Let α1, . . . , αn a linearly independent set of n elements of K . Let
σ1, . . . , σn : K → C be all the embeddings of K into C. The discriminant of
(α1, . . . , αn) is defined as the square of the determinant of an n × n matrix:

DK/Q(α1, . . . , αn) := (det(σi (α j )))
2,

where i, j ∈ {1, . . . , n}.
If {β1, . . . , βn} forms a basis for OK , then the discriminant of K is

DK = DK/Q(β1, . . . , βn).

Let γ1, γ2, . . . , γn be an integral basis for an order O in a number field K of
degree n (we note that by definition an order is a full-rank Z-module in OK ). The
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discriminant of O is defined as DK/Q(γ1, . . . , γn) and is independent of the choice
of the integral basis γ1, γ2, . . . , γn; see [Koch 1997], or any introductory text in
algebraic number theory.

The following basic well-known lemmas are due to Hensel [1908].

Lemma 2.1. Let α1, . . . , αn ∈ OK be linearly independent over Q and set

O = Z[α1, . . . , αn].

then
DK/Q(α1, . . . , αn) = J 2 DK , (2)

where O+

K and O+ are the additive groups of the modules OK and O , respectively,
and J = (O+

K : O+) is the module index.

For every γ ∈ K , we denote the algebraic conjugates of γ by γ (i) (1 ≤ i ≤ n).
Let {1, ω2, . . . , ωn} be an integral basis of K . Let

X = (X1, . . . , Xn),

and
L(X) = X1 + ω2 X2 + · · · +ωn Xn, (3)

with algebraic conjugates

L(i)(X) = X1 + ω
(i)
2 X2 + · · · +ω(i)

n Xn,

(1 ≤ i ≤ n). Kronecker and Hensel called the form L(X) the Fundamentalform and

DK/Q(L(X)) =

∏
1≤i< j≤n

(L(i)(X) − L( j)(X))2 (4)

the Fundamentaldiskriminante.

Lemma 2.2. We have

DK/Q(L(X)) = (I (X1, . . . , Xn))
2 DK ,

where DK is the discriminant of the field K , the linear form L(X) and its discrimi-
nant are defined in (3) and (4), and I (X1, . . . , Xn) is a homogeneous form in n − 1
variables of degree n(n − 1)/2 with integer coefficients.

The form I (X1, . . . , Xn) in the statement of Lemma 2.2 is called the index form
corresponding to the integral basis {1, ω2, . . . , ωn}. An important property of the
index form is that for any algebraic integer

α = x1 + x2ω2 + · · · + xnωn,
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with K = Q(α), by Lemma 2.2 we have

I (α) = |I (x2, . . . , xn)|,

where I (α) is the index of the module Z[α] in OK . The index form is independent
of the variable X1, for if β = α + a, where a ∈ Z, then I (α) = I (β).

We remark that in a cubic number field an index form equation is in fact a cubic
Thue equation (see Section 2C for the definition)

I (X2, X3) = ±m,

where m ∈ Z. In [Akhtari 2020] we have discussed some results about cubic Thue
equations and their consequences in resolving index form equations and counting
the number of monogenizations of a cubic ring.

2C. Upper bounds on the number of solutions of cubic and quartic Thue equa-
tions. Let F(U, V ) ∈ Z[U, V ] be a binary form of degree at least 3. If F(U, V ) is
irreducible over Q, for any integer m, it is shown in [Thue 1909] that the equation

F(U, V ) = m

has at most finitely many solutions in integers U , V . These equations are called
Thue equations. We will summarize some useful results on the number of integer
solutions of binary cubic and quartic Thue equations. In Propositions 2.3–2.6, two
pairs of solutions (u, v), (−u, −v) ∈ Z2 are considered as one solution.

The following is the combination of main results due to Bennett [2001] and
Okazaki [2002]; see also [Akhtari 2009].

Proposition 2.3. A cubic Thue equation F(U, V ) = ±1 has at most 10 integer
solutions. If the absolute value of the discriminant of F(U, V ) is sufficiently large
then F(U, V ) = ±1 has at most 7 integer solutions.

The following result was established independently by Delone [1930] and Nagell
[1928].

Proposition 2.4. Let F(U, V ) ∈ Z[U, V ] be a cubic binary form with negative
discriminant. The Thue equation F(U, V ) = ±1 has at most 5 integers solutions.

The following is Theorem A.1 of [Bhargava 2022], where results from [Akhtari
2015; 2012; Bennet and Rechnitzer ≥ 2022] are combined to obtain upper bounds
for the number of integral solutions to quartic Thue equations.

Proposition 2.5. A quartic Thue equation F(U, V ) = ±1 has at most 276 integer
solutions. If the absolute value of the discriminant of F(U, V ) is sufficiently large
then the quartic Thue equation F(U, V ) = ±1 has at most 26 integer solutions.

The following is part of the main theorem in [Akhtari 2012].
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Proposition 2.6. Let F(U, V ) ∈ Z[U, V ] be a quartic binary form with negative
discriminant. If the absolute value of the discriminant of F(U, V ) is sufficiently
large, the Thue equation F(U, V ) = ±1 has at most 14 integer solutions.

2D. Matrix actions on binary forms. We summarize some trivial facts about
matrix actions on binary forms that are well known to those in the field. Let
F(U, V ) ∈ Z[U, V ] and A =

(a
c

b
d

)
be a 2×2 matrix with integer entries. We define

the binary form
FA(U, V ) ∈ Z[U, V ]

by
FA(U, V ) = F(aU + bV, cU + dV ).

Via the definition (1), we observe that for any 2×2 matrix A with integer entries

D(FA) = (det A)n(n−1)D(F). (5)

We say that two integral binary forms F and G are equivalent if G = ±FA

for some A ∈ GL2(Z). This is in fact an equivalence relationship. Moreover, the
discriminants of two equivalent forms are equal.

For A =
(a

c
b
d

)
∈ GL2(Z), and any (u, v) ∈ Z2, we clearly have

A−1
= ±

(
d −b

−c a

)
and

FA(du − bv, −cu + av) = ±F(u, v).

Therefore, there is a one-to-one correspondence between the possible solutions of
the Thue equation F(U, V ) = ±1 and those of the Thue equation FA(U, V ) = ±1.

3. Index form equations in quartic number fields

Let ξ be a quartic algebraic integer with the minimal polynomial

P(T ) = T 4
+ a1T 3

+ a2T 2
+ a3T + a4 ∈ Z[T ]. (6)

Let K = Q(ξ). Suppose that ω1 = 1, ω2, ω3 and ω4 form an integral basis for the
quartic number field K . We write σ1, σ2, σ3 and σ4 for the distinct embeddings of
K into C. For i = 1, 2, 3, 4, we define the linear forms

li (X, Y, Z) = Xω
(i)
2 + Yω

(i)
3 + Zω

(i)
4 ,

where ω
(i)
j = σi (ω j ).
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The discriminant form corresponding to the integral basis {1, ω2, ω3, ω4} is
defined by

DK/Q(Xω2 + Yω3 + Zω4) =

∏
1≤i< j≤4

(li (X, Y, Z) − l j (X, Y, Z))2.

We have
DK/Q(Xω2 + Yω3 + Zω4) = (I (X, Y, Z))2 DK , (7)

where DK is the discriminant of the number field K and I (X, Y, Z) ∈ Z[X, Y, Z ]

is the index form corresponding to the fixed integral basis {1, ω2, ω3, ω4}. The
integral ternary form I (X, Y, Z) has degree 6. For any algebraic integer α =

a + xω2 + yω3 + zω4, with a, x, y, z ∈ Z, the index I (α) is equal to |I (x, y, z)|,
where I (α) is the module index of Z[α] in OK , the ring of integers of K . In this
section we consider the index form equation

I (X, Y, Z) = ±m (8)

where m ∈ Z.
We follow a simple and efficient algorithm given by Gaál, Pethő and Pohst [1996],

where they reduce the problem of solving an index form equation in a quartic number
field to the problem of finding all solutions (ui , vi ) ∈ Z2 of a cubic Thue equation
F(U, V )=±h, with h ∈Z, and the resolution of corresponding systems of quadratic
equations Q1(X, Y, Z) = ui , Q2(X, Y, Z) = vi , where F(U, V ) ∈ Z[U, V ] is a
cubic form, and Q1(X, Y, Z) and Q2(X, Y, Z) are integral ternary quadratic forms.
We state this reduction more precisely in Proposition 3.1.

We denote by I0 the index of the algebraic integer ξ . Then

I0 = I (ξ) = |I (x0, y0, z0)|,

where ξ = aξ + x0ω2 + y0ω3 + z0ω4, and aξ , x0, y0, z0 ∈ Z. Once again we remark
that the algebraic integers ξ and ξ − aξ have the same index in OK . Since I0 is the
index of Z[ξ ] in OK , for every algebraic integer α ∈ OK , we have

I0α ∈ Z[ξ ].

Assume that (x1, y1, z1) ∈ Z3 satisfies (8). Let

α = x1ω2 + y1ω3 + z1ω4, (9)

and
α′

= I0α = a′

α + x ′

1ξ + y′

1ξ
2
+ z′

1ξ
3
∈ Z[ξ ]. (10)

We have
I (α′) = I (x ′ξ + y′ξ 2

+ z′ξ 3) = ±I 6
0 m. (11)
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We denote by ξ (i) and α′(i) the algebraic conjugates of ξ and α′, for i = 1, 2, 3, 4.
Dividing both sides of the (11) by I (ξ) = I0, we obtain∏

(i, j,k,l)

(
α′(i)

− α′( j)

ξ (i) − ξ ( j)

)(
α′(k)

− α′(l)

ξ (k) − ξ (l)

)
= ±

I 6
0 m
I0

= ±I 5
0 m, (12)

where the above product is taken for (i, j, k, l)= (1, 2, 3, 4), (1, 3, 2, 4), (1, 4, 2, 3).
For each (i, j, k, l), via (10), we have(

α′(i)
− α′( j)

ξ (i) − ξ ( j)

)(
α′(k)

− α′(l)

ξ (k) − ξ (l)

)
= Q1(x ′

1, y′

1, z′

1) − ξi, j,k,l Q2(x ′

1, y′

1, z′

1), (13)

where
ξi, j,k,l = ξ (i)ξ ( j)

+ ξ (k)ξ (l),

Q1(X,Y, Z) =

X2
−a1 XY+a2Y 2

+(a2
1−2a2)X Z+(a3−a1a2)Y Z+(−a1a3+a2

2+a4)Z2, (14)

and
Q2(X, Y, Z) = Y 2

− X Z − a1Y Z + a2 Z2. (15)

The coefficients of the quadratic forms Q1(X, Y, Z) and Q2(X, Y, Z) are expressed
in terms of the coefficients of P(T ), the minimal polynomial of ξ given in (6). For
each (i, j, k, l) = (1, 2, 3, 4), (1, 3, 2, 4), (1, 4, 2, 3), we define the linear form

P(i, j, k, l) = P(i, j, k, l)(U, V ) = U − ξ1,2,3,4V .

Taking U = Q1(X, Y, Z) and V = Q2(X, Y, Z), by (12) and (13), we obtain∏
(i, j,k,l)

P(i, j, k, l) = (U −ξ1,2,3,4V )(U −ξ1,3,2,4V )(U −ξ1,4,2,3V ) = ±I 5
0 m, (16)

where the product is taken over (i, j, k, l) = (1, 2, 3, 4), (1, 3, 2, 4), (1, 4, 2, 3).
The left-hand side of (16) is a cubic binary form in U and V whose coefficients

are symmetric polynomials of ξ (1), ξ (2), ξ (3), ξ (4). Simple and routine calculations
show that this integral cubic binary form is∏
(i, j,k,l)

P(i, j, k, l)(U, V )

= F(U, V )

= U 3
− a2U 2V + (a1a3 − 4a4)U V 2

+ (4a2a4 − a2
3 − a2

1a4)V 3. (17)

The cubic polynomial

F(T, 1) = T 3
− a2T 2

+ (a1a3 − 4a4)T + (4a2a4 − a2
3 − a2

1a4)
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is called the cubic resolvent polynomial of P(T ), the minimal polynomial of ξ .
The discriminant of P(T ) ∈ Z[T ] is equal to the discriminant of F(T, 1) ∈ Z[T ]

and therefore to the discriminant of F(U, V ) ∈ Z[U, V ]. Since the discriminant of
the minimal polynomial P(T ) is not zero, we conclude that F(U, V ) will factor
into three pairwise nonproportional linear factors over C. This, together with (16),
implies that the three cubic algebraic integers ξ1,2,3,4, ξ1,3,2,4, and ξ1,4,2,3 are distinct
algebraic conjugates over Q. The above argument can be found in [Gaál 2019] and
[Gaál et al. 1996], and implies the following.

Proposition 3.1. Let ξ be a quartic algebraic integer and

I0 = I (ξ).

Assume that I (X, Y, Z) ∈ Z[X, Y, Z ] is an index form in the quartic number field
Q(ξ). The triple (x, y, z) ∈ Z3 is a solution of the index form equation

I (X, Y, Z) = ±m,

with m ∈ Z, if and only if there exists a solution (u, v) ∈ Z2 of the cubic Thue
equation

F(U, V ) = ±I 5
0 m (18)

such that (x, y, z) satisfies the system of quadratic ternary equations

Q1(X, Y, Z) = u, Q2(X, Y, Z) = v, (19)

where F(U, V ) is an integral cubic binary form and Q1(X, Y, Z) and Q2(X, Y, Z)

are integral quadratic ternary forms, respectively defined in (17), (14) and (15) with
coefficients expressed in terms of the coefficients of the minimal polynomial of the
fixed generator ξ .

Proposition 3.1 provides a general algorithm to find algebraic integers with index
m in the quartic number field K by fixing any algebraic integer ξ that generates K .
So in general the quantities I0 and m need not to be related. Using an argument of
Mordell [1969], in [Gaál et al. 1996] it is shown that all solutions of an index form
equation in a quartic number field can be found through solving finitely many cubic
and quartic Thue equations; see Theorems 1 and 2, as well as equations (8), (9)
and (10) of [loc. cit.]. In Section 4 we will modify the argument in [loc. cit.] and
apply our modification to an index form equation of the shape I (X, Y, Z) = ±1
connected to the quartic ring generated by an algebraic integer ξ . This will enable
us to count these Thue equations more efficiently. Moreover, it turns out that in this
case the right-hand sides of our Thue equations are ±1, and therefore we may apply
absolute upper bounds for the number of integer solutions recorded in Section 2C.
This way we can provide an absolute upper bound for the number of solutions of
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the index form equation that we study. These solutions will correspond to different
monogenizations of the quartic order Z[ξ ].

We end this section by recording another important relation between the ternary
quadratic forms Q1 and Q2, defined in (14) and (15), and the integer values
represented by the cubic form F(U, V ). For (u0, v0) ∈ Z2, we define

Q(X, Y, Z) = u0 Q2(X, Y, Z) − v0 Q1(X, Y, Z). (20)

Let M Q be the 3 × 3 symmetric Gram matrix of the quadratic form Q(X, Y, Z).
We have

4|Det(M Q)| = |F(u0, v0)|, (21)

where F(U, V ) is defined in (17). The identity (21) can be verified easily and
is established as an implication of Lemma 1 of [Gaál et al. 1996]. Its proof can
also be found in Lemma 6.1.1 of [Gaál 2019]. The identity (21) is not used in our
proofs, but it is crucial in confirming that the ternary quadratic forms Q1 and Q2

form a pair that parametrizes a quartic ring in the sense of Bhargava [2004]. Such
a parametrization is used in Bhargava’s proof of Theorem 1.1 [Bhargava 2022].
Another ingredient in [Bhargava 2022] is a beautiful parametrization due to Wood
[2012] for quartic rings. We do not use any of these two parametrizations. However,
in light of identities (20) and (21), one could view our discussion in the following
section as an explicit way of expressing polynomials and binary forms that are
appearing (implicitly) in Bhargava’s and Wood’s methods of parametrization.

4. Proof of Theorem 1.1

When treating a general index form equation in a quartic number field, one needs
to consider the identity (10) in order to have integer values for x ′

1, y′

1 and z′

1.
In Theorem 1.1 we are interested in finding other possible monogenizers for a
monogenized ring Z[ξ ]. Therefore, we are looking for algebraic integers α ∈ Z[ξ ]

that satisfy the index form (8). In this case, under the assumption α ∈ Z[ξ ], we may
express (10) as

α = aα + xξ + yξ 2
+ zξ 3, (22)

with x, y, z ∈ Z. This will simplify some of the equations introduced in Section 3.
Another simple observation is that if Z[ξ ] = Z[α], then the algebraic integers α

and ξ have the same index in the ring of integers of the underlying number field
Q(α) = Q(ξ), and therefore in the index form (11) and (12), we may take I0 = m.

Let K be a quartic number field and ξ an algebraic integer in K of index I0 = m.
We are interested in finding other monogenizers of Z[ξ ]. After replacing (10) by
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(22), for α ∈ Z[ξ ] the identity (12) becomes∏
(i, j,k,l)

(
α(i)

− α( j)

ξ (i) − ξ ( j)

)(
α(k)

− α(l)

ξ (k) − ξ (l)

)
= ±1. (23)

Therefore, in Proposition 3.1, we may consider the cubic Thue equation

F(U, V ) = ±1. (24)

In fact, we obtain the following modification of Proposition 3.1.

Lemma 4.1. The algebraic integer xξ+yξ 2
+zξ 3, with x, y, z ∈Z is a monogenizer

of Z[ξ ] if and only if there is a solution (u, v) ∈ Z2 of the cubic Thue equation

F(U, V ) = ±1 (25)

such that (x, y, z) satisfies the system of quadratic ternary equations

Q1(X, Y, Z) = u, Q2(X, Y, Z) = v. (26)

4A. The trivial solution of F(U, V ) = 1. First we notice that F(U, V ) is monic
and therefore (u, v)= (1, 0) satisfies the equation F(U, V )=±1. This corresponds
to the system of equations

Q1(X, Y, Z) = 1

Q2(X, Y, Z) = 0,
(27)

where the ternary quadratic forms Q1 and Q2 are defined in (14) and (15).
A special solution to the system of equations (27) is (x, y, z) = (1, 0, 0) as ξ is

trivially a monogenizer of Z[ξ ]; see (10).
Assume x, y, z ∈ Z satisfy (27). Then

Q2(x, y, z) = y2
− xz − a1 yz + a2z2

= 0. (28)

If z = 0 then y = 0. Since x, y, z also satisfy Q1(X, Y, Z) = 1, we conclude that
x = 1.

Now assume that z ̸= 0. From (28), we conclude that z | y2. Let q = gcd(z, y),
y = qy′ and z = qz′, with gcd(y′, z′) = 1. We may rewrite (28) as

Q2(x, y, z) = y′2q2
− xz′q − a1 y′z′q2

+ a2z′2q2
= 0

to conclude that q | xz′ and z′
| q. Since (x, y, z) satisfies the system (27), in

particular Q1(x, y, z) = 1, we have gcd(q, x) = 1 and therefore q | z′. So we
have z′

= ±q and q2
= ±z. Since (x, y, z) and (−x, −y, −z) give the same

monogenization, we may assume z ≥ 0 and q2
= z. Now we can express x, y and

z in terms of two integers q and p as follows:

x = p2
− a1 pq + a2q2, y = pq, z = q2. (29)
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The parametrization (29) can be done for any (x, y, z) ̸= (1, 0, 0) that satisfies
(28). Substituting the parametrized values for variables X, Y and Z in (14), we
may express the ternary quadratic form Q1(X, Y, Z) as a quartic binary form in
variables P , Q, where

X (P, Q) = P2
− a1 P Q + a2 Q2, Y (P, Q) = P Q, Z(P, Q) = Q2. (30)

We note that each X (P, Q), Y (P, Q) and Z(P, Q) is a binary quadratic form in
variables P and Q. The parametrization (29) was considered for z ̸= 0, however
the trivial (and special) solution (x, y, z) = (1, 0, 0) also corresponds to a solution
of the quartic Thue equation

Q1(X (P, Q), Y (P, Q), Z(P, Q)) = 1,

namely (p, q) = (1, 0).
Let us define the quartic binary form

Q(1,0)(P, Q) = Q(P, Q) = Q1(X (P, Q), Y (P, Q), Z(P, Q)). (31)

We have shown that the number of solutions (X, Y, Z) ∈ Z3 of the system of ternary
equations (27) is equal to the number of integer solutions (p, q) of the quartic Thue
equation

Q(P, Q) = 1.

Via (27), we may substitute the parameter X by (Y 2
− a1Y Z + a2 Z2)/Z2 in

Q1(X, Y, Z) to get
Q1(X, Y, Z) = Z4 P

( Y
Z − a1

)
,

where P(T ) is the minimal polynomial of ξ defined in (6). In other words,

Q(P, Q) = Q4 P
( P

Q − a1
)
.

Since a1 ∈ Z, we conclude that the discriminant of the quartic form Q(P, Q) is
equal to the discriminant of ξ , and therefore, to the discriminant of the cubic form
F(U, V ).

We also note that Q(P, Q) is a monic binary form, i.e., the coefficient of the
term P4 equals 1. This confirms the existence of the trivial solution (p, q) = (1, 0)

of the Thue equation Q(P, Q) = 1.
We conclude that the trivial solution (1, 0) of the cubic Thue equation F(U,V )=1

corresponds to a quartic Thue equation, namely Q(1,0)(P, Q) = 1, defined in (31).
Moreover, by (29), each pair of solution (p, q)∈ Z2 corresponds to the monogenizer

X (p, q)ξ + Y (p, q)ξ 2
+ Z(p, q)ξ 3

of the order Z[ξ ]. Clearly, the monogenizer ξ is produced by the solution (p, q) =

(1, 0) of the quartic Thue equation.
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4B. Nontrivial solutions of F(U, V ) = 1. For nontrivial solutions of the Thue
equation (24), in [Gaál et al. 1996] the system of ternary quadratic equations (32)
is reduced to a quartic Thue equation with a parametrization similar to (30); see
equations (8) and (10) of [Gaál et al. 1996]. We simplify such a parametrization with
help of a GL2(Z) matrix that maps any given primitive solution of a Thue equation
to the trivial solution (1, 0) of an equivalent Thue equation. More precisely, assume
that (u0, v0) ∈ Z2, with (u0, v0) ̸= (1, 0), satisfies (24). We have gcd(u0, v0) = 1
and therefore we may choose fixed s, t ∈ Z so that

su0 + tv0 = 1.

Consequently, if (x, y, z)∈ Z3 satisfies the system of equations in (19) with (u, v)=

(u0, v0), then (x, y, z) will satisfy

Q′
1(X, Y, Z) = s Q1(X, Y, Z) + t Q2(X, Y, Z) = 1

Q′
2(X, Y, Z) = v0 Q1 − u0 Q2 = 0.

(32)

The next step is to express this system as an equation of a quartic binary form to 1,
via the parametrization (30).

Let A =
( s

−v0

t
u0

)
∈ GL2(Z). Clearly we have

A
(u0

v0

)
=

(1
0

)
.

The matrix A−1
∈ GL2(Z) acts on the binary cubic form F(U, V ) to produce

the equivalent binary form FA−1(U, V ). The solution (u0, v0) of F(U, V ) = 1
corresponds to the solution (1, 0) of the cubic equation FA−1(U, V ) = 1.

Since (1, 0) satisfies the equation FA−1(U, V ) = 1, the cubic binary form
FA−1(U, V ) is monic. Similar to (31), and via parametrization (30), we obtain
the binary quartic form

Q(u0,v0)(P, Q) = Q′
1(X (P, Q), Y (P, Q), Z(P, Q)), (33)

with Q′
1 defined in (32). Therefore, in order to solve the system of ternary equa-

tions (32) one can solve the quartic Thue equation

Q(u0,v0)(P, Q) = 1 (34)

in integers P, Q.

4C. Conclusion. Let ξ be an algebraic integer of degree 4 with the minimal poly-
nomial given in (6). In order to count the number of monogenizations of Z[ξ ], we
defined the integral cubic form F(u, v) in (17), and the integral quadratic forms
Q1(X, Y, Z) and Q2(X, Y, Z) in (14) and (15), respectively. The coefficients of
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these forms are all expressed in terms of the coefficients of the minimal polynomial
of ξ . We showed that the following three numbers are equal:

(1) The number of solutions to the cubic Thue equation F(U, V ) = ±1 in (24).

(2) The number of systems of ternary quadratic equations (32).

(3) The number of quartic Thue equations (34).

We have also shown that for any fixed solution (u, v) ∈ Z2 of the cubic Thue
equation F(U, V ) = ±1 in (24), each solution (p, q) of the corresponding quartic
Thue equation (34) provides a monogenizer X (p, q)ξ + Y (p, q)ξ 2

+ Z(p, q)ξ 3,
with the integral binary quadratic forms X (P, Q), Y (P, Q) and Z(P, Q) defined
in (30).

Therefore, the number of monogenizations of Z[ξ ] is bounded by an upper bound
for the number of integer solutions to cubic Thue equations multiplied by an upper
bound for the number of integer solutions to quartic Thue equations. Proposition 2.3
provides upper bounds for the number of solutions of cubic Thue equations and
Proposition 2.5 provides upper bounds for the number of solutions of quartic Thue
equations.
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1. Introduction

The main aim of these notes is to explain modularity/automorphy lifting theorems
for two-dimensional p-adic representations, using wherever possible arguments that
go over to the (essentially conjugate self-dual) n-dimensional case. In particular, we
use improvements on the original Taylor–Wiles method due to Diamond, Fujiwara
and Kisin, and we explain (in the case n = 2) Taylor’s arguments [2008] that avoid
the use of Ihara’s lemma. For the most part I ignore the issues which are local at p,
focusing on representations which satisfy the Fontaine–Laffaille condition.

1.1. Notation. Much of this notation will also be introduced in the text, but I have
tried to collect together various definitions here, for ease of reading. Throughout
these notes, p > 2 is a prime greater than two. In the earlier stages of the notes, we
discuss n-dimensional p-adic and mod p representations, before specialising to the
case n = 2. When we do so, we assume that p ∤n. (Of course, in the case n = 2,
this follows from our assumption that p > 2.)

If M is a field, we let G M denote its absolute Galois group Gal(M/M), where
M is some choice of separable closure of M . We write εp (or just ε) for the p-adic
cyclotomic character. We fix an algebraic closure Q of Q, and regard all algebraic
extensions of Q as subfields of Q. For each prime p we fix an algebraic closure Qp
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of Qp, and we fix an embedding Q ↪→Qp. In this way, if v is a finite place of a
number field F , we have a homomorphism G Fv ↪→ G F . We also fix an embedding
Q ↪→ C. If L/Qp is algebraic, then we write OL for the ring of integers of L ,
and k(L) for its residue field.

We normalize the definition of Hodge–Tate weights so that all the Hodge–Tate
weights of the p-adic cyclotomic character εp are −1.

If R is a local ring, we write mR for the maximal ideal of R.
We let ζp be a primitive p-th root of unity.
We use the terms “modularity lifting theorem” and “automorphy lifting theorem”

more or less interchangeably.

2. Galois representations

Modularity lifting theorems prove that certain Galois representations are modular,
in the sense that they come from modular forms. We begin in this first chapter by
introducing Galois representations, and explaining some of their basic properties.

2.1. Basics of Galois representations (and structure of Galois groups). Let K ′/K
be a (not necessarily finite) normal and separable extension of fields. Then the
Galois group Gal(K ′/K ) is the group

{σ ∈ Aut(K ′) : σ |K = idK }.

This has a natural topology, making it a compact Hausdorff totally disconnected
topological group; equivalently, it is a profinite group. This can be expressed by
the topological isomorphism

Gal(K ′/K )∼= lim
←−−

K ′′/K finite normal
K ′′⊆K ′

Gal(K ′′/K ),

where the finite groups Gal(K ′′/K ) have the discrete topology. Then Galois theory
gives a bijective correspondence between intermediate fields K ′ ⊃ K ′′ ⊃ K and
closed subgroups H ⊂ Gal(K ′/K ), with K ′′ corresponding to Gal(K ′/K ′′) and H
corresponding to K H ; see, e.g., Section 1.6 of [Gruenberg 1967].

Fix a separable closure K of K , and write G K := Gal(K/K ). Let L be a
topological field; then a Galois representation is a continuous homomorphism
ρ : G K → GLn(L) for some n. The nature of these representations depends on the
topology on L . For example, if L has the discrete topology, then the image of ρ is
finite, and ρ factors through a finite Galois group Gal(K ′′/K ).

Exercise 2.2. If L = C with the usual topology, then ρ(G K ) is finite, and ρ is
conjugate to a representation valued in GLn(Q).
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On the other hand, if L/Qp is a finite extension with the p-adic topology, then
there can be examples with infinite image. The rest of these notes will be concerned
with these p-adic representations. For example, if p ̸= char K , we have the p-
adic cyclotomic character εp : G K → Z×p , which is uniquely determined by the
requirement that if σ ∈ G K and ζ ∈ K with ζ pm

= 1 for some n, then σ(ζ ) =
ζ εp(σ ) (mod pm). More interesting examples arise from geometry, as we explain in
Section 2.21 below.

Fact 2.3. If L/Qp is an algebraic extension, and ρ :G K →GLn(L) is a continuous
representation, then ρ(G K )⊆ GLn(M) for some L ⊃ M ⊃Qp with M/Qp finite.

Proof. This follows from the Baire category theorem; see, e.g., the proof of
Corollary 5 of [Dickinson 2001b] for the details. □

Exercise 2.4. If L/Qp is an algebraic extension, and ρ : G K → GLn(L) is a
continuous representation, then ρ is conjugate to a representation in GLn(OL).

Any finite-dimensional Galois representation has a Jordan–Hölder sequence, and
thus a well-defined semisimplification.

Fact 2.5. Two Galois representations ρ, ρ ′ : G K → GLn(L) have isomorphic
semisimplifications if and only if ρ(g), ρ ′(g) have the same characteristic poly-
nomials for each g ∈ G K . If char L = 0 (or indeed if char L > n), then this is
equivalent to tr ρ(g)= tr ρ ′(g) for all g ∈ G K .

Proof. This is a consequence of the Brauer–Nesbitt theorem, [Curtis and Reiner
1962, 30.16] □

As a corollary of the previous exercise and fact, we see that p-adic representations
have well-defined semisimplified reductions modulo p. Indeed, given ρ : G K →

GLn(L)with L/Qp algebraic, we may conjugate ρ to be valued in GLn(OL), reduce
modulo the maximal ideal and semisimplify to get a semisimple representation
ρ : G K → GLn(k(L)), whose characteristic polynomials are determined by those
of ρ.

Remark 2.6. We really do have to semisimplify here; to see why, think about the
reductions modulo p of the matrices

( 1
0

1
1

)
and

( 1
0

p
1

)
.

2.7. Local representations with p ̸= l: the monodromy theorem. In this section
we will let K/Ql be a finite extension, for some prime l ̸= p. In order to study the
representations of G K , we firstly recall something of the structure of G K itself; see,
e.g., [Serre 1979] for further details. Let ϖK be a uniformizer of OK , let k = k(K )
denote the residue field of K , and let valK : K×↠ Z be the ϖK -adic valuation. Let
|·|K := (#k)− valK (·) be the corresponding norm. The action of G K on K preserves
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valK , and thus induces an action on k, so that we have a homomorphism G K →Gk ,
and in fact a short exact sequence

0→ IK → G K → Gk→ 0

defining the inertia subgroup IK . We let FrobK = Frobk ∈ Gk be the geometric
Frobenius element, a topological generator of Gk ∼= Ẑ.

Then we define the Weil group WK via the commutative diagram

0 // IK // G K // Gk // 0

0 // IK // WK //
?�

OO

FrobZ
k

//
?�

OO

0

so that WK is the subgroup of G K consisting of elements which map to an integral
power of the Frobenius in Gk . The group WK is a topological group, but its topology
is not the subspace topology of G K ; rather, the topology is determined by decreeing
that IK is open, and has its usual topology.

Let K ur
= K IK be the maximal unramified extension of K , and let K tame

=⋃
(m,l)=1 K ur(ϖ

1/m
K ) be the maximal tamely ramified extension. Then the wild

inertia subgroup PK := Gal(K/K tame) is the unique Sylow pro-l subgroup of IK .
Let ζ = (ζm)(m,l)=1 be a compatible system of primitive roots of unity (i.e., ζ a

ab= ζb).
Then we have a character

tζ : IK /PK −→
∼

∏
p ̸=l

Zp,

defined by

σ(ϖ
1/m
K )

ϖ
1/m
K

= ζ
(tζ (σ ) (mod m))
m .

Exercise 2.8. Any other compatible system of roots of unity is of the form ζ u for
some u ∈

∏
p ̸=l Z×p , and we have tζ u = u−1tζ .

If σ ∈ WK , then tζ (στσ−1) = ε(σ )tζ (τ ), where ε is the cyclotomic character.
We let tζ,p be the composite of tζ and the projection to Zp.

Local class field theory is summarized in the following statement. (See, for
example, [Tate 1979] for this and the other facts about class field theory recalled
below.)

Theorem 2.9. Let W ab
K denote the group WK /[WK ,WK ]. Then there are unique

isomorphisms ArtK : K× −→∼ W ab
K such that
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(1) if K ′/K is a finite extension, then ArtK ′ = ArtK ◦NK ′/K , and

(2) we have a commutative square

K×
ArtK //

valK
����

W ab
K

����
Z // FrobZ

K

where the bottom arrow is the isomorphism sending a 7→ Froba
K .

The continuous irreducible representations of the group W ab
K are just the contin-

uous characters of WK , and local class field theory gives a simple description of
them, as representations of K× = GL1(K ). The local Langlands correspondence
for GLn (see Section 4.1) is a kind of n-dimensional generalization of this, giving
a description of certain representations of GLn(K ) in terms of the n-dimensional
representations of WK .

Definition 2.10. Let L be a field of characteristic 0. A representation of WK over
L is a representation (on a finite-dimensional L-vector space) which is continuous
if L has the discrete topology (i.e., a representation with open kernel).

A Weil–Deligne representation of WK on a finite-dimensional L-vector space V is
a pair (r, N ) consisting of a representation r :WK→GL(V ), and an endomorphism
N ∈ End(V ) such that for all σ ∈WK ,

r(σ )Nr(σ )−1
= (#k)−vK (σ )N ,

where vK :WK → Z is determined by σ |K ur = FrobvK (σ )
K .

Remark 2.11. (1) Since IK is compact and open in WK , if r is a representation
of WK then r(IK ) is finite.

(2) N is necessarily nilpotent.

Exercise 2.12. (1) Show that if (r, V ) is a representation of WK and m ≥ 1 then
the following defines a Weil–Deligne representation Spm(r) with underlying
vector space V m : we let WK act via

r |Art−1
K |

m−1
K ⊕ r |Art−1

K |
m−2
K ⊕ · · ·⊕ r,

and let N induce an isomorphism from r |Art−1
K |

i−1
K to r |Art−1

K |
i
K for each

i < m− 1, and be 0 on r |Art−1
K |

m−1
K .

(2) Show that every Weil–Deligne representation (r, V ) for which r is semisimple
is isomorphic to a direct sum of representations Spmi

(ri ).

(3) Show that if (r, V, N ) is a Weil–Deligne representation of WK , and K ′/K is a
finite extension, then (r |WK ′

, V, N ) is a Weil–Deligne representation of WK ′ .
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(4) Suppose that r is a representation of WK . Show that if σ ∈WK then for some
positive integer n, r(σ n) is in the center of r(WK ).

(5) Assume further that σ /∈ IK . Show that for any τ ∈WK there exists n ∈ Z and
m > 0 such that r(σ n)= r(τm).

(6) Show that for a representation r of WK , the following conditions are equivalent:
(a) r is semisimple.
(b) r(σ ) is semisimple for all σ ∈WK .
(c) r(σ ) is semisimple for some σ /∈ IK .

(7) Let (r, N ) be a Weil–Deligne representation of WK . Set r̃(σ ) = r(σ )ss, the
semisimplification of r(σ ). Prove that (r̃ , N ) is also a Weil–Deligne represen-
tation of WK .

Definition 2.13. We say that a Weil–Deligne representation (r, N ) is Frobenius
semisimple if r is semisimple. With notation as in Exercise 2.12(7), we say that
(r̃ , N ) is the Frobenius semisimplification of (r, N ).

Definition 2.14. If L is an algebraic extension of Qp, then we say that an element
A ∈ GLn(L) is bounded if it has determinant in O×L , and characteristic polynomial
in OL [X ].

Exercise 2.15. A is bounded if and only if it stabilizes an OL -lattice in Ln .

Definition 2.16. Let L be an algebraic extension of Qp. Then we say that r is
bounded if r(σ ) is bounded for all σ ∈WK .

Exercise 2.17. Show r is bounded if and only if r(σ ) is bounded for some σ /∈ IK .

The reason for all of these definitions is the following theorem, which in practice
gives us a rather concrete classification of the p-adic representations of G K .

Proposition 2.18 (Grothendieck’s monodromy theorem). Suppose that l ̸= p,
that K/Ql is finite, and that V is a finite-dimensional L-vector space, with L
an algebraic extension of Qp. Fix ϕ ∈ WK a lift of FrobK and a compatible
system (ζm)(m,l)=1 of primitive roots of unity. If ρ : G K → GL(V ) is a continuous
representation then there is a finite extension K ′/K and a uniquely determined
nilpotent N ∈ End(V ) such that for all σ ∈ IK ′ ,

ρ(σ)= exp(Ntζ,p(σ )).

For all σ ∈WK , we have ρ(σ)Nρ(σ)−1
= #k−vK (σ )N. In fact, we have an equiva-

lence of categories WD=WDζ,ϕ from the category of continuous representations of
G K on finite-dimensional L-vector spaces to the category of bounded Weil–Deligne
representations on finite-dimensional L-vector spaces, taking

ρ 7→ (V, r, N ), r(τ ) := ρ(τ) exp(−tζ,p(ϕ−vK (τ )τ)N ).

The functors WDζ ′,ϕ′ and WDζ,ϕ are naturally isomorphic.
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Remark 2.19. Note that since N is nilpotent, the exponential here is just a polyno-
mial — there are no convergence issues!

The proof is contained in the following exercise.

Exercise 2.20. (1) By Exercise 2.4 there is a G K -stable OL -lattice 3⊂ V . Show
that if G K ′ is the kernel of the induced map G K → Aut(3/p3), then K ′/K
is a finite extension, and ρ(G K ′) is pro-p. Show that ρ|IK ′

factors through
tζ,p : IK ′→ Zp.

(2) Choose σ ∈ IK ′ such that tζ,p(σ ) topologically generates tζ,p(IK ′). By consid-
ering the action of conjugation by ϕ, show that the eigenvalues of ρ(σ) are
all p-power roots of unity. Hence show that one may make a further finite
extension K ′′/K ′ such that the elements of ρ(IK ′′) are all unipotent.

(3) Deduce the existence of a unique nilpotent N ∈ End(V ) such that for all
σ ∈ IK ′′ , ρ(σ)= exp(Ntζ,p(σ )). [Hint: use the logarithm map (why are there
no convergence issues?).]

(4) Complete the proof of the proposition, by showing that (r, N ) is a Weil–Deligne
representation. Where does the condition that r is bounded come in?

One significant advantage of Weil–Deligne representations over Galois rep-
resentations is that there are no subtle topological issues: the topology on the
Weil–Deligne representation is the discrete topology. This allows one to describe
representations in a way that is “independent of L”, and is necessary to make
sense of the notion of a compatible system of Galois representations (or at least
to make sense of it at places at which the Galois representation is ramified); see
Definition 2.32 below.

2.21. Local representations with p = l: p-adic Hodge theory. The case l = p
is far more complicated than the case l ̸= p, largely because wild inertia can act
in a highly nontrivial fashion, so there is no simple analogue of Grothendieck’s
monodromy theorem. (There is still an analogue, though, it’s just much harder
to state and prove, and doesn’t apply to all p-adic Galois representations.) The
study of representations G K → GLn(Qp) with K/Qp finite is part of what is
called p-adic Hodge theory, a subject initially developed by Fontaine in the 1980s.
For an introduction to the part of p-adic Hodge theory concerned with Galois
representations, the reader could consult [Berger 2004]. There is a lot more to
p-adic Hodge theory than the study of Galois representations, and an excellent
overview of some recent developments in the more geometric part of the theory
can be found in [Bhatt 2021]. We will content ourselves with some terminology,
some definitions, and some remarks intended to give intuition and motivation.

Fix K/Qp finite. In some sense, “most” p-adic Galois representations G K →

GLn(Qp) will not be relevant for us, because they do not arise in geometry, or in
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the Galois representations associated to automorphic representations. Instead, there
is a hierarchy of classes of representations

{crystalline}⊊ {semistable}⊊ {de Rham}⊊ {Hodge–Tate}.

For any of these classes X , we say that ρ is potentially X if there is a finite extension
K ′/K such that ρ|G K ′

is X . A representation is potentially de Rham if and only
if it is de Rham, and potentially Hodge–Tate if and only if it is Hodge–Tate; the
corresponding statements for crystalline and semistable representations are false,
as we will see concretely in the case n = 1 later on. The p-adic analogue of
Grothendieck’s monodromy theorem is the following deep theorem of Berger.

Theorem 2.22 (the p-adic monodromy theorem). A representation is de Rham if
and only if it is potentially semistable.

The notion of a de Rham representation is designed to capture the representations
arising in geometry; it does so by the following result of Tsuji (building on the
work of many people).

Theorem 2.23. If X/K is a smooth projective variety, then each H i
ét(X×K K ,Qp)

is a de Rham representation.

Similarly, the definitions of crystalline and semistable are designed to capture
the notions of good and semistable reduction, and one has (again as a consequence
of Tsuji’s work); see Section 2.5 of [Berger 2004].

Theorem 2.24. If X/K is a smooth projective variety with good (respectively,
semistable) reduction, then each H i

ét(X ×K K ,Qp) is a crystalline (respectively,
semistable) representation.

Thus the p-adic monodromy theorem can be thought of as a Galois-theoretic
incarnation of Grothendieck’s semistable reduction theorem.

The case that n = 1 is particularly simple, as we now explain. In this case,
every semistable character is crystalline, and the de Rham characters are exactly the
Hodge–Tate characters. In the case K =Qp, these are precisely the characters whose
restrictions to inertia are of the form ψεm

p where ψ has finite order and m ∈Z, while
the crystalline characters are those for whichψ is trivial. A similar description exists
for general K , with εm

p replaced by a product of so-called Lubin–Tate characters.

Fact 2.25. A character χ : G K →Q×p is de Rham if and only if there is an open
subgroup U of K× and an integer nτ for each τ : K ↪→Qp such that (χ◦ArtK )(α)=∏
τ τ(α)

−nτ for each α ∈U , and it is crystalline if and only if we can take U =O×K .
See Exercise 6.4.3 of [Brinon and Conrad 2009].

As soon as n > 1, there are noncrystalline semistable representations, and non-
de Rham Hodge–Tate representations. A useful heuristic when comparing to the l ̸=
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p case is that crystalline representations correspond to unramified representations,
semistable representations correspond to representations for which inertia acts
unipotently, and de Rham representations correspond to all representations.

Suppose that ρ : G K → GLn(Qp) is a Hodge–Tate representation. Then for
each τ : K ↪→Qp there is a multiset of τ -labeled Hodge–Tate weights (defined for
example in the notation section of [Barnet-Lamb et al. 2014], where they are called
“Hodge–Tate numbers”) HTτ (ρ) associated to ρ; this is a multiset of integers, and
in the case of a de Rham character χ as above, HTτ (χ) = nτ . In particular, the
p-adic cyclotomic character εp has all Hodge–Tate weights equal to −1. If K ′/K
is a finite extension, and τ ′ : K ′ ↪→Qp extends τ : K ↪→Qp, then

HTτ ′(ρ|G K ′
)= HTτ (ρ).

If furthermore ρ is potentially semistable (equivalently, de Rham) then a con-
struction of Fontaine associates a Weil–Deligne representation WD(ρ)= (r, N ) of
WK to ρ. If K ′/K is a finite extension, then WD(ρ|G K ′

)= (r |WK ′
, N ). It is known

that ρ is semistable if and only if r is unramified, and that ρ is crystalline if and
only if r is unramified and N = 0. Thus ρ is potentially crystalline if and only
N = 0.

2.26. Number fields. We now consider the case that K is a number field (that is, a
finite extension of Q). If v is a finite place of K , we let Kv denote the completion of
K at v. If K ′/K is a finite Galois extension, then Gal(K ′/K ) transitively permutes
the places of K ′ above v; if we choose one such place w, then we define the
decomposition group

Gal(K ′/K )w := {σ ∈ Gal(K ′/K ) | wσ = w}.

Then we have a natural isomorphism Gal(K ′/K )w −→∼ Gal(K ′w/Kv), and since
Gal(K ′/K )wσ = σ−1 Gal(K ′/K )wσ , we see that the definition extends to general
algebraic extensions, and in particular we have an embedding G Kv

↪→ G K which is
well-defined up to conjugacy (alternatively, up to a choice of embedding K ↪→ K v).
(Note that you need to be slightly careful with taking completions in the case that
K ′/K is infinite, as then the extension K ′w/Kv need not be algebraic; we can for
example define Gal(K ′w/Kv) to be the group of continuous automorphisms of K ′w
which fix Kv pointwise.)

If K ′/K is Galois and unramified at v, and w is a place of K ′ lying over v, then
we define

Frobw := FrobKv
∈ Gal(K ′w/Kv)−→

∼ Gal(K ′/K )w ↪→ Gal(K ′/K ).

We have Frobwσ = σ−1 Frobw σ , and thus a well-defined conjugacy class [Frobv] =
{Frobw}w | v in Gal(K ′/K ).
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Fact 2.27 (Chebotarev density theorem). If K ′/K is a Galois extension which is
unramified outside of a finite set S of places of K , then the union of the conjugacy
classes [Frobv], v /∈ S is dense in Gal(K ′/K ).

We briefly recall a statement of global class field theory. Let AK denote the adeles
of K , and write K∞ =

∏
v |∞ Kv. Let K ab

= K [G K ,G K ] be the maximal abelian
extension of K . Then there is a homomorphism ArtK :A

×

K /(K
×
∞
)◦→Gal(K ab/K ),

defined in the following way: for each finite place v of K , the restriction of ArtK

to K×v agrees with the local Artin maps ArtKv
, and similarly at the infinite places,

it agrees with the obvious isomorphisms ArtKv
: K×v /(K

×
v )
◦
−→∼ Gal(K v/Kv). (In

both cases, the symbol ◦ refers to the connected component of the identity.) Then
global class field theory states that ArtK induces an isomorphism

ArtK : A
×

K /K×(K×∞)◦ −→∼ Gal(K ab/K ).

The global Galois representations that we will care about are those that Fontaine
and Mazur call geometric. Let L/Qp be an algebraic extension.

Definition 2.28. If K is a number field, then a continuous representation ρ :G K →

GLn(L) is geometric if it is unramified outside of a finite set of places of K , and if
for each place v | p, ρ|G Kv

is de Rham.

Remark 2.29. It is known that both conditions are necessary; that is, there are
examples of representations which are unramified outside of a finite set of places of
K but not de Rham at places lying over p, and examples of representations which
are de Rham at all places lying over p, but are ramified at infinitely many places.
(As we will see in Theorem 2.43, these examples require n > 1.)

In practice (and conjecturally always), geometric Galois representations arise
as part of a compatible system of Galois representations. There are a number
of different definitions of a compatible system in the literature, all of which are
conjecturally equivalent (although proving the equivalence of the definitions is
probably very hard). The following definition, taken from [Barnet-Lamb et al.
2014], is simultaneously a strong enough set of assumptions under which one can
hope to employ automorphy lifting theorems to study a compatible system, and is
weak enough that the conditions can be verified in interesting examples.

Definition 2.30. Suppose that K and M are number fields, that S is a finite set
of places of K and that n is a positive integer. By a weakly compatible system of
n-dimensional p-adic representations (for varying p) of G K defined over M and
unramified outside S we mean a family of continuous semisimple representations

rλ : G K → GLn(Mλ),

where λ runs over the finite places of M , with the following properties:
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• If v /∈ S is a finite place of K , then for all λ not dividing the residue characteristic
of v, the representation rλ is unramified at v and the characteristic polynomial
of rλ(Frobv) lies in M[X ] and is independent of λ.

• Each representation rλ is de Rham at all places above the residue characteristic
of λ, and in fact crystalline at any place v ̸∈ S which divides the residue
characteristic of λ.

• For each embedding τ : K ↪→ M the τ -labeled Hodge–Tate weights of rλ are
independent of λ.

Remark 2.31. By the Chebotarev density theorem and the Brauer–Nesbitt theorem,
each rλ is determined by the characteristic polynomials of the rλ(Frobv) for v /∈ S,
and in particular the compatible system is determined by a single rλ. Note that for
a general element σ ∈ G K , there will be no relationship between the characteristic
polynomials of the rλ(σ ) as λ varies (and they won’t even lie in M[X ], so there
will be no way of comparing them).

There are various other properties one could demand; for example, we have the
following definition (again following [Barnet-Lamb et al. 2014], although we have
slightly strengthened the definition made there by allowing λ to divide the residue
characteristic of v).

Definition 2.32. We say that a weakly compatible system is strictly compatible if
for each finite place v of K there is a Weil–Deligne representation WDv of WKv

over M such that for each finite place λ of M and every M-linear embedding
ς : M ↪→ Mλ we have ς WDv

∼=WD(rλ|G Kv
)F-ss.

Conjecturally, every weakly compatible system is strictly compatible, and even
satisfies further properties, such as purity; see, e.g., Section 5 of [Barnet-Lamb et al.
2014]. We also have the following consequence of the Fontaine–Mazur conjecture
(Conjecture 2.38 below) and standard conjectures on the étale cohomology of
algebraic varieties over number fields.

Conjecture 2.33. Any semisimple geometric representation G K → GLn(L) is part
of a strictly compatible system of Galois representations.

In practice, most progress on understanding these conjectures has been made by
using automorphy lifting theorems to prove special cases of the following conjecture.

Conjecture 2.34. Any weakly compatible system of Galois representations is strictly
compatible, and is in addition automorphic, in the sense that there is an algebraic
automorphic representation (in the sense of [Clozel 1990]) π of GLn(AK ) with
the property that WDv

∼= recKv
(πv|det|(1−n)/2) for each finite place v of K , where

recKv
is the local Langlands correspondence as in Section 4.1 below.
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2.35. Sources of Galois representations. The main source (and conjecturally the
only source) of compatible systems of Galois representations is the étale cohomology
of algebraic varieties. We have the following result, a consequence of Theorem 2.23
and “independence of l” results in étale cohomology [Katz and Messing 1974].

Theorem 2.36. Let K be a number field, and let X/K be a smooth projective
variety. Then for any i, j , the H i

ét(X ×K K ,Qp)
ss( j) (the ( j) denoting a Tate twist)

form a weakly compatible system (defined over Q) as p varies.

Remark 2.37. Conjecturally, it is a strictly compatible system, and there is no need
to semisimplify the representations. Both of these properties are known if X is an
abelian variety; see Section 2.4 of [Fontaine 1994].

Conjecture 2.38 (the Fontaine–Mazur conjecture [Fontaine and Mazur 1995]).
Any irreducible geometric representation ρ : G K → GLn(Qp) is (the extension of
scalars to Qp of ) a subquotient of a representation arising from étale cohomology
as in Theorem 2.36.

Remark 2.39. The Fontaine–Mazur–Langlands conjecture is a somewhat ill-defined
conjecture, which is essentially the union of Conjectures 2.33 and 2.34, expressing
the expectation that an irreducible geometric Galois representation is automorphic.

When n=1, all of these conjectures are essentially known, as we will now explain.
For n>1, we know very little (although the situation when K =Q and n=2 is pretty
good), and the main results that are known are as a consequence of automorphy
lifting theorems (as discussed in these notes) and of potential automorphy theorems
(which are not discussed in these notes, but should be accessible given the material
we develop here; for a nice introduction, see [Buzzard 2012]).

Definition 2.40. A Grössencharacter is a continuous character χ : A×K /K×→ C×.
We say that χ is algebraic (or “type A0”) if for each τ : K ↪→C there is an integer nτ ,
such that for each α ∈ (K×

∞
)◦, we have χ(α)=

∏
τ (τ (α))

−nτ .

Definition 2.41. Let L be a field of characteristic zero such that for each embedding
τ : K ↪→ L , we have τ(K )⊆ L . Then an algebraic character χ0 : A

×

K → L× is a
character with open kernel such that for each τ : K ↪→ L there is an integer nτ with
the property that for all α ∈ K×, we have χ0(α)=

∏
τ (τ (α))

nτ .

Exercise 2.42. Show that if χ0 is an algebraic character, then χ0 takes values in some
number field. [Hint: show that A×K /(K

× kerχ0) is finite, and that χ0(K× kerχ0) is
contained in a number field.]

Theorem 2.43. Let E be a number field containing the normal closure of K . Fix
embeddings ı∞ : E ↪→C, ı p : E ↪→Qp. Then the following are in natural bijection:

(1) Algebraic characters χ0 : A
×

K → E×.

(2) Algebraic Grössencharacters χ : A×K /K×→ C×.
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(3) Continuous representations ρ : G K →Q×p which are de Rham at all v | p.

(4) Geometric representations ρ : G K →Q×p .

Exercise 2.44. Prove Theorem 2.43 as follows; see, e.g., Section 1 of [Fargues
2011] for more details. Firstly, use Fact 2.25, together with global class field theory,
to show that (3) and (4) are equivalent. For the correspondence between (1) and
(2), show that we can pair up χ0 and χ by

χ(α)= ı∞

(
χ0(α)

∏
τ :K ↪→C

τ(α∞)
−n

ı−1
∞ τ

)
.

For the correspondence between (1) and (3), show that we can pair up χ0 and ρ by

(ρ ◦ArtK )(α)= ı p

(
χ0(α)

∏
τ :K ↪→Qp

τ(αp)
−n

ı−1
p τ

)
.

3. Galois deformations

The “lifting” in “modularity lifting theorems” refers to deducing the modularity
of a p-adic Galois representation from the modularity of its reduction modulo p;
so we “lift” the modularity property from characteristic p to characteristic zero.
In this section we consider the Galois-theoretic aspects of this lifting, which are
usually known as “Galois deformation theory”.

There are a number of good introductions to the material in this section, and
for the most part we will simply give basic definitions and motivation, and refer
elsewhere for proofs. In particular, [Mazur 1997] is a very nice introduction to
Galois deformations (although slightly out of date, as it does not treat liftings/framed
deformations), and [Böckle 2013] is a thorough modern treatment.

3.1. Generalities. Take L/Qp finite with ring of integers O = OL and maximal
ideal λ, and write F = O/λ. Let G be a profinite group which satisfies the fol-
lowing condition (Mazur’s condition 8p): for each open subgroup 1 of G, then
1/⟨[1,1],1p

⟩ is finite. Equivalently (see, e.g., Exercise 1.8.1 of [Böckle 2013]),
for each 1 the maximal pro-p quotient of 1 is topologically finitely generated. If
G is topologically finitely generated, then 8p holds, but we will need to use the
condition for some G (the global Galois groups G K ,S defined below) which are not
known to be topologically finitely generated.

In particular, using class field theory or Kummer theory, it can be checked that
8p holds if G =G K =Gal(K/K ) for some prime l (possibly equal to p) and some
finite extension K/Ql , or if G =G K ,S =Gal(KS/K ) where K is a number field, S
is a finite set of finite places of K , and KS/K is the maximal extension unramified
outside of S and the infinite places; see, e.g., the proof of Theorem 2.41 of [Darmon
et al. 1997].
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Fix a continuous representation ρ : G → GLn(F). Let CO be the category of
complete local Noetherian O-algebras with residue field F, and consider the functor
CO→ Sets which sends A to the set of continuous representations ρ :G→GLn(A)
such that ρ mod mA = ρ (that is, to the set of lifts of ρ to A).

Lemma 3.2. This functor is represented by a representation ρ□ : G→ GLn(R□
ρ ).

Proof. This is straightforward; see Proposition 1.3.1(a) of [Böckle 2013] for a
closely related result (showing the prorepresentability of the functor restricted to
Artinian algebras), or to [Dickinson 2001a] for a complete proof of a more general
result. □

Definition 3.3. We say that R□
ρ is the universal lifting ring (or in Kisin’s terminology,

the universal framed deformation ring). We say that ρ□ is the universal lifting of ρ.

If EndF[G] ρ= F we will say that ρ is Schur. By Schur’s lemma, if ρ is absolutely
irreducible, then ρ is Schur. In this case, there is a very useful (and historically
earlier) variant on the above construction.

Definition 3.4. Suppose that ρ is Schur. Then a deformation of ρ to A ∈ ob CO is
an equivalence class of liftings, where ρ ∼ ρ ′ if and only if ρ ′ = aρa−1 for some
a ∈ ker(GLn(A)→ GLn(F)) (or equivalently, for some a ∈ GLn(A)).

Lemma 3.5. If ρ is Schur, then the functor CO → Sets sending A to the set of
deformations of ρ to A is representable by some ρuniv

: G→ GLn(Runiv
ρ ).

Proof. See Proposition 1.3.1(b) of [Böckle 2013], or Theorem 2.36 of [Darmon
et al. 1997] for a more hands-on approach. □

Definition 3.6. We say that ρuniv (or more properly, its equivalence class) is the
universal deformation of ρ, and Runiv

ρ is the universal deformation ring.

Deformations are representations considered up to conjugation, so it is reasonable
to hope that deformations can be studied by considering their traces. In the case
that ρ is absolutely irreducible, universal deformations are determined by traces in
the following rather strong sense. This result is essentially due to Carayol [1994].

Lemma 3.7. Suppose that ρ is absolutely irreducible. Let R be an object of CO,
and ρ : G→ GLn(R) a lifting of ρ:

(1) If a ∈ GLn(R) and aρa−1
= ρ then a ∈ R×.

(2) If ρ ′ : G → GLn(R) is another continuous lifting of ρ and tr ρ = tr ρ ′, then
there is some a ∈ ker(GLn(R)→ GLn(F)) such that ρ ′ = aρa−1.

(3) If S⊆ R is a closed subring with S∈ob CO and mS=mR∩S, and if tr ρ(G)⊆ S,
then there is some a ∈ ker(GLn(R)→GLn(F)) such that aρa−1

:G→GLn(S).

Proof. See Lemmas 2.1.8 and 2.1.10 of [Clozel et al. 2008], or Theorem 2.2.1 of
[Böckle 2013]. □
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Exercise 3.8. Deduce from Lemma 3.7 that if ρ is absolutely irreducible, then
Runiv
ρ is topologically generated over O by the values tr ρuniv(g) as g runs over any

dense subset of G.

Exercise 3.9. Show that if ρ is absolutely irreducible, then R□
ρ is isomorphic to

a power series ring in (n2
− 1) variables over Runiv

ρ . Hint: let ρuniv be a choice of
universal deformation, and consider the homomorphism

ρ□ : G→ GLn(Runiv
ρ [[X i, j ]]i, j=1,...,n/(X1,1))

given by ρ□ = (1n+ (X i, j ))ρ
univ(1n+ (X i, j ))

−1. Show that this is the universal lifting.

3.10. Tangent spaces. The tangent spaces of universal lifting and deformation
rings have a natural interpretation in terms of liftings and deformations to the ring
of dual numbers, F[ε]/(ε2).

Exercise 3.11. Show that we have natural bijections between:

(1) HomF(mR□
ρ
/(m2

R□
ρ

, λ), F).

(2) HomO(R□
ρ , F[ε]/(ε2)).

(3) The set of liftings of ρ to F[ε]/(ε2).

(4) The set of cocycles Z1(G, ad ρ).

Show that if ρ is absolutely irreducible, then we also have a bijection between
HomF(mRuniv

ρ
/(m2

Runiv
ρ

, λ), F) and H 1(G, ad ρ).

Hint: given f ∈HomF(mR□
ρ
/(m2

R□
ρ

, λ), F), define an element of HomO(R□
ρ , F[ε]/(ε2))

by sending a+ x to a+ f (x)ε whenever a ∈O and x ∈mR□
ρ

. Given a cocycle φ ∈
Z1(G, ad ρ), define a lifting ρ : G→GLn(F[ε]/(ε

2)) by ρ(g) := (1+φ(g)ε)ρ(g).

Corollary 3.12. We have

dimF mR□
ρ
/(m2

R□
ρ

, λ)= dimF H 1(G, ad ρ)+ n2
− dimF H 0(G, ad ρ).

Proof. This follows from the exact sequence

0→ (ad ρ)G→ ad ρ→ Z1(G, ad ρ)→ H 1(G, ad ρ)→ 0. □

In particular, if d := dimF Z1(G, ad ρ), then we can choose a surjection φ :

O[[x1, . . . , xd ]] ↠ R□
ρ . Similarly, if ρ is absolutely irreducible, we can choose a

surjection φ′ :O[[x1, . . . , xd ′]]↠ Runiv
ρ , where d ′ := dimF H 1(G, ad ρ).

Lemma 3.13. If J = kerφ or J = kerφ′, then there is an injection

HomF(J/mJ, F) ↪→ H 2(G, ad ρ),

where m denotes the maximal ideal of O[[x1, . . . , xd ]] or O[[x1, . . . , xd ′]] respec-
tively.
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Proof. See the proof of Proposition 2 of [Mazur 1989]. □

Corollary 3.14. If H 2(G, ad ρ)= 0, then R□
ρ is formally smooth of relative dimen-

sion dimF Z1(G, ad ρ) over O.
In any case, the Krull dimension of R□

ρ is at least

1+ n2
− dimF H 0(G, ad ρ)+ dimF H 1(G, ad ρ)− dimF H 2(G, ad ρ).

If ρ is absolutely irreducible, then the Krull dimension of Runiv
ρ is at least

1+ dimF H 1(G, ad ρ)− dimF H 2(G, ad ρ).

3.15. Deformation conditions. In practice, we frequently want to impose additional
conditions on the liftings and deformations we consider. For example, if we are
trying to prove the Fontaine–Mazur conjecture, we would like to be able to restrict
to global deformations which are geometric. There are various ways in which
to impose extra conditions; we will use the formalism of deformation problems
introduced in [Clozel et al. 2008].

Definition 3.16. By a deformation problem D we mean a collection of liftings
(R, ρ) of (F, ρ) (with R an object of CO), satisfying the following properties:

• (F, ρ) ∈ D.

• If f : R→ S is a morphism in CO and (R, ρ) ∈ D, then (S, f ◦ ρ) ∈ D.

• If f : R ↪→ S is an injective morphism in CO then (R, ρ) ∈ D if and only if
(S, f ◦ ρ) ∈ D.

• Suppose that R1, R2 ∈ ob CO and I1, I2 are closed ideals of R1, R2 respectively
such that there is an isomorphism f : R1/I1 −→

∼ R2/I2. Suppose also that
(R1, ρ1), (R2, ρ2) ∈ D, and that f (ρ1 mod I1)= ρ2 mod I2. Then ({(a, b) ∈
R1⊕ R2 : f (a mod I1)= b mod I2}, ρ1⊕ ρ2) ∈ D.

• If (R, ρ) is a lifting of (F, ρ) and I1 ⊃ I2 ⊃ · · · is a sequence of ideals of R
with ∩ j I j = 0, and (R/I j , ρ mod I j ) ∈ D for all j , then (R, ρ) ∈ D.

• If (R, ρ) ∈ D and a ∈ ker(GLn(R)→ GLn(F)), then (R, aρa−1) ∈ D.

In practice, when we want to impose a condition on our deformations, it will be
easy to see that it satisfies these requirements. (An exception is that these properties
are hard to check for certain conditions arising in p-adic Hodge theory, but we
won’t need those conditions in these notes.)

The relationship of this definition to the universal lifting ring is as follows. Note
that each element a ∈ ker(GLn(R□

ρ )→GLn(F)) acts on R□
ρ , via the universal property

and by sending ρ□ to a−1ρ□a. [Warning: this isn’t a group action, though!]



MODULARITY LIFTING THEOREMS 89

Lemma 3.17. (1) If D is a deformation problem then there is a ker(GLn(R□
ρ )→

GLn(F))-invariant ideal I (D) of R□
ρ such that (R, ρ) ∈ D if and only if the map

R□
ρ → R induced by ρ factors through the quotient R□

ρ /I (D).

(2) Let L̃(D)⊆ Z1(G, ad ρ)∼= Hom(mR□
ρ
/(λ,m2

R□
ρ

), F) denote the annihilator of the

image of I (D) in mR□
ρ
/(λ,m2

R□
ρ

). Then L̃(D) is the preimage of some subspace

L(D)⊆ H 1(G, ad ρ).

(3) If I is a ker(GLn(R□
ρ )→GLn(F))-invariant ideal of R□

ρ with
√

I = I and I ̸=mR□
ρ

,
then

D(I ) := {(R, ρ) : R□
ρ → R factors through R□

ρ /I }

is a deformation problem. Furthermore, we have I (D(I ))= I and D(I (D))= D.

Proof. See Lemma 2.2.3 of [Clozel et al. 2008] and Lemma 3.2 of [Barnet-Lamb
et al. 2011] (and for (2), use that I (D) is ker(GLn(R□

ρ )→ GLn(F))-invariant). □

3.18. Fixing determinants. For technical reasons, we will want to fix the determi-
nants of our Galois representations; see Remark 5.12 of [Calegari and Geraghty
2018]. To this end, let χ : G → O× be a continuous homomorphism such that
χ mod λ= det ρ. Then it makes sense to ask that a lifting has determinant χ , and
we can define a universal lifting ring R□

ρ,χ for lifts with determinant χ , and when ρ
is Schur, a universal fixed determinant deformation ring Runiv

ρ,χ .

Exercise 3.19. Check that the material developed in the previous section goes over
unchanged, except that ad ρ needs to be replaced with ad0 ρ := {x ∈ ad ρ : tr x = 0}.

Note that since we are assuming throughout that p ∤n, ad0 ρ is a direct summand
of ad ρ (as a G-representation).

3.20. Global deformations with local conditions. Now fix a finite set S, and
for each v ∈ S, a profinite group Gv satisfying 8p, together with a continuous
homomorphism Gv→G, and a deformation problem Dv for ρ|Gv

. [In applications,
G will be a global Galois group, and the Gv will be decomposition groups at finite
places.]

Also fix χ : G→O×, a continuous homomorphism such that χ mod λ= det ρ.
Assume that ρ is absolutely irreducible, and fix some subset T ⊆ S.

Definition 3.21. Fix A ∈ ob CO. A T -framed deformation of ρ of type S :=
(S, {Dv}v∈S, χ) to A is an equivalence class of tuples (ρ, {αv}v∈T ), where ρ : G→
GLn(A) is a lift of ρ such that det ρ = χ and ρ|Gv

∈ Dv for all v ∈ S, and αv is an
element of ker(GLn(A)→ GLn(F)).

The equivalence relation is defined by decreeing that for each β ∈ ker(GLn(A)→
GLn(F)), we have (ρ, {αv}v∈T )∼ (βρβ

−1, {βαv}v∈T ).



90 TOBY GEE

The point of considering T -framed deformations is that it allows us to study
absolutely irreducible representations ρ for which some of the ρ|Gv

are reducible,
because if (ρ, {αv}v∈T ) is a T -framed deformation of type S, then α−1

v ρ|Gv
αv is

a well-defined element of Dv (independent of the choice of representative of the
equivalence class). The following lemma should be unsurprising.

Lemma 3.22. The functor CO→ Sets sending A to the set of T -framed deforma-
tions of ρ of type S is represented by a universal object ρ□T : G→ GLn(R

□T
S ).

Proof. See Proposition 2.2.9 of [Clozel et al. 2008]. □

If T =∅ then we will write Runiv
S for R□T

S .

3.23. Presenting global deformation rings over local lifting rings. Continue to
use the notation of the previous subsection. Since α−1

v ρ□T |Gv
αv is a well-defined

element of Dv , we have a tautological homomorphism R□
ρ|Gv ,χ

/I (Dv)→ R□T
S . Define

Rloc
S,T := ⊗̂v∈T (R□

ρ|Gv ,χ
/I (Dv)).

Then we have a natural map Rloc
S,T → R□T

S .
We now generalize Corollary 3.14 by considering presentations of R□T

S over Rloc
S,T .

In order to compute how many variables are needed to present R□T
S over Rloc

S,T , we
must compute dimF mR□T

S
/(m2

R□T
S
,mRloc

S,T
, λ). Unsurprisingly, in order to compute

this, we will compute a certain H 1.
We define a complex as follows. As usual, given a group G and an F[G]-

module M , we let C i (G,M) be the space of functions Gi
→ M , and we let

∂ : C i (G,M)→ C i+1(G,M) be the usual coboundary map. We define a complex
C i
S,T,loc(G, ad0 ρ) by

C0
S,T,loc(G, ad0 ρ)=⊕v∈T C0(Gv, ad ρ)⊕⊕v∈S\T 0,

C1
S,T,loc(G, ad0 ρ)=⊕v∈T C1(Gv, ad0 ρ)⊕⊕v∈S\T C1(Gv, ad0 ρ)/L̃(Dv),

and for i ≥ 2,
C i
S,T,loc(G, ad0 ρ)=⊕v∈SC i (Gv, ad0 ρ).

Let C0
0(G, ad0 ρ) :=C0(G, ad ρ), and set C i

0(G, ad0 ρ)=C i (G, ad0 ρ) for i > 0.
Then we let H i

S,T (G, ad0 ρ) denote the cohomology of the complex

C i
S,T (G, ad0 ρ) := C i

0(G, ad0 ρ)⊕C i−1
S,T,loc(G, ad0 ρ)

where the coboundary map is given by

(φ, (ψv)) 7→ (∂φ, (φ|Gv
− ∂ψv)).

Then we have an exact sequence of complexes

0→ C i−1
S,T,loc(G, ad0 ρ)→ C i

S,T (G, ad0 ρ)→ C i
0(G, ad0 ρ)→ 0,
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and the corresponding long exact sequence in cohomology is

0 H 0
S,T (G,ad0ρ) H 0(G,adρ) ⊕v∈T H 0(Gv,adρ)

H 1
S,T (G,ad0ρ) H 1(G,ad0ρ) ⊕v∈T H 1(Gv,ad0ρ)⊕v∈S\T H 1(Gv,ad0ρ)/L(Dv)

H 2
S,T (G,ad0ρ) H 2(G,ad0ρ) ⊕v∈S H 2(Gv,ad0ρ)

H 3
S,T (G,ad0ρ) ···

Taking Euler characteristics, we see that if we define the negative Euler characteris-
tic χ by χ(G, ad0 ρ)=

∑
i (−1)i−1 dimF H i (G, ad0 ρ), we have

χS,T (G, ad0 ρ)=−1+χ(G, ad0 ρ)−
∑
v∈S

χ(Gv, ad0 ρ)

+

∑
v∈T

(dimF H 0(Gv, ad ρ)− dimF H 0(Gv, ad0 ρ))

+

∑
v∈S\T

(dimF L(Dv)− dimF H 0(Gv, ad0 ρ)).

From now on for the rest of the notes, we specialize to the case that F is a number
field, S is a finite set of finite places of F including all the places lying over p,
and we set G = G F,S , Gv = G Fv for v ∈ S. (Since G = G F,S , note in particular
that all deformations we are considering are unramified outside of S.) We then
employ standard results on Galois cohomology that can be found in [Milne 2006].
In particular, we have H i (G Fv , ad ρ)= 0 if i ≥ 3, and

H i (G F,S, ad0 ρ)∼=⊕v real H i (G Fv , ad0 ρ)= 0

if i ≥ 3 (the vanishing of the local cohomology groups follows as p > 2, so G Fv
has order coprime to that of ad0 ρ). Consequently, H i

S,T (G F,S, ad0 ρ)= 0 if i > 3.
We now employ the local and global Euler characteristic formulas. For simplicity,

assume from now on that T contains all the places of S lying over p. The global
formula gives

χ(G F,S, ad0 ρ)=−
∑
v |∞

dimF H 0(G Fv , ad0 ρ)+ [F :Q](n2
− 1),

and the local formula gives∑
v∈S

χ(G Fv , ad0 ρ)=
∑
v | p

(n2
− 1)[Fv :Qp] = (n2

− 1)[F :Q],
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so that

χS,T (G F,S,ad0ρ)

=−1+#T−
∑
v |∞

dimF H 0(G Fv ,ad0ρ)+
∑
v∈S\T

(dimF L(Dv)−dimF H 0(G Fv ,ad0ρ)).

Assume now that ρ is absolutely irreducible; then H 0(G F,S, ad ρ) = F, so
H 0

S,T (G F,S, ad0 ρ) = F. To say something sensible about H 1
S,T (G F,S, ad0 ρ) we

still need to control the H 2
S,T and H 3

S,T . Firstly, the above long exact sequence
gives us in particular the exact sequence

H1(G F,S,ad0ρ) ⊕v∈T H1(G Fv ,ad0ρ)⊕v∈S\T H1(G Fv ,ad0ρ)/L(Dv)

H2
S,T (G F,S,ad0ρ) H2(G F,S,ad0ρ) ⊕v∈S H2(G Fv ,ad0ρ)

H3
S,T (G F,S,ad0ρ) 0.

On the other hand, from the Poitou–Tate exact sequence [Milne 2006, Proposi-
tion 4.10, Chapter 1] we have an exact sequence

H 1(G F,S, ad0 ρ) ⊕v∈S H 1(G Fv , ad0 ρ) H 1(G F,S, (ad0 ρ)∨(1))∨

H 2(G F,S, ad0 ρ) ⊕v∈S H 2(G Fv , ad0 ρ) H 0(G F,S, (ad0 ρ)∨(1))∨ 0.

Note that ad0 ρ is self-dual under the trace pairing, so we can and do identify
(ad0 ρ)∨(1) and (ad0 ρ)(1). If we let L(Dv)⊥ ⊆ H 1(G Fv , (ad0 ρ)(1)) denote the
annihilator of L(Dv) under the pairing coming from Tate local duality, and we
define

H 1
S,T (G F,S, (ad0 ρ)(1))

:= ker(H 1(G F,S, (ad0 ρ)(1))→⊕v∈S\T (H 1(G Fv , (ad0 ρ)(1))/L(Dv)⊥)),

then we deduce that we have an exact sequence

H1(G F,S,ad0ρ) ⊕v∈T H1(G Fv ,ad0ρ)⊕v∈S\T H1(G Fv ,ad0ρ)/L(Dv)

H1
S,T (G F,S,ad0ρ(1))∨ H2(G F,S,ad0ρ) ⊕v∈S H2(G Fv ,ad0ρ)

H0(G F,S,ad0ρ(1))∨ 0,

and comparing with the diagram above shows that

H 3
S,T (G F,S, ad0 ρ)∼= H 0(G F,S, ad0 ρ(1))∨,

H 2
S,T (G F,S, ad0 ρ)∼= H 1

S,T (G F,S, ad0 ρ(1))∨.
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Combining all of this, we see that

dimF H 1
S,T (G F,S, ad0 ρ)= #T −

∑
v |∞

dimF H 0(G Fv , ad0 ρ)

+

∑
v∈S\T

(dimF L(Dv)− dimF H 0(G Fv , ad0 ρ))

+ dimF H 1
S,T (G F,S, ad0 ρ(1))

− dimF H 0(G F,S, ad0 ρ(1)).

Now, similar arguments to those we used above give us the following result; see
Section 2.2 of [Clozel et al. 2008].

Proposition 3.24. (1) There is a canonical isomorphism

Hom(m
R□T
S
/(m2

R□T
S
,mRloc

S,T
, λ), F)∼= H 1

S,T (G F,S, ad0 ρ).

(2) R□T
S is the quotient of a power series ring in dimF H 1

S,T (G F,S, ad0 ρ) variables
over Rloc

S,T .

(3) The Krull dimension of Runiv
S is at least

1+
∑
v∈S

(Krull dim(R□
ρ|G Fv

,χ/I (Dv))− n2)

−

∑
v |∞

dimF H 0(G Fv , ad0 ρ)− dimF H 0(G F,S, ad0 ρ(1)).

3.25. Finiteness of maps between global deformation rings. Suppose that F ′/F
is a finite extension of number fields, and that S′ is the set of places of F ′ lying
over S. Assume that ρ|G F ′,S′

is absolutely irreducible. Then restricting the universal
deformation ρuniv of ρ to G F ′,S′ gives a ring homomorphism Runiv

ρ|G F ′,S′
→ Runiv

ρ . The
following very useful fact is due to Khare and Wintenberger.

Proposition 3.26. The ring Runiv
ρ is a finitely generated Runiv

ρ|G F ′,S′
-module.

Proof. See, e.g., Lemma 1.2.3 of [Barnet-Lamb et al. 2014]. □

3.27. Local deformation rings with l = p. For proving modularity lifting theorems,
we typically need to consider local deformation rings when l = p which capture
certain properties in p-adic Hodge theory (for example being crystalline with fixed
Hodge–Tate weights). These deformation rings are one of the most difficult and
interesting parts of the subject; for example, a detailed computation of deformation
rings with l= p= 3 was at the heart of the eventual proof of the Taniyama–Shimura–
Weil conjecture.

For the most part, the relevant deformation rings when l = p are still not well
understood; we don’t have a concrete description of the rings in most cases, or even
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basic information such as the number of irreducible components of the generic
fiber. In these notes, we will ignore all of these difficulties, and work only with the
“Fontaine–Laffaille” case, where the deformation rings are formally smooth. This
is already enough to have important applications.

Assume that K/Qp is a finite unramified extension, and assume that L is chosen
large enough to contain the images of all embeddings K ↪→Qp. For each σ :K ↪→ L ,
let Hσ be a set of n distinct integers, such that the difference between the maximal
and minimal elements of Hσ is less than or equal to p− 2.

Theorem 3.28. There is a unique reduced, p-torsion free quotient R□
ρ,χ,cr,{Hσ } of

R□
ρ,χ with the property that a continuous homomorphismψ :R□

ρ,χ→Qp factors through
R□
ρ,χ,cr,{Hσ } if and only if ψ ◦ ρ□ is crystalline, and for each σ : K ↪→ L , we have

HTσ (ψ ◦ ρ□)= Hσ .
Furthermore it has Krull dimension given by

dim R□
ρ,χ,cr,{Hσ } = n2

+ [K :Qp]
1
2 n(n− 1),

and in fact R□
ρ,χ,cr,{Hσ } is formally smooth over O, i.e., it is isomorphic to a power se-

ries ring in n2
− 1+ [K :Qp]

1
2 n(n− 1) variables over O.

In fact, if we remove the assertion of formal smoothness, Theorem 3.28 still
holds without the assumption that K/Qp is unramified, and without any assumption
on the difference between the maximal and minimal elements of the Hσ , but in
this case it is a much harder theorem of Kisin [2008]. In any case, the formal
smoothness will be important for us.

Theorem 3.28 is essentially a consequence of Fontaine–Laffaille theory [Fontaine
and Laffaille 1982], which is a form of integral p-adic Hodge theory; it classifies
the Galois-stable lattices in crystalline representations, under the assumptions we’ve
made above. The first proof of Theorem 3.28 was essentially in Ramakrishna’s thesis
[1993], and the general result is the content of Section 2.4 of [Clozel et al. 2008].

3.29. Local deformation rings with p ̸= l . In contrast to the situation when l = p,
we will need to consider several deformation problems when l ̸= p. We will restrict
ourselves to the two-dimensional case. Let K/Ql be a finite extension, with l ̸= p,
and fix n = 2. As we saw in Section 2.7, there is essentially an incompatibility
between the wild inertia subgroup of G K and the p-adic topology on GL2(O),
which makes it possible to explicitly describe the p-adic representations of G K ,
and consequently the corresponding universal deformation rings. This was done
in varying degrees of generality over a long period of time; in particular, in the
general n-dimensional case we highlight Section 2.4.4 of [Clozel et al. 2008] and
[Choi 2009], and in the 2-dimensional setting [Pilloni 2008] and [Shotton 2016].
In fact [Shotton 2016] gives a complete description of the deformation rings for a
fixed inertial type.
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We will content ourselves with recalling some of the basic structural results,
and with giving a sketch of how the results are proved in one particular case; see
Exercise 3.34 below.

3.30. Deformations of fixed type. Recall from Proposition 2.18 that given a rep-
resentation ρ : G K → GL2(Qp) there is a Weil–Deligne representation WD(ρ)
associated to ρ. If WD= (r, N ) is a Weil–Deligne representation, then we write
WD |IK for (r |IK , N ), and call it an inertial WD-type.

Fix ρ : G K → GL2(F). Then (assuming as usual that L is sufficiently large) we
have the following general result on R□

ρ,χ ; see, e.g., Theorem 3.3.1 of [Böckle 2013].

Theorem 3.31. R□
ρ,χ is equidimensional of Krull dimension 4, and the generic fiber

R□
ρ,χ [1/p] has Krull dimension 3. Furthermore:

(a) The function which takes a Qp-point x : R□
ρ,χ [1/p] →Qp to (the isomorphism

class of ) WD(x ◦ ρ□)|IK (forgetting N ) is constant on the irreducible compo-
nents of R□

ρ,χ [1/p].

(b) The irreducible components of R□
ρ,χ [1/p] are all regular, and there are only

finitely many of them.

In light of Theorem 3.31, we make the following definition. Let τ be an inertial
WD-type. Then there is a unique reduced, p-torsion free quotient R□

ρ,χ,τ of R□
ρ,χ

with the property that a continuous homomorphism ψ : R□
ρ,χ →Qp factors through

R□
ρ,χ,τ if and only if ψ ◦ ρ□ has inertial Weil–Deligne type τ . (Of course, for all

but finitely many τ , we will just have R□
ρ,χ,τ = 0.) By Theorem 3.31 we see that if

R□
ρ,χ,τ is nonzero then it has Krull dimension 4.

3.32. Taylor–Wiles deformations. As the name suggests, the deformations that we
consider in this subsection will be of crucial importance for the Taylor–Wiles–Kisin
method. Assume that ρ is unramified, that ρ(FrobK ) has distinct eigenvalues, and
that #k ≡ 1 (mod p). Suppose also that χ is unramified.

Lemma 3.33. Suppose that (#k − 1) is exactly divisible by pm . Then R□
ρ,χ
∼=

O[[x, y, B, u]]/((1+ u)pm
− 1). Furthermore, if ϕ ∈ G K is a lift of FrobK , then

ρ□(ϕ) is conjugate to a diagonal matrix.

Exercise 3.34. Prove this lemma as follows. Note firstly that ρ□(PK )= {1}, because
ρ(PK )= {1}, so ρ□(PK ) is a pro-l-subgroup of the pro-p-group ker(GL2(R□

ρ,χ )→

GL2(F)).
Let ϕ be a fixed lift of FrobK to G K /PK , and σ a topological generator of IK /PK ,

which as in Section 2.7 we can choose so that ϕ−1σϕ = σ #k . Write ρ(ϕ)=
(
α
0

0
β

)
,

and fix lifts α, β ∈O of α, β.
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Then we will show that we can take

ρ□(ϕ)=

(
1 y
x 1

)−1 (
α+ B 0

0 χ(ϕ)/(α+ B)

) (
1 y
x 1

)
,

ρ□(σ )=

(
1 y
x 1

)−1 (
1+ u 0

0 (1+ u)−1

) (
1 y
x 1

)
.

(1) Let ρ : G K → GL2(A) be a lift of ρ. By Hensel’s lemma, there are a, b ∈mA

such that ρ(ϕ) has characteristic polynomial (X−(α+a))(X−(β+b)). Show
that there are x , y ∈mA such that

ρ(ϕ)

(
1
x

)
= (α+ a)

(
1
x

)
and ρ(ϕ)

(
y
1

)
= (β + b)

(
y
1

)
(2) Since ρ is unramified, ρ(σ)= 1, so we may write(

1 y
x 1

)−1

ρ(σ)

(
1 y
x 1

)
=

(
1+ u v

w 1+ z

)
with u, v, w, z ∈mA. Use the commutation relation between ρ(ϕ) and ρ(σ)
to show that v = w = 0.

(3) Use the fact that χ is unramified to show that 1+ z = (1+ u)−1.

(4) Show that (1+ u)#k
= 1+ u, and deduce that (1+ u)#k−1

= 1.

(5) Deduce that (1+ u)pm
= 1.

(6) Complete the proof of the lemma.

3.35. Taylor’s “Ihara avoidance” deformations. The following deformation rings
are crucial to Taylor’s arguments [2008] which avoid the use of Ihara’s lemma in
proving automorphy lifting theorems. When n= 2 these arguments are not logically
necessary, but they are crucial to all applications of automorphy lifting theorems
when n> 2. They are used in order to compare Galois representations with differing
ramification at places not dividing p.

Continue to let K/Ql be a finite extension, and assume that ρ is the trivial
2-dimensional representation, that #k ≡ 1 (mod p), that χ is unramified, and that
χ is trivial. Again, we see that ρ□(PK ) is trivial, so that ρ□ is determined by the
two matrices ρ□(σ ) and ρ□(ϕ), as in Exercise 3.34. A similar analysis then yields
the following facts. (For the proof of the analogous results in the n-dimensional
case, see Section 3 of [Taylor 2008].)

Definition 3.36. (1) Let Pur be the minimal ideal of R□
ρ,χ modulo which ρ□(σ )=12.

(2) For any root of unity ζ which is trivial modulo λ, we let Pζ be the minimal ideal
of R□

ρ,χ modulo which ρ□(σ ) has characteristic polynomial (X − ζ )(X − ζ−1).
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(3) Let Pm be the minimal ideal of R□
ρ,χ modulo which ρ□(σ ) has characteristic

polynomial (X − 1)2, and #k(tr ρ□(ϕ))2 = (1+ #k)2 det ρ□(ϕ).

[The motivation for the definition of Pm is that we are attempting to describe the
unipotent liftings, and if you assume that ρ□(σ )=

( 1
0

1
1

)
, this is the relation forced

on ρ□(ϕ).]

Proposition 3.37. The minimal primes of R□
ρ,χ are precisely

√
Pur,
√
Pm, and the√

Pζ for ζ ̸= 1. We have
√
P1 =

√
Pur ∩

√
Pm.

Write R□
ρ,χ,1, R□

ρ,χ,ζ , R□
ρ,χ,ur, R□

ρ,χ,m for the corresponding quotients of R□
ρ,χ .

Theorem 3.38. We have R□
ρ,χ,1/λ= R□

ρ,χ,ζ/λ. Furthermore:

(1) If ζ ̸= 1 then R□
ρ,χ,ζ [1/p] is geometrically irreducible of dimension 3.

(2) R□
ρ,χ,ur is formally smooth over O (and thus geometrically irreducible) of

relative dimension 3.

(3) R□
ρ,χ,m[1/p] is geometrically irreducible of dimension 3.

(4) Both
Spec R□

ρ,χ,1 = Spec R□
ρ,χ,ur ∪Spec R□

ρ,χ,m

and
Spec R□

ρ,χ,1/λ= Spec R□
ρ,χ,ur/λ∪Spec R□

ρ,χ,m/λ

are unions of two irreducible components, and have relative dimension 3.

Proof. See Proposition 3.1 of [Taylor 2008] for an n-dimensional version of this
result. In the 2-dimensional case it can be proved by explicitly computing equations
for the lifting rings; see [Shotton 2016]. □

4. Modular and automorphic forms, and the Langlands correspondence

We now turn to the automorphic side of the Langlands correspondence, and define
the spaces of modular forms to which our modularity lifting theorems pertain.

4.1. The local Langlands correspondence (and the Jacquet–Langlands corre-
spondence). Weil–Deligne representations are the objects on the “Galois” side
of the local Langlands correspondence. We now describe the objects on the “au-
tomorphic” side. These will be representations (π, V ) of GLn(K ) on (usually
infinite-dimensional) C-vector spaces, where as above K/Ql is a finite extension
for some prime l.

Definition 4.2. We say that (π, V ) is smooth if for any vector v ∈ V , the stabilizer
of v in GLn(K ) is open. We say that (π, V ) is admissible if it is smooth, and for
any compact open subgroup U ⊂ GLn(K ), V U is finite-dimensional.
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For example, a smooth one-dimensional representation of K× is the same thing
as a continuous character (for the discrete topology on C).

Fact 4.3. (1) If π is smooth and irreducible then it is admissible.

(2) Schur’s lemma holds for admissible smooth representations, and in particular
if π is smooth, admissible and irreducible then it has a central character
χπ : K×→ C×.

In general these representations are classified in terms of the (super)cuspidal
representations. We won’t need the details of this classification, and accordingly we
won’t define the cuspidal representations; see, for example, Chapter IV of [Bushnell
and Henniart 2006].

Let B be the subgroup of GL2(K ) consisting of upper-triangular matrices. Define
δ : B→ K× by

δ

((
a ∗
0 d

))
= ad−1.

Given two continuous characters χ1, χ2 : K×→ C×, we may view χ1⊗ χ2 as a
representation of B by

χ1⊗χ2 :

(
a ∗
0 d

)
7→ χ1(a)χ2(d).

Then we define a representation χ1×χ2 of GL2(K ) by normalized induction:

χ1×χ2 = n-IndGL2(K )
B (χ1⊗χ2)

:= {ϕ : GL2(K )→ C | ϕ(hg)= (χ1⊗χ2)(h)|δ(h)|
1/2
K ϕ(g)

for all h ∈ B, g ∈ GL2(K )}

where GL2(K ) acts by (gϕ)(g′) = ϕ(g′g), and we only allow smooth ϕ, i.e.,
functions for which there is an open subgroup U of GL2(K ) such that ϕ(gu)=ϕ(g)
for all g ∈ GL2(K ), u ∈U .

The representation χ1×χ2 has length at most 2, but is not always irreducible. It
is always the case that χ1×χ2 and χ2×χ1 have the same Jordan-Hölder factors.
If χ1×χ2 is irreducible then we say that it is a principal series representation.

Fact 4.4. (1) χ1×χ2 is irreducible unless χ1/χ2 = |·|
±1
K .

(2) χ ×χ |·|K has a one-dimensional irreducible subrepresentation, and the corre-
sponding quotient is irreducible. We denote this quotient by Sp2(χ).

We will let χ1 ⊞χ2 denote χ1×χ2 unless χ1/χ2 = |·|
±1
K , and we let

χ ⊞χ |·|K = χ |·|K ⊞χ = (χ |·|1/2K ) ◦ det .
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(While this notation may seem excessive, we remark that a similar construction is
possible for n-dimensional representations, which is where the notation comes from.)
These representations, and the Sp2(χ), are all the noncuspidal irreducible admissible
representations of GL2(K ). We say that an irreducible smooth representation π of
GL2(K ) is discrete series if it is of the form Sp2(χ) or is cuspidal.

The local Langlands correspondence provides a unique family of bijections
recK from the set of isomorphism classes of irreducible smooth representations of
GLn(K ) to the set of isomorphism classes of n-dimensional Frobenius semisimple
Weil–Deligne representations of WK over C, satisfying a list of properties. In order
to be uniquely determined, one needs to formulate the correspondence for all n at
once, and the properties are expressed in terms of L- and ε-factors, neither of which
we have defined. Accordingly, we will not make a complete statement of the local
Langlands correspondence, but will rather state the properties of the correspondence
that we will need to use. (Again, the reader could look at the book [Bushnell and
Henniart 2006] for these properties, and many others.) It is also possible to define
the correspondence in global terms, as we will see later, and indeed at present the
only proof of the correspondence is global.

Fact 4.5. We now list some properties of recK for n = 1, 2:

(1) If n = 1 then recK (π)= π ◦Art−1
K .

(2) If χ is a smooth character, recK (π ⊗ (χ ◦ det))= recK (π)⊗ recK (χ).

(3) recK (Sp2(χ))= Sp2(recK (χ)); see Exercise 2.12 for this notation.

(4) recK (χ1 ⊞χ2)= recK (χ1)⊕ recK (χ2).

(5) If n = 2, then recK (π) is unramified (i.e., N = 0 and the restriction to IK is
trivial) if and only if π = χ1 ⊞χ2 with χ1, χ2 both unramified characters (i.e.,
trivial on O×K ). These conditions are equivalent to πGL2(OK ) ̸= 0, in which case
it is one-dimensional.

(6) π is discrete series if and only if recK (π) is indecomposable, and cuspidal if
and only if recK (π) is irreducible.

4.6. Hecke operators. Consider the set of compactly supported C-valued functions
on GL2(OK )\GL2(K )/GL2(OK ). Concretely, these are functions which vanish
outside of a finite number of double cosets GL2(OK )g GL2(OK ). The set of such
functions is in fact a ring, with the multiplication being given by convolution.
To be precise, we fix µ the (left and right) Haar measure on GL2(K ) such that
µ(GL2(OK ))= 1, and we define

(ϕ1 ∗ϕ2)(x)=
∫

GL2(K )
ϕ1(g)ϕ2(g−1x) dµg.
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Of course, this integral is really just a finite sum. One can check without too much
difficulty that the ring H of these Hecke operators is just C[T, S±1

], where T is the
characteristic function of

GL2(OK )

(
ϖK 0

0 1

)
GL2(OK )

and S is the characteristic function of

GL2(OK )

(
ϖK 0

0 ϖK

)
GL2(OK ).

The algebra H acts on an irreducible admissible GL2(K )-representation π . Given
ϕ ∈H, we obtain a linear map π(ϕ) : π→ πGL2(OK ), by

π(ϕ)(v)=

∫
GL2(K )

ϕ(g)π(g)vdµg.

In particular, if π is unramified then π(ϕ) acts via a scalar on the one-dimensional
C-vector space πGL2(OK ). We will now compute this scalar explicitly.

Exercise 4.7. (1) Show that we have decompositions

GL2(OK )

(
ϖK 0

0 ϖK

)
GL2(OK )=

(
ϖK 0

0 ϖK

)
GL2(OK ),

and

GL2(OK )

(
ϖK 0

0 1

)
GL2(OK )

=

( ∐
α∈OK (modϖK )

(
ϖK α

0 1

)
GL2(OK )

) ∐ (
1 0
0 ϖK

)
GL2(OK ).

(2) Suppose that π = (χ |·|1/2) ◦ det with χ unramified. Show that πGL2(OK ) = π ,
and that S acts via χ(ϖK )

2(#k)−1, and that T acts via (#k1/2
+#k−1/2)χ(ϖK ).

(3) Suppose that χ1, χ2 are unramified characters and that χ1 ̸= χ2|·|
±1
K . Let

π = χ1 ⊞χ2. Using the Iwasawa decomposition GL2(K )= B(K )GL2(OK ),
check that πGL2(OK ) is one-dimensional, and is spanned by a function ϕ0

with ϕ0
((a

0
b
d

))
= χ1(a)χ2(d)|a/d|1/2. Show that S acts on πGL2(OK ) via

(χ1χ2)(ϖK ), and that T acts via #k1/2(χ1(ϖK )+χ2(ϖK )).

4.8. Modular forms and automorphic forms on quaternion algebras. Let F be a
totally real field, and let D/F be a quaternion algebra with center F , i.e., a central
simple F-algebra of dimension 4. Letting S(D) be the set of places v of F at which
D is ramified, i.e., for which D⊗F Fv is a division algebra (equivalently, is not
isomorphic to M2(Fv)), it is known that S(D) classifies D up to isomorphism, and
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that S(D) can be any finite set of places of F of even cardinality (so for example
S(D) is empty if and only if D = M2(F)). We will now define some spaces of
automorphic forms on D×.

For each v |∞ fix kv ≥ 2 and ηv ∈ Z such that kv + 2ηv − 1= w is independent
of v. These will be the weights of our modular forms. Let G D be the algebraic
group over Q such that for any Q-algebra R, G D(R) = (D ⊗Q R)×. For each
place v |∞ of F , we define a subgroup Uv of (D⊗F Fv)× as follows: if v ∈ S(D)
we let Uv = (D ⊗F Fv)× ∼= H× (where H denotes the Hamilton quaternions),
and if v /∈ S(D), so that (D ⊗F Fv)× ∼= GL2(R), we take Uv = R× SO(2). If
γ =

(a
c

b
d

)
∈ GL2(R) and z ∈ C−R, we let j (γ, z) = cz + d. One checks easily

that j (γ δ, z)= j (γ, δz) j (δ, z).
We now define a representation (τv,Wv) of Uv over C for each v |∞. If v∈ S(D),

we have Uv ↪→ GL2(Fv)∼= GL2(C) which acts on C2, and we let (τv,Wv) be the
representation

(Symkv−2 C2)⊗ (∧2C2)ηv .

If v /∈ S(D), then we have Uv
∼= R× SO(2), and we take Wv = C, with

τv(γ )= j (γ, i)kv (det γ )ηv−1.

We write U∞ =
∏
v |∞Uv, W∞ = ⊗v |∞Wv, τ∞ = ⊗v |∞τv. Let A = AQ be

the adeles of Q, and let A∞ be the finite adeles. We then define SD,k,η (where
k, η reflect the dependence on the integers kv, ηv) to be the space of functions
ϕ : G D(Q)\G D(A)→W∞ which satisfy:

(1) ϕ(gu∞)= τ∞(u∞)−1ϕ(g) for all u∞ ∈U∞ and g ∈ G D(A).

(2) There is a nonempty open subset U∞ ⊂ G D(A
∞) such that ϕ(gu)= ϕ(g) for

all u ∈U∞, g ∈ G D(A).

(3) Let S∞ denote the infinite places of F . If g ∈ G D(A
∞) then the function

(C−R)S∞−S(D)
→W∞

defined by

h∞(i, . . . , i) 7→ τ∞(h∞)φ(gh∞)

is holomorphic. [Note that this function is well-defined by the first condition,
as U∞ is the stabilizer of (i, . . . , i).]

(4) If S(D)=∅ then for all g ∈ G D(A)= GL2(AF ), we have∫
F\AF

ϕ

((
1 x
0 1

)
g
)

dx = 0.
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If in addition we have F = Q, then we furthermore demand that for all
g ∈ G D(A

∞), h∞ ∈ GL2(R)
+ the function ϕ(gh∞)|Im(h∞i)|k/2 is bounded

on C−R.

There is a natural action of G D(A
∞) on SD,k,η by right-translation, i.e., (gϕ)(x) :=

ϕ(xg).

Exercise 4.9. While this definition may at first sight appear rather mysterious, it is
just a generalization of the familiar spaces of cuspidal modular forms. For example,
take F =Q, S(D)=∅, k∞ = k, and η∞ = 0. Define

U1(N )=
{

g ∈ GL2(Ẑ)

∣∣∣ g ≡
(
∗ ∗

0 1

)
(mod N )

}
.

(1) Let GL2(Q)
+ be the subgroup of GL2(Q) consisting of matrices with posi-

tive determinant. Show that the intersection of GL2(Q)
+ and U1(N ) inside

GL2(A
∞) is 01(N ), the matrices in SL2(Z) congruent to

( 1
0
∗

1

)
(mod N ). [Hint:

what is Ẑ× ∩Q×?]

(2) Use the facts that GL2(A) = GL2(Q)U1(N )GL2(R)
+ [which follows from

strong approximation for SL2 and the fact that det U1(N ) = Ẑ×] and that
A× =Q×Ẑ×R×>0 to show that SU1(N )

D,k,0 can naturally be identified with a space
of functions

ϕ : 01(N )\GL2(R)
+
→ C

satisfying
ϕ(gu∞)= j (u∞, i)−kϕ(g)

for all g ∈ GL2(R)
+, u∞ ∈ R×>0 SO(2).

(3) Show that the stabilizer of i in GL2(R)
+ is R×>0 SO(2). Hence deduce a

natural isomorphism between SU1(N )
D,k,0 and Sk(01(N )), which takes a function

ϕ as above to the function (gi 7→ j (g, i)kϕ(g)), g ∈ GL2(R)
+.

The case that S∞⊂ S(D) is particularly simple; then if U ⊂G D(A
∞) is an open

subgroup, then SU
D,2,0 is just the set of C-valued functions on

G D(Q)\G D(A)/G D(R)U,

which is a finite set. When proving modularity lifting theorems, we will be able to
reduce to the case that S∞ ⊂ S(D); when this condition holds, we say that D is a
definite quaternion algebra.

We will now examine the action of Hecke operators on these spaces. Choose an
OF -order OD ⊂ D (that is, an OF -subalgebra of D which is finitely generated as a
Z-module and for which OD⊗OF F −→∼ D). For example, if D = M2(F), one may
take OD = M2(OF ).
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For all but finite many finite places v of F we can choose an isomorphism
Dv
∼=M2(Fv) such that this isomorphism induces an isomorphism OD⊗OF OFv −→

∼

M2(OFv ). Then G D(A
∞) is the subset of elements g = (gv) ∈

∏
v ∤∞ G D(Fv) such

that gv ∈ GL2(OFv ) for almost all v.
We now wish to describe certain irreducible representations of G D(A

∞) in
terms of irreducible representations of the GL2(Fv). More generally, we have the
following construction. Let I be an indexing set and for each i ∈ I , let Vi be a
C-vector space. Suppose that we are given 0 ̸= ei ∈ Vi for almost all i (that is, all
but finitely many i). Then we define the restricted tensor product

⊗
′

{ei }
Vi := lim

−−→
J⊆I
⊗i∈J Vi ,

where the colimit is over the finite subsets J ⊆ I containing all the places for
which ei is not defined, and where the transition maps for the colimit are given by
“tensoring with the ei ”. It can be checked that ⊗′

{ei }
Vi ∼=⊗

′

{ fi }
Vi if for almost all i ,

ei and fi span the same line.

Definition 4.10. We call a representation (π, V ) of G D(A
∞) admissible if

(1) for any x ∈ V , the stabilizer of x is open, and

(2) for any U ⊂ G D(A
∞) an open subgroup, dimC V U <∞.

Fact 4.11 [Flath 1979]. If πv is an irreducible smooth (so admissible) representation
of (D⊗F Fv)× with πGL2(OFv )

v ̸= 0 for almost all v, then ⊗′πv := ⊗′
{π

GL2(OFv )
v }

πv is
an irreducible admissible smooth representation of G D(A

∞), and any irreducible
admissible smooth representation of G D(A

∞) arises in this way for unique πv.

We have a global Hecke algebra, which decomposes as a restricted tensor product
of the local Hecke algebras in the following way. For each finite place v of F we
choose Uv ⊂ (D ⊗F Fv)× a compact open subgroup, such that Uv = GL2(OFv )

for almost all v. Let µv be a Haar measure on (D⊗F Fv)×, chosen such that for
almost all v we have µv(GL2(OFv ))= 1. Then there is a unique Haar measure µ
on G D(A

∞) such that for any Uv as above, if we set U =
∏
v Uv ⊂ G D(A

∞), then
µ(U )=

∏
v µv(Uv). Then there is a decomposition

Cc(U\G D(A
∞)/U )µ∼=⊗′{1Uvµv}

Cc(Uv\(D⊗F Fv)×/Uv)µv,

and the actions of these Hecke algebras are compatible with the decomposition
π =⊗′πv. For the following fact, see Lemma 1.3 of [Taylor 2006].

Fact 4.12. SD,k,η is a semisimple admissible representation of G D(A
∞).

Definition 4.13. The irreducible constituents of SD,k,η are called the cuspidal
automorphic representations of G D(A

∞) of weight (k, η).
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Remark 4.14. Note that these automorphic representations do not include Maass
forms or weight one modular forms; they are the class of regular algebraic or
cohomological cuspidal automorphic representations.

For the following facts, the reader could consult [Gelbart 1975].

Fact 4.15 (strong multiplicity one (and multiplicity one) for GL2). Suppose that
S(D)=∅. Then every irreducible constituent of SD,k,η has multiplicity one. In fact
if π (respectively π ′) is a cuspidal automorphic representation of weight (k, η) (re-
spectively (k ′, η′)) such that πv ∼=π ′v for almost all v then k= k ′, η= η′, and π =π ′.

Fact 4.16 (the theory of newforms). Suppose that S(D)=∅. If n is an ideal of OF ,
write

U1(n)=

{
g ∈ GL2(ÔF )

∣∣∣ g ≡
(
∗ ∗

0 1

)
(mod n)

}
.

If π is a cuspidal automorphic representation of G D(A
∞) then there is a unique

ideal n such that πU1(n) is one-dimensional, and πU1(m) ̸= 0 if and only if n |m. We
call n the conductor (or sometimes the level) of π .

Analogous to the theory of admissible representations of GL2(K ), K/Qp finite
that we sketched above, there is a theory of admissible representations of M×, M
a nonsplit quaternion algebra over K . Since M×/K× is compact, any irreducible
smooth representation of M× is finite-dimensional. There is a bijection JL, the local
Jacquet–Langlands correspondence, from the irreducible smooth representations
of M× to the discrete series representations of GL2(K ), determined by a character
identity.

Fact 4.17 (the global Jacquet–Langlands correspondence). We have the following
facts about G D(A

∞):

(1) The only finite-dimensional cuspidal automorphic representations of G D(A
∞)

are 1-dimensional representations which factor through the reduced norm;
these only exist if D ̸= M2(F).

(2) There is a bijection JL from the infinite-dimensional cuspidal automorphic
representations of G D(A

∞) of weight (k, η) to the cuspidal automorphic
representations of GL2(A

∞

F ) of weight (k, η) which are discrete series for all
finite places v ∈ S(D). Furthermore if v /∈ S(D) then JL(π)v = πv, and if
v ∈ S(D) then JL(π)v = JL(πv).

Remark 4.18. We will use the global Jacquet–Langlands correspondence together
with base change (see below) to reduce ourselves to considering the case that
S(D)= S∞ when proving automorphy lifting theorems.



MODULARITY LIFTING THEOREMS 105

4.19. Galois representations associated to automorphic representations.

Fact 4.20 (the existence of Galois representations associated to regular algebraic
cuspidal automorphic representations). Let π be a regular algebraic cuspidal auto-
morphic representation of GL2(A

∞

F ) of weight (k, η). Then there is a CM field Lπ
which contains the eigenvalues of Tv and Sv on πGL2(OFv )

v for each finite place v
at which πv is unramified. Furthermore, for each finite place λ of Lπ there is a
continuous irreducible Galois representation

rλ(π) : G F → GL2(Lπ,λ)

such that:

(1) If πv is unramified and v does not divide the residue characteristic of λ,
then rλ(π)|G Fv

is unramified, and the characteristic polynomial of Frobv is
X2
− tvX + (#k(v))sv, where tv and sv are the eigenvalues of Tv and Sv

respectively on πGL2(OFv )
v , and k(v) is the residue field of Fv. [Note that

by the Chebotarev density theorem, this already characterizes rλ(π) up to
isomorphism.]

(2) More generally, for all finite places v not dividing the residue characteristic
of λ, WD(rλ(π)|G Fv

)F−ss ∼= recFv (πv ⊗ |det|−1/2).

(3) If v divides the residue characteristic of λ then rλ(π)|G Fv
is de Rham with

τ -Hodge–Tate weights ητ , ητ+kτ−1, where τ : F ↪→ Lπ ⊂C is an embedding
lying over v. If πv is unramified then rλ(π)|G Fv

is crystalline.

(4) If cv is a complex conjugation, then det rλ(π)(cv)=−1.

Remark 4.21. The representations rλ(π) in fact form a strictly compatible system;
see Section 5 of [Barnet-Lamb et al. 2014] for a discussion of this in a more general
context.

Remark 4.22. Using the Jacquet–Langlands correspondence, we get Galois rep-
resentations for the infinite-dimensional cuspidal automorphic representations of
G D(A

∞) for any D. In fact, the proof actually uses the Jacquet–Langlands cor-
respondence; in most cases, you can transfer to a D for which S(D) contains all
but one infinite place, and the Galois representations are then realized in the étale
cohomology of the associated Shimura curve. The remaining Galois representations
are constructed from these ones via congruences.

Fact 4.23 (cyclic base change). Let E/F be a cyclic extension of totally real fields of
prime degree. Let Gal(E/F)= ⟨σ ⟩ and let Gal(E/F)∨= ⟨δE/F ⟩ (here Gal(E/F)∨

is the dual abelian group of Gal(E/F)). Let π be a cuspidal automorphic rep-
resentation of GL2(A

∞

F ) of weight (k, η). Then there is a cuspidal automorphic
representation BCE/F (π) of GL2(A

∞

E ) of weight (BCE/F (k),BCE/F (η)) such that:
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(1) For all finite places v of E , recEv (BCE/F (π)v) = (recFv | F (πv|F ))|WEv
. In

particular, rλ(BCE/F (π))∼= rλ(π)|G E .

(2) BCE/F (k)v = kv|F , BCE/F (η)v = ηv|F .

(3) BCE/F (π)∼=BCE/F (π
′) if and only if π ∼=π ′⊗(δi

E/F ◦ArtF ◦ det) for some i .

(4) A cuspidal automorphic representation π of GL2(A
∞

E ) is in the image of
BCE/F if and only if π ◦ σ ∼= π .

Definition 4.24. We say that r : G F→GL2(Qp) is modular (of weight (k, η)) if it
is isomorphic to rλ(π) for some cuspidal automorphic representation π (of weight
(k, η)) and some place λ of Lπ lying over p.

Proposition 4.25. Suppose that r : G F →GL2(Qp) is a continuous representation,
and that E/F is a finite solvable Galois extension of totally real fields. Then r |G E

is modular if and only if r is modular.

Exercise 4.26. Prove the above proposition as follows:

(1) Use induction to reduce to the case that E/F is cyclic of prime degree.

(2) Suppose that r |G E is modular, say r |G E
∼= rλ(π). Use strong multiplicity one

to show that π ◦σ ∼= π . Deduce that there is an automorphic representation π ′

such that BCE/F (π
′)= π .

(3) Use Schur’s lemma to deduce that there is a character χ of G F such that
r ∼= rλ(π ′)⊗χ . Conclude that r is modular.

We can make use of this result to make considerable simplifications in our proofs
of modularity lifting theorems. It is frequently employed in conjunction with the
following fact from class field theory.

Fact 4.27 [Taylor 2003, Lemma 2.2]. Let K be a number field, and let S be a finite
set of places of K . For each v ∈ S, let Lv be a finite Galois extension of Kv . Then
there is a finite solvable Galois extension M/K such that for each place w of M
above a place v ∈ S there is an isomorphism Lv ∼= Mw of Kv-algebras.

Note that we are allowed to have infinite places in S, so that if K is totally real
we may choose to make L totally real by an appropriate choice of the Lv.

5. The Taylor–Wiles–Kisin method

In this section we prove our modularity lifting theorem, using the Taylor–Wiles–
Kisin patching method. Very roughly, the idea of this method is to patch together
spaces of modular forms of varying levels, allowing more and more ramification at
places away from p, in such a way as to “smooth out” the singularities of global
deformation rings, reducing the problem to one about local deformation rings. This
patching procedure is (at least on first acquaintance) somewhat strange, as it involves
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making many noncanonical choices to identify spaces of modular forms with level
structures at different primes.

5.1. Our aim now is to prove the following theorem. Let p > 3 be a prime, and let
L/Qp be a finite extension with ring of integers O, maximal ideal λ, and residue
field F=O/λ. Let F be a totally real number field, and assume that L is sufficiently
large that L contains the images of all embeddings F ↪→ L .

Theorem 5.2. Let ρ, ρ0 : G F → GL2(O) be two continuous representations, such
that ρ = ρ (mod λ)= ρ0 (mod λ). Assume that ρ0 is modular, that ρ is geometric,
and that p > 3. Assume further that the following properties hold:

(1) For all σ : F ↪→ L , HTσ (ρ)= HTσ (ρ0), and contains two distinct elements.

(2) • For all v | p, ρ|G Fv
and ρ0|G Fv

are crystalline.
• p is unramified in F.
• For all σ : F ↪→ L , the elements of HTσ (ρ) differ by at most p− 2.

(3) Im ρ ⊇ SL2(Fp).

Then ρ is modular.

5.3. The integral theory of automorphic forms. In order to prove Theorem 5.2,
we will need to study congruences between automorphic forms. This is easier to do
if we work with automorphic forms on G D(A

∞), where S(D)= S∞. In order to do
this, assume that [F :Q] is even. (We will reduce to this case by base change.) Then
such a D exists, and we have G D(A

∞)∼= GL2(A
∞

F ), and (D⊗Q R)×/(F ⊗Q R)×

is compact.
Fix an isomorphism ı : L −→∼ C, and some k ∈ Z

Hom(F,C)
≥2 , η ∈ ZHom(F,C) with

w := kτ + 2ητ − 1 independent of τ . Let U =
∏
v Uv ⊂ GL2(A

∞

F ) be a compact
open subgroup, and let S be a finite set of finite places of F , not containing any of
the places lying over p, with the property that if v /∈ S, then Uv = GL2(OFv ).

Let US :=
∏
v∈S Uv, write U = USU S , let ψ : US → O× be a continuous

homomorphism (which implies that it has open kernel), and let χ0 : A
×

F /F×→ C×

be an algebraic Grössencharacter with the properties that

• χ0 is unramified outside S,

• for each place v |∞, χ0|(F×v )◦(x)= x1−w, and

• χ0|
(∏

v∈S F×v
)
∩US
= ı ◦ψ−1.

As in Theorem 2.43, this gives us a character

χ0,ı : A
×

F /F×(F×∞)◦→ L×,

x 7→
( ∏
τ :F↪→L

τ(x p)
1−w

)
ı−1

( ∏
τ :F↪→C

τ(x∞)
)w−1

χ0(x).
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Our spaces of (p-adic) algebraic automorphic forms will be defined in a similar
way to the more classical spaces defined in Section 4.8, but with the role of the
infinite places being played by the places lying over p. Accordingly, we define
coefficient systems in the following way. Assume that L is sufficiently large that it
contains the image of χ0,ı .

Let 3 = 3k,η,ı = ⊗τ :F↪→C Symkτ−2(O2)⊗ (∧2O2)⊗ητ , and let GL2(OF,p) :=∏
v | p GL2(OFv ) act on 3 via ı−1τ on the τ -factor. In particular, 3 ⊗O,ı C ∼=

⊗τ :F↪→C Symkτ−2(C2)⊗(∧2C2)⊗ητ , which has an obvious action of GL2(F∞), and
the two actions of GL2(OF,(p)) (via its embeddings into GL2(OF,p) and GL2(F∞))
are compatible.

Let A be a finite O-module. Since D is fixed, we drop it from the notation from
now on. We define S(U, A)= Sk,η,ı,ψ,χ0(U, A) to be the space of functions

φ : D×\GL2(A
∞

F )→3⊗O A

such that for all g ∈ GL2(A
∞

F ), u ∈U, z ∈ (A∞F )
×, we have

φ(guz)= χ0,ı (z)ψ(uS)
−1u−1

p φ(g).

Since D×\GL2(A
∞

F )/U (A∞F )
× is finite, we see in particular that S(U,O) is a

finite free O-module. It has a Hecke action in the obvious way: let T̃ :=O[Tv, Sv :
v ∤ p, v /∈ S], let ϖv be a uniformizer of Fv, and let Tv, Sv act via the usual double
coset operators corresponding to

(
ϖv
0

0
1

)
,
(
ϖv
0

0
ϖv

)
. Let TU be the image of T̃ in

EndO(S(U,O)), so that TU is a commutative O-algebra which acts faithfully on
S(U,O), and is finite free as an O-module.

As in [Taylor 2006, Lemma 1.3], to which we refer for more details, there is an
isomorphism

S(U,O)⊗O,ı C−→∼ HomUS (C(ψ
−1), SU S,χ0

k,η ),

with the map being
φ 7→ (g 7→ g−1

∞
ı(gpφ(g∞))),

where gp acts on 3⊗O,ı C via the obvious extension of the action of GL2(OF,(p))

defined above, and the target of the isomorphism is the elements φ′ ∈ Sk,η with
zφ′=χ0(z)φ′ for all z ∈ (A∞F )

×, uφ′=ψ(uS)
−1φ′ for all u ∈U . This isomorphism

is compatible with the actions of T̃ on each side. The target is isomorphic to

⊕π HomUS (C(ψ
−1), πS)⊗⊗

′

v /∈Sπ
GL2(OFv )
v ,

where the sum is over the cuspidal automorphic representations π of G D(A
∞) of

weight (k, η), which have central character χ0 and are unramified outside of S (so
that in particular, for v /∈ S, πGL2(OFv )

v is a one-dimensional C-vector space).
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By strong multiplicity one, this means that we have an isomorphism

TU ⊗O,ı C∼=
∏

π as above, with HomUS (C(ψ
−1),πS) ̸=0

C

sending Tv, Sv to their eigenvalues on πGL2(OFv )
v . (Note in particular that this shows

that TU is reduced.) This shows that there is a bijection between ı-linear ring
homomorphisms θ : TU → C and the set of π as above, where π corresponds to
the character taking Tv, Sv to their corresponding eigenvalues.

Each π has a corresponding Galois representation. Taking the product of these
representations, we obtain a representation

ρmod
: G F →

∏
π

GL2(L)= GL2(TU ⊗O L),

which is characterized by the properties that it is unramified outside of S ∪ {v | p},
and for any v /∈ S, v ∤ p, we have tr ρmod(Frobv)= Tv, det ρmod(Frobv)= #k(v)Sv.

Let m be a maximal ideal of TU . Then if p⊊m is a minimal prime, then there is an
injection θ :TU/p ↪→ L , which corresponds to some π as above. (This follows from
the going-up and going-down theorems, and the fact that TU is finitely generated
and free over O.) The semisimple mod p Galois representation corresponding to
π can be conjugated to give a representation ρm : G F → GL2(TU/m) (because
the trace and determinant are valued in TU/m, which is a finite field, and thus
has trivial Brauer group, so the Schur index is trivial). This is well defined (up to
isomorphism) independently of the choice of p and θ (by the Chebotarev density
theorem).

Since TU is finite over the complete local ring O, it is semilocal, and we can
write TU =

∏
m TU,m. Suppose now that ρm is absolutely irreducible. Then we

have the representation

ρmod
m : G F → GL2(TU,m⊗O L)=

∏
π

GL2(L),

where the product is over the π as above with ρπ,ı ∼= ρm. Each representation
to GL2(L) can be conjugated to lie in GL2(OL), and after further conjugation
(so that the residual representations are equal to ρm, rather than just conjugate to
it), the image of ρmod

m lies in the subring of
∏
π GL2(OL) consisting of elements

whose image modulo the maximal ideal of OL lie in TU/m. We can then apply
Lemma 3.7 to see that ρmod

m can be conjugated to lie in GL2(TU,m). We will write
ρmod
m : G F → GL2(TU,m) for the resulting representation from now on.

We will sometimes want to consider Hecke operators at places in S. To this
end, let T ⊆ S satisfy ψ |UT = 1, and choose gv ∈ GL2(Fv) for each v ∈ T . Set
Wv = [UvgvUv], and define TU ⊆ T′U ⊆ EndO(S(U,O)) by adjoining the Wv for
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v ∈ T . This is again commutative, and finite and flat over O. However, it need not
be reduced; indeed, we have

T′U ⊗O,ı C∼=⊕π ⊗v∈T { subalgebra of EndC(π
Uv
v ) generated by Wv},

so that there is a bijection between ı-linear homomorphisms T′U → C and tuples
(π, {αv}v∈T ), where αv is an eigenvalue of Wv on πUv

v . (Note that we will not
explicitly use the notation T′U again for a Hecke algebra, but that for example the
Hecke algebras TUQ used in the patching argument below, which incorporate Hecke
operators at the places in Q, are an example of this construction.)

We can write
GL2(A

∞

F )=
∐
i∈I

D×giU (A∞F )
×

for some finite indexing set I , and so we have an injection S(U, A) ↪→⊕i∈I (3⊗O A),
by sending φ 7→ (φ(gi )). To determine the image, we need to consider when we can
have gi = δgi uz for δ ∈ D×, z ∈ (A∞F )

×, u ∈U (because then φ(gi )= φ(δgi uz)=
χ0,ı (z)ψ(uS)

−1u−1
p φ(gi )). We see in this way that we obtain an isomorphism

S(U, A)−→∼ ⊕i∈I (3⊗ A)(U (A
∞

F )
×
∩g−1

i D×gi )/F× .

We need to have some control on these finite groups

Gi := (U (A∞F )
×
∩ g−1

i D×gi )/F×.

(Note that they are finite, because D× is discrete in G D(A
∞).) Since we have

assumed that p > 3 and p is unramified in F , we see that [F(ζp) : F]> 2. Then
we claim that Gi has order prime to p. To see this, note that if g−1

i δgi is in this
group, with δ ∈ D×, then δ2/ det δ ∈ D× ∩ giUg−1

i (det U ), the intersection of a
discrete set and a compact set, so δ2/ det δ has finite order, i.e., is a root of unity.
However any element of D generates an extension of F of degree at most 2, so by
the assumption that [F(ζp) : F]> 2, it must be a root of unity of degree prime to
p, and there is some p ∤N with δ2N

∈ F×, so that g−1
i δgi has order prime to p, as

required.

Proposition 5.4. (1) We have S(U,O)⊗O A −→∼ S(U, A).

(2) If V is an open normal subgroup of U with #(U/V ) a power of p, then S(V,O)
is a free O[U/V (U ∩ (A∞F )

×)]-module.

Proof. (1) This is immediate from the isomorphism S(U, A)−→∼ ⊕i∈I (3⊗ A)Gi ,
because the fact that the Gi have order prime to p means that (3⊗A)Gi = (3)Gi⊗A.

(2) Write U =
∐

j∈J u j V (U ∩ (A∞F )
×). We claim that we have GL2(A

∞

F ) =∐
i∈I, j∈J D×gi u j V (A∞F )

×, from which the result is immediate. To see this, we
need to show that if gi u j = δgi ′u j ′vz then i = i ′ and j = j ′.
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That i = i ′ is immediate from the definition of I , so we have u j ′vu−1
j z =

g−1
i δ−1gi . As above, there is some positive integer N coprime to p such that
δN
∈ F×, thus (u j ′vu−1

j )
N
∈ (A∞F )

×. Since V is normal in U , we can write
(u j ′vu−1

j )
N
= (u j ′u−1

j )
Nv′ for some v′ ∈ V , so that (u j ′u−1

j )
N
∈ V (U ∩ (A∞F )

×).
Since #(U/V ) is a power of p, we see that in fact u j ′u−1

j ∈ V (U ∩ (A∞F )
×), so that

j = j ′ by the definition of J . □

5.5. Base change. We begin the proof of Theorem 5.2 by using base change to
reduce to a special case. By Facts 4.23 and 4.27, we can replace F by a solvable
totally real extension which is unramified at all primes above p, and assume that:

• [F :Q] is even.

• ρ is unramified outside p.

• For all places v ∤ p, both ρ(IFv ) and ρ0(IFv ) are unipotent (possibly trivial).

• If ρ or ρ0 are ramified at some place v ∤ p, then ρ|G Fv
is trivial, and #k(v)≡

1 (mod p).

• det ρ = det ρ0. [To see that we can assume this, note that the assumption that
ρ, ρ0 are crystalline with the same Hodge–Tate weights for all places dividing
p implies that det ρ/ det ρ0 is unramified at all places dividing p. Since we
have already assumed that ρ(IFv ) and ρ0(IFv ) are unipotent for all places v ∤ p,
we see that the character det ρ/ det ρ0 is unramified at all places, and thus has
finite order. Since it is residually trivial, it has p-power order, and is thus trivial
on all complex conjugations; so the extension cut out by its kernel is a finite,
abelian, totally real extension which is unramified at all places dividing p.]

We will assume from now on that all of these conditions hold. Write χ for det ρ =
det ρ0; then we have χεp = χ0,ı for some algebraic Grössencharacter χ0.

From now on, we will assume without further comment that the coefficient field
L is sufficiently large, in the sense that L contains a primitive p-th root of unity,
and for all g ∈ G F , F contains the eigenvalues of ρ(g).

5.6. Patching. Having used base change to impose the additional conditions of the
previous section, we are now in a position to begin the main patching argument.

We let D/F be a quaternion algebra ramified at exactly the infinite places
(which exists by our assumption that [F :Q] is even). By the Jacquet–Langlands
correspondence, we can and will work with automorphic representations of G D(A

∞)

from now on.
Let Tp be the set of places of F lying over p, let Tr be the set of places not lying

over p at which ρ or ρ0 is ramified, and let T = Tp
∐

Tr . If v ∈ Tr , write σv for a
choice of topological generator of IFv/PFv . By our assumptions above, if v ∈ Tr

then ρ|G Fv
is trivial, ρ|IFv

, ρ0|IFv
are unipotent, and #k(v)≡ 1 (mod p).
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The patching argument will involve the consideration of various finite sets Q of
auxiliary finite places. We will always assume that if v ∈ Q, then

• v /∈ T ,

• #k(v)≡ 1 (mod p), and

• ρ(Frobv) has distinct eigenvalues, which we denote αv and βv.

For each set Q of places satisfying these conditions, we define deformation
problems SQ = (T ∪ Q, {Dv}, χ) and S ′Q = (T ∪ Q, {D′v}, χ) as follows. (The
reason for considering both problems is that the objects without a prime are the ones
that we ultimately wish to study, but the objects with a prime have the advantage that
the ring (Rloc,′)red defined below is irreducible. We will exploit this irreducibility,
and the fact that the two deformation problems agree modulo p.) Let ζ be a fixed
primitive p-th root of unity in L:

• If v ∈ Tp, then Dv = D′v is chosen so that R□
ρ|G Fv

,χ/I (Dv)= R□
ρ|G Fv

,χ,cr,{HTσ (ρ)}.

• If v ∈ Q, then Dv = D′v consists of all lifts of ρ|G Fv
with determinant χ .

• If v ∈ Tr , then Dv consists of all lifts of ρ|G Fv
with charρ(σv)(X)= (X − 1)2,

while D′v consists of all lifts with charρ(σv)(X)= (X − ζ )(X − ζ
−1).

(In particular, the difference between SQ and S∅ is that we have allowed our
deformations to ramify at places in Q.) We write

Rloc
= ⊗̂v∈T,O R□

ρ|G Fv
,χ/I (Dv), Rloc,′

= ⊗̂v∈T,O R□
ρ|G Fv

,χ/I (D′v).

Then Rloc/λ = Rloc,′/λ, because ζ ≡ 1 (mod λ). In addition, we see from Theo-
rems 3.28 and 3.38 that

• (Rloc,′)red is irreducible, O-flat, and has Krull dimension 1+ 3#T + [F :Q],

• (Rloc)red is O-flat, equidimensional of Krull dimension 1+3#T +[F :Q], and
reduction modulo λ gives a bijection between the irreducible components of
Spec Rloc and those of Spec Rloc/λ.

We have the global analogues Runiv
Q := Runiv

ρ,SQ
, Runiv,′

Q := Runiv
ρ,S ′Q

, R□
Q := R□T

ρ,SQ
, R□,′

Q :=

R□T
ρ,S ′Q

, and we have Runiv
Q /λ= Runiv,′

Q /λ, R□
Q /λ= R□,′

Q /λ. There are obvious natural

maps Rloc
→ R□

Q , Rloc,′
→ R□,′

Q , and these maps agree after reduction mod λ.
We can and do fix representatives ρuniv

Q , ρ
univ,′
Q for the universal deformations

of ρ over Runiv
Q , Runiv,′

Q respectively, which are compatible with the choices of
ρuniv
∅ , ρ

univ,′
∅ , and so that the induced surjections

Runiv
Q ↠ Runiv

∅ , Runiv,′
Q ↠ Runiv,′

∅

are identified modulo λ.
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Fix a place v0 ∈ T , and set J := O[[Xv,i, j ]]v∈T,i, j=1,2/(Xv0,1,1). Let a be the
ideal of J generated by the Xv,i, j . Then our choice of ρuniv

Q gives an identifi-
cation R□

Q −→
∼ Runiv

Q ⊗̂OJ , corresponding to the universal T -framed deformation
(ρuniv

Q , {1+ (Xv,i, j )}v∈T ).
Now, by Exercise 3.34, for each place v ∈ Q we have an isomorphism ρuniv

Q |G Fv
∼=

χα ⊕ χβ , where χα, χβ : G Fv → (Runiv
Q )×, where (χα mod mRuniv

Q
)(Frobv) = αv,

(χβ mod mRuniv
Q
)(Frobv)= βv.

Let 1v be the maximal p-power quotient of k(v)× (which we sometimes regard
as a subgroup of k(v)×). Then χα|IFv

factors through the composite

IFv ↠ IFv/PFv ↠ k(v)×↠1v,

and if we write 1Q =
∏
v∈Q 1v,

(∏
χα

)
: 1Q → (Runiv

Q )×, then we see that
(Runiv

Q )1Q = Runiv
∅ .

The isomorphism R□
Q −→
∼ Runiv

Q ⊗̂OJ and the homomorphism 1Q→ (Runiv
Q )×

together give a homomorphism J [1Q] → R□
Q . In the same way, we have a homo-

morphism J [1Q] → R□,′

Q , and again these agree modulo λ. If we write aQ :=

⟨a, δ−1⟩δ∈1Q ◁J [1Q], then we see that R□
Q /aQ = Runiv

∅ , and that R□,′

Q /aQ = Runiv,′
∅ ,

and again these agree modulo λ.
We now examine the spaces of modular forms that we will patch. We have our

fixed isomorphism ı : L −→∼ C, and an algebraic Grössencharacter χ0 such that
χεp = χ0,ı . Define k, η by HTτ (ρ0)= {ηıτ , ηıτ +kıτ −1}. We define compact open
subgroups UQ =

∏
UQ,v, where

• UQ,v = GL2(OFv ) if v /∈ Q ∪ Tr ,

• UQ,v =U0(v)=
{(
∗

0
∗

∗

)
(mod v)

}
if v ∈ Tr , and

• UQ,v =
{(a

c
b
d

)
∈U0(v) | a/d (mod v) ∈ k(v)× 7→ 1 ∈1v

}
if v ∈ Q.

We let ψ :
∏
v∈Q∪Tr

UQ,v→O× be the trivial character. Similarly, we set U ′Q =UQ ,
and we define ψ ′ :

∏
v∈Q∪Tr

UQ,v→O× in the following way. For each v ∈ Tr , we
have a homomorphism UQ,v→ k(v)× given by sending

(a
c

b
d

)
to a/d (mod v), and

we compose these characters with the characters k(v)×→O× sending the image of
σv to ζ , where σv is a generator of IFv/PFv . We let ψ ′ be trivial at the places in Q.

We obtain spaces of modular forms S(UQ,O), S(U ′Q,O) and corresponding
Hecke algebras TUQ , TU ′Q , generated by the Hecke operators Tv, Sv with v /∈
T ∪ Q, together with Hecke operators Uϖv for v ∈ Q (depending on a chosen
uniformizer ϖv) defined by

Uϖv =

[
UQ,v

(
ϖv 0
0 1

)
UQ,v

]
.

Note that ψ = ψ ′ (mod λ), so we have S(U∅,O)/λ= S(U ′∅,O)/λ. We let m∅◁
TU∅ be the ideal generated by λ and the tr ρ(Frobv)− Tv , det ρ(Frobv)− #k(v)Sv ,
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v /∈ T . This is a maximal ideal of TU∅ , because it is the kernel of the homomorphism
TU∅→O↠F, where the map TU∅→O is the one coming from the automorphicity
of ρ0, sending Tv 7→ tr ρ0(Frobv), Sv 7→ #k(v)−1 det ρ0(Frobv).

Write T∅ := TU∅,m∅ . We have a lifting ρmod
: G F → GL2(T∅) of type S∅, so

by the universal property of Runiv
∅ , we have a surjection Runiv

∅ ↠ T∅ (it is surjective
because local-global compatibility shows that the Hecke operators generating T∅
are in the image). Similarly, we have a surjection Runiv,′

∅ ↠ T′∅ := TU ′∅,m∅ . Set
S∅ := S(U∅,O)m∅ , S′∅ := S(U ′∅,O)m∅ . Then the identification Runiv

∅ /λ∼= Runiv,′
∅ /λ

is compatible with S∅/λ= S′∅/λ.

Lemma 5.7. If SuppRuniv
∅
(S∅)= Spec Runiv

∅ , then ρ is modular.

Proof. Suppose that SuppRuniv
∅
(S∅)= Spec Runiv

∅ . Since S∅ is a faithful T∅-module
by definition, we see that ker(Runiv

∅ → T∅) is nilpotent, so that (Runiv
∅ )red

−→∼ T∅.
Then ρ corresponds to some homomorphism Runiv

∅ → O, and thus to a homo-
morphism T∅→ O, and the composite of this homomorphism with ı : O ↪→ C

corresponds to a cuspidal automorphic representation π of G D(A
∞) of weight

(k, η), which by construction has the property that ρ ∼= ρπ,ı , as required. □

To show that SuppRuniv
∅
(S∅)= Spec Runiv

∅ , we will study the above constructions
as Q varies. Let mQ◁TUQ be the maximal ideal generated by λ, the tr ρ(Frobv)−Tv
and det ρ(Frobv)− #k(v)Sv for v /∈ T ∪ Q, and the Uϖv −αv for v ∈ Q.

Write SQ= SUQ := S(UQ,O)mQ and TQ := (TUQ )mQ . We have a homomorphism
1Q→ End(SQ), given by sending δ ∈1v to

(
δ
0

0
1

)
∈U0(v). We also have another

homomorphism 1Q→ End(SQ), given by the composite

1Q→ Runiv
Q ↠ TQ→ End(SQ).

Let UQ,0 :=
∏
v /∈Q UQ,v

∏
v∈Q U0(v). Then UQ is a normal subgroup of UQ,0,

and UQ,0/UQ =1Q .
We now examine the consequences of local-global compatibility at the places

in Q.

Proposition 5.8. (1) The two homomorphisms 1Q → End(SQ) (the other one
coming via Runiv

Q ) are equal.

(2) SQ is finite free over O[1Q].

Proof. A homomorphism θ : TQ→ L −→∼ C corresponds to a cuspidal automorphic
representation π , and for each v ∈ Q the image αv of Uϖv is such that αv is an
eigenvalue of Uϖv on πUQ,v

v .
It can be checked that since πUQ,v

v ̸= 0, πv is necessarily a subquotient of χ1×χ2

for some tamely ramified characters χ1, χ2 : F×v →C×. Then one checks explicitly
that

(χ1×χ2)
UQ,v ∼= Cφ1⊕Cφw,
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where w =
( 0

1
1
0

)
, φ1(1) = φw(w) = 1, and Suppφ1 = B(Fv)UQ,v, Suppφw =

B(Fv)wUQ,v.
Further explicit calculation shows that

Uϖvφ1 = #k(v)1/2χ1(ϖv)φ1+ Xφw

for some X , which is 0 if χ1/χ2 is ramified, and

Uϖvφw = #k(v)1/2χ2(ϖv)φw.

By local-global compatibility ı−1(#k(v)1/2χ1(ϖv)) and ı−1(#k(v)1/2χ2(ϖv)) are
the eigenvalues of ρπ,ı (Frobv), so one of them is a lift of αv , and one is a lift of βv .
As a consequence, we see that χ1/χ2 ̸= |·|

±1 (as if this equality held, we would
have αv/βv ≡ #k(v)±1

≡ 1 (mod λ), contradicting our assumption that αv ̸= βv).
Consequently we have πv = χ1×χ2 ∼= χ2×χ1, so that without loss of generality
we have χ1(ϖv)= βv, χ2(ϖv)= αv.

It is also easily checked that(
δ 0
0 1

)
φ1 = χ1(δ)φ1,

(
δ 0
0 1

)
φw = χ2(δ)φw.

We see that SQ ⊗O,ı C = ⊕π ⊗v∈Q Xv, where Xv is the 1-dimensional space
where Uϖv acts via a lift of αv . Since this space is spanned by φw, we see that 1v
acts on SQ via χ2 = χα ◦Art. This completes the proof of the first part.

Finally, the second part is immediate from Proposition 5.4(2). □

Fix a place v ∈ Q. Since αv ̸= βv, by Hensel’s lemma we may write

char ρmod
∅ (Frobv)= (X − Av)(X − Bv)

for some Av, Bv ∈ T∅ with Av ≡ αv, Bv ≡ βv (mod m∅).

Proposition 5.9. We have an isomorphism
∏
v∈Q(Uϖv−Bv) : S∅−→∼ S(UQ,0,O)mQ

(with the morphism being defined by viewing the source and target as submodules
of S(UQ,0,O)m∅).

Proof. We claim that it is enough to prove that the map is an isomorphism after
tensoring with L , and an injection after tensoring with F. To see this, write X := S∅,
Y := S(UQ,0,O)mQ , and write Q for the cokernel of the map X→ Y . Then X, Y
are finite free O-modules, and if the map X ⊗ L→ Y ⊗ L is injective, then so is
the map X→ Y , so that we have a short exact sequence 0→ X→ Y → Q→ 0.
Tensoring with L , we have Q ⊗ L = 0. Tensoring with F, we obtain an exact
sequence 0→ Q[λ]→ X⊗F→ Y ⊗F→ Q⊗F→ 0, so we have Q[λ] = 0. Thus
Q = 0, as required.

In order to check that we have an isomorphism after tensoring with L , it is enough
to check that the induced map

∏
v∈Q(Uϖv−Bv) : S∅⊗O,ı C→ S(UQ,0,O)mQ⊗O,ı C



116 TOBY GEE

is an isomorphism. This is easily checked: S∅⊗C∼=⊕π⊗v∈Q (χ1,v×χ2,v)
GL2(OFv ),

and (χ1,v × χ2,v)
GL2(OFv ) = Cφ0, where φ0 is as in Exercise 4.7(3). Similarly,

S(UQ,0,O)mQ⊗O,ı C=⊕π⊗v∈Q Mv , where Mv is the subspace of (χ1,v×χ2,v)
U0(v)

on which Uϖv acts via a lift of αv, which is spanned by φw. Since the natural
map (χ1,v × χ2,v)

GL2(OFv )→ (χ1,v × χ2,v)
U0(v) sends φ0 7→ φ1+ φw (as φ0(1) =

φ0(w)= 1), the result follows.
It remains to check injectivity after tensoring with F. The kernel of the map, if

nonzero, would be a nonzero finite module for the Artinian local ring T∅/λ, and
would thus have nonzero m∅-torsion, so it suffices to prove that the induced map∏

v∈Q

(Uϖv − Bv) : (S∅⊗ F)[m∅] → S(UQ,0,O)mQ ⊗ F

is an injection. By induction on #Q, it suffices to prove this in the case that Q= {v}.
Suppose for the sake of contradiction that there is a nonzero x ∈ (S∅⊗F)[m∅] with
(Uϖv −βv)x = 0. Since x ∈ S∅⊗ F, we also have Tvx = (αv +βv)x , and we will
show that these two equations together lead to a contradiction.

Now, x is just a function D×\GL2(A
∞

F )→3⊗ F, on which GL2(A
∞

F ) acts by
right translation. If we make the action of the Hecke operators explicit, we find that
there are gi such that

Uv =

∐
i

giUQ,v

and

Tv =
(∐

i

gi GL2(OFv )

) ∐ (
1 0
0 ϖv

)
GL2(OFv ),

so that we have
( 1

0
0
ϖv

)
x = Tvx−Uϖv x = αvx . Then

(
ϖv
0

0
1

)
x =w

( 1
0

0
ϖv

)
wx = αvx ,

and Uϖv x =
∑

a∈k(v)

(
ϖv
0

a
1

)
x =

∑
a∈k(v)

( 1
0

a
1

)(
ϖv
0

0
1

)
x = #k(v)αvx = αvx . But

Uϖv x = βvx , so αv = βv, a contradiction. □

Set S□
Q := SQ⊗Runiv

Q
R□

Q . Then we have S□
Q/aQ= S(UQ,0,O)mQ −→

∼ S∅, compatibly
with the isomorphism R□

Q/aQ −→
∼ Runiv

∅ . Also, S□
Q is finite free over J [1Q].

We now return to the Galois side. By Proposition 3.24, we can and do choose a
presentation

Rloc
[[x1, . . . , xhQ ]]↠ R□

Q,

where hQ = #T + #Q− 1− [F :Q] + dimF H 1
Q(G F,T , (ad0 ρ)(1)), and

H 1
Q(G F,T , (ad0 ρ)(1))=ker

(
H 1(G F,T , (ad0 ρ)(1))→⊕v∈Q H 1(Gk(v), (ad0 ρ)(1))

)
.

The following result will provide us with the sets Q that we will use.

Proposition 5.10. Let r =max(dim H 1(G F,T , (ad0 ρ)(1)), 1+[F :Q]− #T ). For
each N ≥ 1, there exists a set QN of places of F such that:
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• QN ∩ T =∅.

• If v ∈ QN , then ρ(Frobv) has distinct eigenvalues αv ̸= βv.

• If v ∈ QN , then #k(v)≡ 1 (mod pN ).

• #QN = r .

• R□
QN

(respectively R□,′

QN
) is topologically generated over Rloc (respectively

Rloc,′) by #T − 1− [F :Q] + r elements.

Proof. The last condition may be replaced by

• H 1
QN
(G F,T , (ad0 ρ)(1))= 0.

Therefore, it is enough to show that for each 0 ̸= [φ] ∈ H 1(G F,T , (ad0 ρ)(1)), there
are infinitely many v /∈ T such that:

• #k(v)≡ 1 (mod pN ).

• ρ(Frobv) has distinct eigenvalues αv, βv.

• Res[φ] ∈ H 1(Gk(v), (ad0 ρ)(1)) is nonzero.

This then gives us some set of places Q with the given properties, except that #Q
may be too large; but then we can pass to a subset of cardinality r , while maintaining
the injectivity of the map H 1(G F,T , (ad0 ρ)(1))→⊕v∈Q H 1(Gk(v), (ad0 ρ)(1)).

We will use the Chebotarev density theorem to do this; note that the condition
that #k(v) ≡ 1 (mod pN ) is equivalent to v splitting completely in F(ζpN ), and
the condition that ρ(Frobv) has distinct eigenvalues is equivalent to asking that
ad ρ(Frobv) has an eigenvalue not equal to 1.

Set E = Fker ad ρ(ζpN ). We claim that we have H 1(Gal(E/F), (ad0 ρ)(1))= 0.
In order to see this, we claim firstly that ζp /∈ Fker ad ρ . This follows from the
classification of finite subgroups of PGL2(Fp): we have assumed that Im ρ ⊇

SL2(Fp), and this implies that Im ad ρ = PGL2(Fps ) or PSL2(Fps ) for some s,
and in particular (Im ad ρ)ab is trivial or cyclic of order 2. Since p ≥ 5 and p is
unramified in F , we have [F(ζp) : F] ≥ 4, so ζp /∈ Fker ad ρ , as claimed.

The extension E/Fker ad ρ is abelian, and we let E0 be the intermediate field
such that Gal(E/E0) has order prime to p, while Gal(E0/Fker ad ρ) has p-power
order. Write 01 = Gal(E0/F), 02 = Gal(E/E0). Then the inflation-restriction
exact sequence is in part

0→H 1(01, (ad0 ρ)(1)02)→H 1(Gal(E/F), (ad0 ρ)(1))→H 1(02, (ad0 ρ)(1))01,

so in order to show that H 1(Gal(E/F), (ad0 ρ)(1)) = 0, it suffices to prove that
H 1(01, (ad0 ρ)(1)02)= H 1(02, (ad0 ρ)(1))01 = 0.

In fact, we claim that (ad0 ρ)(1)02 and H 1(02, (ad0 ρ)(1)) both vanish. For the
first of these, note that 02 acts trivially on ad0 ρ (since E0 contains Fker ad ρ), but
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that ζp /∈ E0 (as [E0 : Fker ad ρ
] is a power of p). For the second term, note that 02

has prime-to-p order.
Suppose that #k(v) ≡ 1 (mod p), and that ρ(Frobv) =

(
αv
0

0
βv

)
. Then ad0 ρ

has the basis
( 1

0
0
−1

)
,
( 0

0
1
0

)
,
( 0

1
0
0

)
of eigenvectors for Frobv, with eigenvalues 1,

αv/βv, βv/αv respectively. Consequently, we see that there is an isomorphism
H 1(Gk(v), (ad0 ρ)(1)) ∼= F (since in general for a (pro)cyclic group, the first co-
homology is given by passage to coinvariants), which we can write explicitly as
[φ] 7→ πv ◦φ(Frobv) ◦ iv, where iv is the injection of F into the αv-eigenspace of
Frobv, and πv is the Frobv-equivariant projection onto that subspace.

Let σ0 be an element of Gal(E/F) such that:

• σ0(ζpN )= ζpN .

• ρ(σ0) has distinct eigenvalues α, β.

(To see that such a σ0 exists, note that Gal(Fker ρ/F(ζpN )∩Fker ρ) contains PSL2(Fp),
and so we can choose σ0 so that its image in this group is an element whose adjoint
has an eigenvalue other than 1.) Let Ẽ/E be the extension cut out by all the
[φ] ∈ H 1(G F,T , (ad0 ρ)(1)). In order to complete the proof, it suffices to show that
we can choose some σ ∈ Gal(Ẽ/F) with σ |E = σ0, and such that in the notation
above, we have πσ0 ◦φ(σ)◦iσ0 ̸= 0, because we can then choose v to have Frobv=σ
by the Chebotarev density theorem.

To this end, choose any σ̃0 ∈Gal(Ẽ/F) with σ̃0|E = σ0. If σ̃0 does not work, then
we have πσ0 ◦φ(σ̃0)◦ iσ0 = 0. In this case, take σ = σ1σ̃0 for some σ1 ∈Gal(Ẽ/E).
Then φ(σ)= φ(σ1σ̃0)= φ(σ1)+ σ1φ(σ̃0)= φ(σ1)+φ(σ̃0), so πσ0 ◦φ(σ) ◦ iσ0 =

πσ0 ◦φ(σ1) ◦ iσ0 .
Note that φ(Gal(Ẽ/E)) is a Gal(E/F)-invariant subset of ad0 ρ, which is an

irreducible Gal(E/F)-module, since the image of ρ contains SL2(Fp). Thus the
F-span of φ(Gal(Ẽ/E)) is all of ad0 ρ(1), from which it is immediate that we can
choose σ1 so that πσ0 ◦φ(σ1) ◦ iσ0 ̸= 0. □

We are now surprisingly close to proving the main theorem! Write h := #T −
1− [F :Q] + r , and R∞ := Rloc

[[x1, . . . , xh]]. For each set QN as above, choose
a surjection R∞ ↠ R□

QN
. Let J∞ := J [[y1, . . . , yr ]]. Choose a surjection J∞ ↠

J [1QN ], given by writing QN = {v1, . . . , vr } and mapping yi to (γi −1), where γi

is a generator of 1vi . Choose a homomorphism J∞→ R∞ so that the composites
J∞→ R∞↠ R□

QN
and J∞→J [1QN ]→ R□

QN
agree, and write a∞ := (a, y1, . . . , yr ).

Then S□
QN
/a∞ = S∅, R□

QN
/a∞ = Runiv

∅ .
Write bN := ker(J∞→ J [1QN ]), so that S□

QN
is finite free over J∞/bN . Since

all the elements of QN are congruent to 1 modulo pN , we see that

bN ⊆ ((1+ y1)
pN
− 1, . . . , (1+ yr )

pN
− 1).
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We can and do choose the same data for Rloc,′ , in such a way that the two sets
of data are compatible modulo λ.

Now choose open ideals cN ◁J∞ such that:

• cN ∩O = (λN ).

• cN ⊇ bN .

• cN ⊇ cN+1.

• ∩N cN = 0.

(For example, we could take cN = ((1+ Xv,i, j )
pN
− 1, (1+ yi )

pN
− 1, λN ).) Note

that since cN ⊇ bN , S□
QN
/cN is finite free over J∞/cN . Also choose open ideals

dN ◁ Runiv
∅ such that:

• dN ⊆ ker(Runiv
∅ → End(S∅/λN )).

• dN ⊇ dN+1.

• ∩NdN = 0.

If M≥ N , write SM,N = S□
QM
/cN , so that SM,N is finite free over J∞/cN of rank equal

to the O-rank of S∅; indeed SM,N/a∞ −→∼ S∅/λN . Then we have a commutative
diagram

J∞ R∞ Runiv
∅ /dN

SM,N S∅/dN

where SM,N , S∅/dN and Runiv
∅ /dN all have finite cardinality. Because of this

finiteness, we see that there is an infinite subsequence of pairs (Mi , Ni ) such that
Mi+1 > Mi , Ni+1 > Ni , and the induced diagram

J∞ R∞ Runiv
∅ /dNi

SMi+1,Ni+1/cNi S∅/dNi

is isomorphic to the diagram for (Mi , Ni ).
Then we can take the projective limit over this subsequence, to obtain a commu-

tative diagram
J∞ R∞ Runiv

∅

S∞ S∅

where S∞ is finite free over J∞. Furthermore, we can simultaneously carry out the
same construction in the ′ world, compatibly with this picture modulo λ.
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This is the key picture, and the theorem will now follow from it by purely
commutative algebra arguments. We have (ultimately by the calculations of the
dimensions of the local deformation rings in Theorems 3.28 and 3.31)

dim R∞ = dim R′
∞
= dimJ∞ = 4#T + r,

and since S∞, S′
∞

are finite free over the power series ring J∞ (from Proposition 5.8),
we have

depthJ∞(S∞)= depthJ∞(S
′

∞
)= 4#T + r.

(This is the “numerical coincidence” on which the Taylor–Wiles method depends;
see [Calegari and Geraghty 2018] for a further discussion of this point, and of a
more general “numerical coincidence”.) Since the action of J∞ on S∞ factors
through R∞, we see that

depthR∞(S∞)≥ 4#T + r,

and similarly

depthR′∞
(S′
∞
)≥ 4#T + r.

Now, if P ◁ R′
∞

is a minimal prime in the support of S′
∞

, then we see that

4#T + r = dim R′
∞
≥ dim R′

∞
/P ≥ depthR′∞

S′
∞
≥ 4#T + r,

so equality holds throughout, and P is a minimal prime of R′
∞

. But R′
∞

has a
unique minimal prime, so in fact

SuppR′∞
(S′
∞
)= Spec R′

∞
.

By the same argument, we see that SuppR∞(S∞) is a union of irreducible com-
ponents of Spec R∞. We will show that it is all of Spec R∞ by reducing modulo λ
and comparing with the situation for S′

∞
.

To this end, note that since SuppR′∞
(S′
∞
)= Spec R′

∞
, we certainly have

SuppR′∞/λ
(S′
∞
/λ)= Spec R′

∞
/λ.

This implies that SuppR∞/λ(S∞/λ)=Spec R∞/λ, by the compatibility between the
two pictures. Thus SuppR∞(S∞) is a union of irreducible components of Spec R∞,
which contains the entirety of Spec R∞/λ. Since (by Theorem 3.38) the irreducible
components of Spec R∞/λ are in bijection with the irreducible components of
Spec R∞, this implies that SuppR∞(S∞)= Spec R∞. Then

SuppR∞/a∞(S∞/a∞)= R∞/a∞,

i.e., SuppRuniv
∅

S∅ = Runiv
∅ , which is what we wanted to prove.
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6. Relaxing the hypotheses

The hypotheses in our main theorem are not optimal. We will now briefly indicate
the “easy” relaxations of the assumptions that could be made, and discuss the
generalizations that are possible with (a lot) more work.

Firstly, it is possible to relax the assumption that p≥ 5, and that Im ρ ⊇ SL2(Fp).
These assumptions cannot be completely removed, but they can be considerably
relaxed. The case p = 2 is harder in several ways, but important theorems have
been proved in this case, for example the results of Kisin [2009b] which completed
the proof of Serre’s conjecture.

On the other hand, the case p = 3 presents no real difficulties. The main
place that we assumed that p > 3 was in the proof that the finite groups Gi in
Section 5.3 have order prime to p; this argument could also break down for cases
when p > 3 if we allowed p to ramify in F , which in general we would like to
do. Fortunately, there is a simple solution to this problem, which is to introduce
an auxiliary prime v to the level. This prime is chosen in such a way that all
deformations of ρ|G Fv

are automatically unramified, so none of the global Galois
deformation rings that we work with are changed when we relax the conditions at v.
The existence of an appropriate v follows from the Chebotarev density theorem and
some elementary group theory; see Lemma 4.11 of [Darmon et al. 1997] and the
discussion immediately preceding it.

We now consider the possibility of relaxing the assumption that Im ρ ⊇ SL2(Fp).
We should certainly assume that ρ is absolutely irreducible, because otherwise
many of our constructions don’t even make sense; we always had to assume this
in constructing universal deformation rings, in constructing the universal modular
deformation, and so on. (Similar theorems have been proved in the case that ρ
is reducible, in particular by Skinner and Wiles [1999], but the arguments are
considerably more involved, and at present involve a number of serious additional
hypotheses, in particular ordinarity — although see [Pan 2022] for a theorem without
an ordinarity hypothesis.) Examining the arguments made above, we see that the
main use of the assumption that Im ρ ⊇ SL2(Fp) is in the proof of Proposition 5.10.
Looking more closely at the proof, the key assumption is really that ρ|G F(ζp )

is
absolutely irreducible; this is known as the “Taylor–Wiles assumption”. (Note that
by elementary group theory, this is equivalent to the absolute irreducibility of ρ|G K ,
where K/F is the unique quadratic subextension of F(ζp)/F ; in particular, over Q

the condition is equivalent to the absolute irreducibility of ρ|G
Q(
√
(−1)(p−1)/2 p )

, which
is how the condition is stated in the original papers.)

Unfortunately this condition isn’t quite enough in complete generality, but it
comes very close; the only exception is certain cases when p = 5, F contains
Q(
√

5), and the projective image of ρ is PGL2(F5). See [Kisin 2009c, (3.2.3)] for
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the definitive statement (and see the work of Khare and Thorne [2017] for some
improvements in this exceptional case). If ρ is absolutely irreducible, but ρ|G F(ζp )

is
(absolutely) reducible, it is sometimes possible to prove modularity lifting theorems,
but considerably more work is needed (and there is no general approach in higher
dimension); see [Skinner and Wiles 2001] in the ordinary case, which uses similar
arguments to those of [Skinner and Wiles 1999], and also [Thorne 2016; Pan 2022].

The other conditions that we could hope to relax are the assumptions on ρ|G Fv

and ρ0|G Fv
at places v | p. We’ve hardly discussed where some of these assumptions

come from, as we swept most issues with p-adic Hodge theory under the carpet.
There are essentially two problems here. First, we have assumed that p is unramified
in F , that the Galois representations are crystalline, and that the gaps between the
Hodge–Tate weights are “small”; this is the Fontaine–Laffaille condition. There is
also the assumption that ρ, ρ0 have the same Hodge–Tate weights. Both conditions
can be considerably (although by no means completely) relaxed (of course subject to
the necessary condition that ρ is geometric). As already alluded to above, very gen-
eral results are available in the ordinary case (even in arbitrary dimension), in partic-
ular those of Geraghty [2019]. In the case that Fv =Qp there are again very general
results, using the p-adic local Langlands correspondence for GL2(Qp); see in partic-
ular [Emerton 2011; Kisin 2009a; Pan 2022]. However, beyond this case, the situa-
tion is considerably murkier, and at present there are no generally applicable results.

6.1. Further generalizations. Other than the results discussed in the previous
subsection, there are a number of obvious generalizations that one could hope to
prove. One obvious step, already alluded to above, is to replace 2-dimensional
representations with n-dimensional representations; we could also hope to allow F to
be a more general number field. At present it seems to be necessary to assume that F
is a CM field, as otherwise we do not know how to attach Galois representations
to automorphic representations; but if F is CM, then automorphy lifting theorems
analogous to our main theorem are now known (for arbitrary n), and we refer to
[Calegari 2021] for both the history of such results and the state of the art.

Another natural condition to relax would be the condition that the Hodge–Tate
weights are distinct; for example, one could ask that they all be equal, and hope
to prove Artin’s conjecture, or that some are equal, to prove modularity results for
abelian varieties. The general situation where some Hodge–Tate weight occurs with
multiplicity greater than 2 seems to be completely out of reach (because there is
no known way to relate the automorphic representations expected to correspond to
such Galois representations to the automorphic representations which contribute
to the cohomology of Shimura varieties, which is the only technique we have for
constructing the maps R→ T), but there has been considerable progress for small
dimensional cases, for which we again refer the reader to [Calegari 2021].
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Finally, we would of course like to be able to dispose of the hypothesis that ρ is
modular (that is, to dispose of ρ0). This is the problem of Serre’s conjecture and its
generalizations, and has only been settled in the case that F =Q and n = 2. The
proof in that case (by Khare and Wintenberger [2009a; 2009b] and Kisin [2009b])
makes essential use of modularity lifting theorems. The proof inductively reduces to
the case that p ≤ 5 and ρ has very little ramification, when direct arguments using
discriminant bounds can be made. The more general modularity lifting theorems
mentioned above make it plausible that the inductive steps could be generalized, but
the base case of the induction seems specific to the case of GL2 /Q, and proving the
modularity of ρ in greater generality is one of the biggest open problems in the field.

Acknowledgements

These notes are based in part on a lecture course given by Richard Taylor at Harvard
University in 2009, and I am extremely grateful to him both for the many things I
learned from his course, and for giving me permission to present them here.

These notes were originally written for the 2013 Arizona Winter School, and
I would like to thank the organizers (Bryden Cais, Mirela Çiperiani, Matthew
Papanikolas, Rachel Pries, David Savitt, and Romyar Sharifi) for the invitation to
speak, and the participants for their feedback. I would like to thank Ana Caraiani
for encouraging me to belatedly publish these notes. In revising for publication I
removed some material relating to the Arizona Winter School project, and for the
most part removed the outdated section on more recent developments (the reader
disappointed by this change should read Calegari’s excellent survey [2021]). I have
otherwise maintained the feel of the original notes.

I would also like to thank Kevin Buzzard, Frank Calegari, Ana Caraiani, Kęstutis
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