Target-local Gromov compactness
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We prove a version of Gromov’s compactness theorem for pseudoholomorphic curves which holds locally in the target symplectic manifold. This result applies to sequences of curves with an unbounded number of free boundary components, and in families of degenerating target manifolds which have unbounded geometry (e.g., no uniform energy threshold). Core elements of the proof regard curves as submanifolds (rather than maps) and then adapt methods from the theory of minimal surfaces.

32Q65; 53D99

1 Introduction

In his seminal 1985 paper [5], Gromov introduced the notion of a “pseudoholomorphic curve” and established the fundamental notion of compactness for families of such $J$–curves. Since then, the majority of modern proofs of Gromov’s compactness theorem (and its generalizations) have all followed the same basic recipe, namely to study $J$–curves as a type of special harmonic map. This essentially reduces the compactness problem to applying Deligne–Mumford compactness to the underlying Riemann surfaces and then applying bubbling analysis. However, there are a growing number of examples in which this approach badly breaks down – for instance, $J$–curves in a family of symplectic manifolds which lacks a uniform energy threshold, or sequences of $J$–curves with bounded area but unbounded topology. Such a case was considered in the author’s PhD thesis [4], in which a compactness result was proved for $J$–curves in the connected sum of two contact manifolds for which the connecting handle collapsed to a point. More generally, the author is interested in studying $J$–curves in symplectic cobordisms between noncompact and/or degenerate contact manifolds (e.g., manifolds for which the contact form vanishes along a submanifold). Examples of each of these phenomena arise in the so-called “sideways stretching” operation in Symplectic Field Theory which the author is currently developing. The idea for this new operation is to “stretch the neck” along $\mathbb{R} \times \Sigma$ in $\mathbb{R} \times N$ where $\Sigma \subset N$ is an appropriately adapted convex hypersurface in a contact manifold $N$. At present, it appears that sideways stretching touches on a number of different topics in symplectic topology, including full Symplectic Field Theory, Sutured Contact Homology, as well
as the effect to (cylindrical, linearized, rational, full) Contact Homology that arises from surgery along isotropic submanifolds.

A key difficulty which arises in the above research directions is the lack of a uniform energy threshold. The lack of this quantity is so fundamental that standard bubbling analysis (and a host of results which crucially rely on bubbling analysis) become inapplicable a priori. This in turn necessitates an alternate approach to the compactness problem: namely, to regard $J$–curves as submanifolds, and then by incorporating elements from minimal surface theory to prove a compactness result which holds locally in the target. Indeed, in this article and [3], the author takes precisely this approach; the main arguments for this target-local version of Gromov compactness are provided here, and the author develops supporting analysis for these arguments in [3]. In successive papers, the author will extend the following results to a variety of noncompact cases and refine the notion of Gromov compactness near nodes and critical points.

1.1 Statement of main result

The main result of this article is Theorem 3.1 from Section 3. We state a simplified version (in fact an immediate corollary) as Theorem A below.

**Theorem A** Let $(M, J, g)$ be a compact almost Hermitian manifold with boundary. Let $(J_k, g_k)$ be a sequence of almost Hermitian structures which converge to $(J, g)$ in $C^\infty(M)$, and let $(u_k, S_k, j_k, J_k)$ be a sequence of compact $J_k$–curves (possibly disconnected, but having no constant components) satisfying

1. $u_k: \partial S_k \to \partial M$
2. $\text{Area}_{u_k^*g_k}(S_k) \leq C_A$
3. $\text{Genus}(S_k) \leq C_G$.

Then there exists a subsequence (still denoted with subscripts $k$) of the $u_k$, an $\epsilon > 0$, and an open dense set $\mathcal{I} \subset [0, \epsilon)$ with the following significance. For each $\delta \in \mathcal{I}$, define $\tilde{S}_k^\delta := \{ \zeta \in S_k : \text{dist}_g(u_k(\zeta), \partial M) \geq \delta \}$; then the $J_k$–curves $(u_k, \tilde{S}_k^\delta, j_k, J_k)$ converge in a Gromov sense$^2$.

---

$^1$That is, for $(M, J, g)$ we require that $g$ is a Riemannian metric, and the almost complex structure $J$ is an isometry.

$^2$For a precise formulation of Gromov convergence, see Definition 2.11 below.
Note that we have not assumed that the \( u_k(\partial S_k) \) lie in a Lagrangian submanifold, and we have not assumed that the \( S_k \) have bounded topological type. Indeed, the number of connected components of either the \( \partial S_k \) or the \( S_k \) may not be bounded. It is for this reason that the above result is significantly different from all other versions of Gromov compactness.

To see the relevance of Theorem A, we shall consider its application in a couple of examples. Observe that in the case that \( M \) is closed, the above result only recovers the usual Gromov compactness theorem, however the strength the Theorem A becomes more apparent when considering target manifolds with rather arbitrary smooth boundary. Furthermore, this latter scenario occurs quite naturally when considering closed symplectic manifolds for which the almost complex structure degenerates in a small region. We explore such a case at present.

**Example 1** Consider a closed symplectic manifold \((M, \omega)\), fix \( p \in M \), and let \( \Phi: O(p) \to \mathbb{R}^{2n} \) be Darboux coordinates around \( p \). Locally define the complex structure \( \tilde{J} \) near \( p \) by \( \tilde{J}\partial_{x_i} = \partial_{y_i} \), and let \( \tilde{M} \) be the manifold obtained by performing a \( \tilde{J} \)-complex blowup at \( p \). Recall that \( \tilde{M} \) can be equipped with a family of closed two-forms \( \omega_\epsilon \) which are symplectic for \( \epsilon > 0 \). Furthermore the \( \omega_\epsilon \)-volume of the exceptional divisor \( D \subset \tilde{M} \) tends to zero as \( \epsilon \) does, and the \( \omega_\epsilon \) converge in \( C^\infty_{\text{loc}}(\tilde{M} \setminus D) \) to \( \omega_0 \) which has the property that \((\tilde{M} \setminus D, \omega_0)\) and \((M \setminus \{p\}, \omega)\) are symplectomorphic. In other words, we have performed symplectic blowups of weight \( \epsilon \) at \( p \). Lastly, equip \( \tilde{M} \) with a family \( J_\epsilon \) of \( \omega_\epsilon \)-compatible almost complex structures which also converge in \( C^\infty_{\text{loc}}(\tilde{M} \setminus D) \). We now consider the following question: given a sequence \( \epsilon_k \to 0 \) and a sequence of pseudoholomorphic curves \( u_k: (S^2, i) \to (\tilde{M}, J_{\epsilon_k}) \) with uniformly bounded \( \omega_{\epsilon_k} \)-energy, does there exist a subsequence which converges in a reasonable sense (eg in a Gromov sense)?

There are some obvious tricks if the \( J_\epsilon \) are integrable in a neighborhood of \( D \) or if the \( u_k(S^2) \) have empty intersection with \( D \), however answering the more general question is nontrivial. Indeed, one key point here is that by construction, this family of symplectic forms and almost complex structures lacks a uniform energy threshold. That is, as \( \epsilon \to 0 \), there exist symplectic spheres of arbitrarily small symplectic area. This is a serious problem since (to the best of the author’s knowledge) all proofs of Gromov compactness rely on an energy threshold in a critical way: energy thresholds guarantee that only finitely many bubbles develop in the limit. Indeed, a priori it might be the case that for the above example the gradient blows up at arbitrarily many points in \( S^2 \).

Despite these difficulties, we see that the \( J_\epsilon \) converge in \( C^\infty_{\text{loc}}(\tilde{M} \setminus D) \) by construction, so it seems reasonable that the portion of the \( J_{\epsilon_k} \)-curves which have image in the...
complement of a neighborhood of $\mathcal{D}$ should converge in a reasonable sense. Thus a natural attempt to prove some sort of compactness would be to fix a neighborhood $\mathcal{U}$ of $\mathcal{D}$, and define the curves $u_k: u_k^{-1}(\tilde{M} \setminus \mathcal{U}) \to \tilde{M}$, and attempt to prove Gromov convergence for a subsequence of these domain-restricted curves. The boon here is that $\tilde{M} \setminus \mathcal{U}$ is compact, it has a uniform energy threshold, and the $J_\epsilon$ converge in $C^\infty(\tilde{M} \setminus \mathcal{U})$. However one now faces a new problem, namely that the surfaces $\tilde{S}_k := u_k^{-1}(\tilde{M} \setminus \mathcal{U})$ have no a priori bound on the number of connected components, nor an a priori bound on the number of boundary components. This is seriously problematic for standard proofs of Gromov compactness because a lack of a topology bound on the underlying Riemann surfaces precludes one from applying Deligne–Mumford compactness to the domain curves. This is in turn problematic because it is the Deligne–Mumford compactness (together with a uniformization theorem) which yields convenient reparameterizations of the given pseudoholomorphic curves.

It is at this point that we see the utility of Theorem A above. Indeed, it is not difficult to choose $\mathcal{U}$ so that $\tilde{M} \setminus \mathcal{U}$ and the $u_k^{-1}(\tilde{M} \setminus \mathcal{U}) \subset S_k$ have the structures of compact manifolds with smooth boundary. Furthermore the restricted curves $(u_k, u_k^{-1}(\tilde{M} \setminus \mathcal{U}), j_k, J_{\epsilon_k})$ certainly satisfy the hypotheses of Theorem A. We can then conclude that after passing to a subsequence, we have convergence of our pseudoholomorphic curves “away from $\mathcal{U} \supset \mathcal{D}$.” Let us make this more precise. From the above result, we can deduce the following: for each open set $\mathcal{U}$, there exists an open set $\mathcal{V}$ such that $\mathcal{D} \subset \mathcal{V} \subset \mathcal{U}$, and there exists a subsequence of the above curves such that for $\tilde{S}_k := u_k^{-1}(\tilde{M} \setminus \mathcal{U})$, the domain-restricted curves $(u_k, \tilde{S}_k, j_k, J_{\epsilon_k})$ converge in a Gromov sense. We now make two important observations. First, for these curves to Gromov-converge it must be the case that the $(\tilde{S}_k, j_k)$ converge in a Deligne–Mumford sense, which guarantees that the “trimmed” surfaces $\tilde{S}_k$ have fixed topological type for all sufficiently large $k$. The second important point is that even though we have “trimmed away” some portion of our original curves $(u_k, S_k, j_k, J_{\epsilon_k})$ to obtain convergence, we have only trimmed away portions of the curves which have image in the “small” region $\mathcal{V} \subset \mathcal{U}$. This latter point can be stated more concisely as $u_k(S_k \setminus \tilde{S}_k) \subset \mathcal{V} \subset \mathcal{U}$.

Example 2 The previous example was somewhat simplistic, so we now consider a larger class of similar, but much more general, examples. Fix a symplectic manifold $(M, \omega)$, and consider a compact embedded submanifold $N \subset M$ with $\dim N < \dim M$. Consider a sequence of almost complex structures $J_k$ which converge in $C^\infty_{\text{loc}}(M \setminus N)$ and which degenerate along $N$. Again, we ask if energy bounds and genus bounds for closed curves are sufficient to obtain a convergent subsequence, and again Theorem A guarantees convergence away from $N$ for some subsequence. Also note that this example is significantly less artificial than the previous one since
it contains both the contact-type neck-stretching construction from Symplectic Field Theory, as well as the degenerating symplectic-connected sums setup arising in the symplectic sum formula for Gromov–Witten invariants. Furthermore the condition that $N$ be a compact embedded submanifold is easily relaxed to the condition that $N$ be a compact set of zero measure, so one expects Theorem A to play a role in a wide variety of degeneration problems in symplectic geometry.

The above examples hopefully illuminate the flexibility and generality of Theorem A, so we now take a moment to point out certain things that it does not guarantee. Firstly note that Theorem A makes no claims about curves with Lagrangian boundary condition, however in light of estimates proved by the author in [3], it appears that such a generalization is quite probable. Secondly, Theorem A does not guarantee convergence up to the boundary of $M$. Indeed, since the $(u_k, \tilde{S}_k^\delta, j_k, J_k)$ converge for each $\delta \in I$ where $I \subset [0, \infty)$ is an open dense set in a neighborhood of 0, one is tempted to consider a sequence $\{\delta_k\}_{k \in \mathbb{N}} \subset I$ such that $\delta_k \to 0$ and then conclude from Theorem A that the subsequence $(u_k, \tilde{S}_k^{\delta_k}, j_k, J_k)$ converges in a Gromov sense, however in general this is false. Indeed, the key point is that after passing to the subsequence guaranteed by Theorem A, we find that for each fixed $\delta \in I$ the topological type of the $\tilde{S}_k^\delta$ is bounded as $k$ varies over $\mathbb{N}$, but the topological type of $\tilde{S}_k^\delta$ is not necessarily bounded as $k$ varies over $\mathbb{N}$ and $\delta$ varies over $I$.

In discussing the limitations of Theorem A, we return to our previous examples from symplectic geometry, and make the important observation that Theorem A does not guarantee any sort of convergence along the region in which $J$ degenerates. In other words, in the symplectic blow-up example we do not obtain convergence in collapsingly small neighborhoods of the symplectic divisor $D$; in the neck stretching example we do not obtain convergence to multilevel buildings which fall into the contact-type hypersurface; in the degenerating symplectic-connected sums example we do not capture curves falling into the collapsing handle. The reason that the above theorem makes no claims about compactness in these regions is that the behavior of curves in these regions is critically dependent on the manner in which $J$–degenerates – something not specified in the hypotheses of Theorem A. However, for all of those examples, and a wide variety of others, there exist diffeomorphisms of neighborhoods of the set $N$ along which $J$ degenerates to some long/wide/vast region $N$ (eg $N := \mathbb{R} \times N$ in the neck-stretching case) on which $J$ is standard. If the original curves were closed and of bounded topological type, then one can apply Theorem A on compact domains (eg $[a, b] \times N$ in the contact case) contained in the “long” region $N$ provided one has a uniform area bound in this compact domain. Indeed, such bounds occur quite often, and in such cases one can then use the above result to build-up a variety of compactness
results in noncompact or degenerating target manifolds. As mentioned above, such an example was considered in [4], and a second example (namely sideways stretching) is currently being developed.

1.2 Proof outline

We begin by recalling a result on which our proof relies. Indeed, if \( u_k = (u_k, S, j_k, J_k) \) is a sequence of compact pseudoholomorphic curves with bounded area, fixed domain manifold \( S \), varying conformal structures \( j_k \), and has annular neighborhoods \( A_i \) of each component of \( \partial S \) which have conformal modulus uniformly bounded away from zero, then there exists a subsequence which Gromov-converges after removing a neighborhood of small conformal modulus near the boundary \( \partial S \). Indeed, such a result was proved by Ivashkovich and Shevchishin in [7] (stated there as Theorem 1), however the language in that article does not explicitly mention this conformal trimming since convergence there is understood on compact sets of the interior of \( S \). We mention this difference because this trimming is a subtle but critically important consideration for the results that follow. The primary goal of this paper then becomes the following: for pseudoholomorphic curves as in the hypotheses of Theorem A, and each \( \delta > 0 \), pass to a subsequence and find \( \tilde{S}_k \subset S_k \) with the property that each of the \( \tilde{S}_k \) are diffeomorphic to some \( S \), and

\[
\left. u_k \right|_{S_k \setminus \tilde{S}_k} \subset \{ q \in M : \text{dist}_g(q, \partial M) < \delta \},
\]

and that each boundary component of \( \tilde{S}_k \) has annular neighborhood \( A_{i,k} \) which has conformal modulus bounded away from zero, and

\[
\left. u_k \right|_{A_{i,k}} \subset \{ q \in M : \text{dist}_g(q, \partial M) < \delta \}.
\]

This essentially reduces the problem to the result proved in [7], and after the conformal trimming near the boundaries is taken, one is left with a subsequence of curves with no area loss in the deep interior \( \{ q \in M : \text{dist}_g(q, \partial M) \geq \delta \} \) and which converges in a Gromov sense. Theorem A can then be deduced by repeating the argument for a sequence \( \delta_k \to 0 \), and then passing to a diagonal subsequence.

Thus the primary difficulty addressed in this article is to find the desired trimmings. To that end, we build the result up in three steps. We begin by observing that pseudoholomorphic curves satisfy a mean curvature equation of the form \( H_v = \text{tr}_S Q \) where \( H_v \) is the mean curvature vector along the image of a \( J \)-curve \( u : S \to M \), \( Q \) is a \((1,2)\)-tensor defined on \( M \) which depends on \( J \) and \( g \), and by \( \text{tr}_S Q \) we mean the trace of \( Q \) along planes tangent to the image of \( u \). We then incorporate elements of minimal surface theory as follows. The first step is to show that if a sequence of
immersed $J$–curves has uniformly bounded area and uniformly $L^\infty$–bounded second fundamental forms $B_{u_k}$, then one can extract a convergent subsequence. Of importance here is that boundedness of the topological type of the underlying Riemann surfaces is not assumed, but rather constructed during the proof for the subsequence. It is this result which allows one to obtain compactness without a priori knowledge of the domain topology.

In light of this result, we see that given a sequence of $J$–curves which satisfy the hypotheses of Theorem A, the goal becomes to pass to some subsequence, and to find some region of the form

\[
M^{\delta_0, \delta_1} := \{ q \in M : 0 < \delta_0 \leq \text{dist}(q, \partial M) \leq \delta_1 < \delta \}
\]

so that the portion of the $J$–curves (in the subsequence) with image in $M^{\delta_0, \delta_1}$ are immersed and have $L^\infty$–bounded curvature. Since $J$–curves can of course develop unbounded curvature, (consider the formation of the standard node, or the formation of a critical point from immersed curves) and may not be immersed, we temporarily impose two additional hypotheses on the curves in question, namely that the number of critical points is uniformly bounded and the total curvature $\int \| B \|^2$ is uniformly bounded.

In [3], the author showed that the square-length of the second fundamental form of a $J$–curve satisfies an $\varepsilon$–regularity result similar to the result shown by Choi and Schoen in [2] for minimal surfaces. This guarantees that after passing to a subsequence, the curvature of the $J$–curves can only point-wise blow-up at finitely many points in the interior of $M$. Consequently after passing to a subsequence, one finds a region of the form (1) on which the $J$–curves are immersed with $L^\infty$–bounded curvature.

In light of this result, the goal then becomes to verify that neither the total curvature $\int \| B \|^2$ nor the number critical points can increase without bound on the deep interior of $M$. The first step here is to employ a desingularization result which reduces the problem of arbitrarily many critical points to the problem of unbounded total curvature of immersed curves. To exclude the possibility of unbounded total curvature we first argue that if $\xi \in S$ and $\text{inj}_u^*(\xi)$ is very small and $u(\xi)$ is in the deep interior of $M$ and Genus$(S)$ is zero then there exists a short closed loop which has the property that its removal disconnects $S$ into two components, and each components has a threshold amount of area. Iterating this argument shows that the curves in question cannot develop too many nodes in the deep interior of $M$ – even in the case of nonzero genus. We conclude that after passing to a subsequence, the injectivity radius can only be arbitrarily small in a neighborhood of a finite number of points in $M$, so by restricting our attention to complementary regions, we may assume the injectivity radius is uniformly bounded away from zero. Then by employing a covering argument, it is sufficient to show that on an intrinsic disk $D_r(\xi_0) := \{ \xi \in S : \text{dist}_{u^*g}(\xi_0, \xi) < r \}$
a $J$–curve with a uniformly bounded area cannot have arbitrarily large total curvature. This is proved by recalling that $J$–curves have Gaussian curvature which is uniformly bounded from above, and by recalling a differential equation relating the area and curvature of such intrinsic disks. In particular we show that if the total curvature on $D_{r/2}(\zeta_0)$ is arbitrarily large, then so too is the area of the disk $D_r(\zeta_0)$. Since the $J$–curves in question have a priori bounded area, this is sufficient to conclude that the total curvature of the $J$–curves with image in the interior of $M$ is not arbitrarily large, and the proof of Theorem A is then immediate.

It should be noted that the techniques used to prove Theorem A are sufficiently strong to develop a more refined version of Gromov convergence which neither relies on bubbling-analysis of harmonic maps nor relies on Deligne–Mumford compactness. This approach will be addressed in future work, and for now we suffice to prove Theorem A as stated and outlined above.
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2 Preliminaries

We begin by providing some pertinent definitions. For instance, let $M$ be a compact real $2n$–dimensional manifold (possibly with boundary) equipped with a smooth section $J \in \Gamma(\text{End}(TM))$ for which $J^2 = -\mathbb{1}$; we call $(M, J)$ an almost complex manifold, and $J$ the almost complex structure. Note that $J$ need not be integrable; that is, it need not be induced from local complex coordinates. Indeed, this will only be true if the Nijenhuis tensor $N_J$ associated to $J$ vanishes identically, and do not make such an assumption.

If $(M, J)$ is equipped with a smooth Riemannian metric $g$ for which $J$ is an isometry (ie $g(x, y) = g(Jx, Jy)$ for all $x, y \in TM$), then we call $(M, J, g)$ an almost Hermitian manifold. Observe that any almost complex manifold can be given an almost
Hermitian structure \((J, g)\) by choosing an arbitrary Riemannian metric \(\tilde{g}\), and defining \(g(x, y) := \frac{1}{2}(\tilde{g}(x, y) + \tilde{g}(Jx, Jy))\).

To an almost Hermitian manifold \((M, J, g)\) one can associate a fundamental two form (cf Kobayashi and Nomizu [8]) \(\omega \in \Gamma(\Lambda^2 TM)\) given by \(\omega(x, y) := g(Jx, Jy)\). We call \(\omega\) the \textit{almost symplectic form} associated to \((J, g)\), where the “almost” refers to the fact that in general \(d\omega \neq 0\). Indeed, \(\omega\) is nondegenerate by definition, so if \(\omega\) is closed then it is a symplectic form, and in such case \(J\) is an \(\omega\)–compatible almost complex structure. Again, we do not make this additional assumption.

We also consider pseudoholomorphic curves, or more concisely \(J\)–curves, which for our purposes will be four-tuples \(u = (u, S, j, J)\), with entries defined as follows. Given a target manifold \(M\), \(J\) will be a smooth almost complex structure on \(M\), \(S\) will be a smooth manifold of real dimension two, \(j\) will be a smooth almost complex structure on \(S\), and \(u: S \to M\) will be a smooth map for which \(J \cdot Tu = Tu \cdot j\). Unless otherwise specified, we will allow for \(S\) to be noncompact, to have smooth boundary, and to have unbounded topology (ie countably infinite connected components, boundary, and genus). We will say that a \(J\)–curve \(u\) is \textit{compact} provided \(S\) has the structure of a compact manifold with smooth boundary, and we will say \(u\) is \textit{closed} provided \(S\) has the structure of a compact manifold without boundary.

Since \(S\) can be quite complicated, we will need to make the notion of “genus” precise. We do this in \textbf{Definition 2.2} below, but first we introduce the notion of a compact region.

\textbf{Definition 2.1} (Compact region) Let \(M\) be a manifold. Suppose \(\mathcal{U} \subset M\) is an open set for which its closure \(\text{cl}(\mathcal{U})\) inherits from \(M\) the structure of a smooth compact manifold possibly with boundary. Then we call \(\text{cl}(\mathcal{U})\) a \textit{compact region} in \(M\).

\textbf{Definition 2.2} (Genus) Let \(S\) be a connected compact two-dimensional manifold with boundary. We define Genus\((S)\) to be the genus of the surface obtained by capping off the boundary components of \(S\) by disks. If \(S\) is disconnected but compact, then we define Genus\((S) := \sum_{k=1}^{n} \text{Genus}(S_k)\) where the \(S_k\) are the connected components of \(S\). If \(S\) is non compact (but with at most countably infinite connected components), we define Genus\((S) := \lim_{k \to \infty} \text{Genus}(S_k)\), where \(S_1 \subset S_2 \subset S_3 \subset \cdots\) is an exhausting sequence of compact regions in \(S\).

This raises an important point, namely that we will often abuse notation by referring to the genus of \(u\) or \(u\), when we actually mean the genus of \(S\). We will similarly abuse language by saying that \(u\) is connected or compact by which we mean \(S\) has these properties.
We now turn our attention to some less standard definitions, which have some flavor of geometric measure theory, and are necessary for later proofs.

Definition 2.3 (K–Proper sequence and K–convergence) Consider a sequence of maps $u_k: S_k \to M$ to and from manifolds which possibly have boundary and may be noncompact. Let $K \subset \text{Int}(M)$ be a compact set in the interior of $M$. We call this a robustly K–proper sequence provided there exists another compact set $\tilde{K} \subset \text{Int}(M)$ for which $K \subset \text{Int}(\tilde{K})$ and if $u_k^{-1}(\tilde{K}) \setminus \partial S_k$ is compact for every compact set $\tilde{K} \subset K$. Similarly a single map $u: S \to M$ is robustly K–proper provided the constant sequence $u, u, u, \ldots$ is robustly K–proper.

Furthermore, we say the above sequence of maps robustly K–converge in $C^\infty$ provided there exists an auxiliary manifold $\tilde{S}$ and diffeomorphisms $\psi_k: \tilde{S} \to \psi_k(\tilde{S}) \subset S_k$ with the property that $u_k(S_k \setminus \psi_k(\tilde{S})) \subset M \setminus \tilde{K}$, and the “trimmed” reparameterizations $u_k \circ \psi_k: \tilde{S} \to M$ converge in $C^\infty$.

Definition 2.4 (Uniformly robust K–covers) Let $M$ be a manifold, and $K \subset \text{Int}(M)$ a compact set. Suppose $u: S \to M$ is a smooth robustly K–proper map. Then we say $(u, S)$ is K–covered by maps $\phi_i: D_r \to S$ for $i = 1, \ldots, n$ provided that

$$u(S \setminus \bigcup_{i=1}^n \phi_i(D_r)) \subset M \setminus K,$$

where $D_r := \{X \in \mathbb{R}^{\dim S}: \|X\| < r\}$.

We say a sequence of robustly K–proper maps $u_k: S_k \to M$ is uniformly K–covered provided $\dim S_k$ is independent of $k$ and each $(u_k, S_k)$ is K–covered by $\phi_{i,k}$ with $i = 1, \ldots, n$; in other words, the number of maps needed to K–cover each $u_k$ is independent of $k$. Furthermore, we say a uniformly K–covered sequence is a uniformly robust K–covered sequence provided there exists $\epsilon > 0$ and a compact set $\tilde{K} \subset M$ with the properties that $K$ is contained in the interior of $\tilde{K}$, and

$$u_k(S_k \setminus \bigcup_{i=1}^n \phi_{i,k}(D_{r'})) \subset M \setminus \tilde{K}$$

for all $r' \in (r - \epsilon, r)$. We call the $(\phi_{i,k}, D_r)$ uniformly robust K–covers of the sequence $(u_k, S_k)$.

Remark 2.5 Note that a uniformly robust K–covered sequence $(u_k, S_k)$ with K–covers $\phi_{i,k}: D_r \to S_k$, has two convenient properties: first the $(u_k, S_k)$ are a robustly K–proper sequence, and second for all sufficiently large $r' < r$ (independent of $k$), the restricted maps $\phi_{i,k}: D_{r'} \to S_k$ again form uniformly robust K–covers for the sequence $(u_k, S_k)$.
The proof of Proposition 2.7 is provided in Section 4.1. We now return to establishing \( G \)–structure \( M \) if henceforth denote as \( Z \)–generally immersed (noncompact) is a smooth manifolds (which may have boundary and corners, be disconnected, or be smooth). Recall that for a map \( u \) of \( A \) of \( O \), use the notation \( A \) open set containing \( p \) for each \( x \) in \( \mathbb{R}^m \) \( \rightarrow \mathbb{R}^n \), we say that \( F(x) = O_\ell(|x|^k) \) provided \( |D^\alpha F(x)| = O(|x|^{k-|\alpha|}) \) for all multi-indices \( \alpha \) with \( |\alpha| = 0, \ldots, \ell \).

It is instructive to point out that smooth \( K \)–convergence in general does not imply smooth \( K \)–convergence. This is due to the fact that \( K \)–convergence does not guarantee any sort of topological convergence of the underlying \( S_k \). Consider for instance, a sequence of double covers of \( \mathbb{S}^1 \), for which the domains alternate between being connected and disconnected. Nevertheless, given \( K \)–convergence, one expects that after passing to a subsequence \( K \)–convergence can be obtained. Indeed, this is the content of Proposition 2.7 below.

**Proposition 2.7** Let \( M \) be a manifold, and \( K \subset \text{Int}(M) \). Let \( u_k : S_k \rightarrow M \) be a uniformly robust \( K \)–covered sequence which smoothly \( K \)–loc converge to an immersed limit. Then a subsequence robustly \( K \) converges in \( C^\infty \).

The proof of Proposition 2.7 is provided in Section 4.1. We now return to establishing some notation, and discussing some elementary properties of \( J \)–curves which will be exploited in later sections.

If \( M \) is a manifold and \( A \subset M \), then we will use the notation \( \mathcal{O}(A) \) to denote some open set containing \( A \). Furthermore, if \( M \) is equipped with a metric \( g \), then we will use the notation \( \mathcal{O}_\delta^g(A) := \{ p \in M : \text{dist}_g(p, A) < \delta \} \) to denote a \( \delta \)–neighborhood of \( A \). In the case that \( A = p \in M \) is just a point, and \( \delta > 0 \) is sufficiently small so that a \( \delta \) neighborhood of \( p \) is a ball, then we will use the notation \( B^g_\delta(p) = \mathcal{O}_\delta^g(p) \). Also, recall that for a map \( F : \mathcal{O}(0) \subset \mathbb{R}^m \rightarrow \mathbb{R}^n \), we say that \( F(x) = O_\ell(|x|^k) \) provided 

\[
|D^\alpha F(x)| = O(|x|^{k-|\alpha|}) \quad \text{for all multi-indices } \alpha \text{ with } |\alpha| = 0, \ldots, \ell.
\]

**Definition 2.8** (Generally immersed) We shall say a smooth map \( u : S \rightarrow M \) between smooth manifolds (which may have boundary and corners, be disconnected, or be noncompact) is a generally immersed provided that for each point \( z \in S \) for which \( T_zu \neq 0 \) we have \( \text{Rank}(T_zu) = \text{dim} \ S \), and the set of critical points, which we henceforth denote as \( Z_u := \{ z \in S : T_zu = 0 \} \), has no accumulation points. Furthermore if \( M \) is equipped with a Riemannian metric \( g \), then we require that the conformal structure \( [u^*g] \) on \( S \setminus Z_u \) admits a smooth extension across \( Z_u \).

**Lemma 2.9** (Local model) Let \((M, J, g)\) be an almost Hermitian manifold, with \( K \subset \text{Int}(M) \) a compact set. Suppose \((u, S, j, J)\) is a robustly \( K \)–proper generally
immersed $J$–curve in $M$, and fix $z \in u^{-1}(K)$. Then there exists a local holomorphic coordinate chart $\phi_z: O(z) \to O(0) \subset \mathbb{C} \simeq \mathbb{R}^2$, geodesic polar coordinates $\Phi_z: O(u(z)) \to O(0) \subset \mathbb{C}^n \simeq \mathbb{R}^{2n}$, and unique $k_z \in \mathbb{N}$ such that $\phi_z(z) = 0$, $\Phi_z(u(z_0)) = 0$, and such that

$$\Phi_z \circ u \circ \phi_z^{-1}(\rho) = (\rho^{k_z}, 0, \ldots, 0) + F_z(\rho),$$

where $F_z(\rho) = O_{k_z+1}(|\rho|^{k_z+1})$.

**Proof** First, we will drop the $z$–dependence from our notation, and simply write $k$, $\phi$, $\Phi$, and $F$. Next, let $\tilde{\phi}: O(z) \to O(0) \subset \mathbb{C} \simeq \mathbb{R}^2$ be a holomorphic coordinate chart for which $\tilde{\phi}(z) = 0$, and let $\tilde{\Phi}: O(u(z)) \to O(0) \subset \mathbb{R}^{2n}$ be polar geodesic coordinates for which $\tilde{\Phi}(u(z)) = 0$ and $(\tilde{\Phi}_* J)(p) =: \tilde{J}(p) = J_0 + O(|p|)$; here $J_0$ is the standard almost complex structure defined by $J_0 \partial_{x_\alpha} = \partial_{y_\alpha}$ for $\alpha = 1, \ldots, n$. Next, recall a consequence of Aronszajn’s theorem, which guarantees that if $O \subset \mathbb{R}^2$ is open and connected, and $\tilde{u}: O \to \mathbb{R}^m$ is a smooth map which satisfies

$$|\Delta \tilde{u}| \leq C(|\tilde{u}| + |\partial_s \tilde{u}| + |\partial_t \tilde{u}|)$$

on $O$, and $(D^\alpha \tilde{u})(0) = 0$ for all multi-indices $\alpha$, then $\tilde{u} \equiv 0$ on $O$; here we are using subscripts to denote partial differentiation. Since $du + J(u) \cdot du \cdot j = 0$, it follows that for $\tilde{u} := \tilde{\phi} \circ u \circ \phi^{-1}$ we have $\tilde{u}_s + \tilde{J}(\tilde{u}) \tilde{u}_t = 0$, and hence

$$|\Delta \tilde{u}| = |(\tilde{\partial}_s \tilde{u} - \tilde{J}(\tilde{u}) \tilde{u}_t)| = |(\tilde{\partial}_s \tilde{u})_{s \tilde{u}_t} + (\tilde{J}(\tilde{u}))_{t \tilde{u}_s}| \leq C(|\tilde{u}_s| + |\tilde{u}_t|),$$

where we have made use of the fact that the $C^1$ norms of $J$ and $u$ are uniformly bounded. By assumption $u$ is generally immersed, and hence $\tilde{u}$ is not a constant map, so it follows that $\tilde{u}(s, t) = P(s, t) + F(s, t)$, where $F(s, t) = O(|s + it|^{k+1})$ and $P$ is a homogeneous polynomial of degree $k \in \mathbb{N}$.

Next define linear maps

$$\ell_\alpha: \mathbb{R}^2 \to \mathbb{R}^2 \quad \ell_\alpha x = \alpha x$$

$$L_\alpha: \mathbb{R}^{2n} \to \mathbb{R}^{2n} \quad L_\alpha(x) = \alpha x.$$

Observe that $(L^*_\epsilon \tilde{J})(p) = \tilde{J}(\epsilon p) = J_0 + \epsilon O(|\rho|)$, and thus as $\epsilon \to 0$ we have $(L^*_\epsilon \tilde{J}) \to J_0$ in $C^\infty$. Let us also define the maps $v_\epsilon := L_{\epsilon^{-k}} \circ \tilde{u} \circ \ell_\epsilon$ so that

$$v_\epsilon(s, t) = P(s, t) + \epsilon^{-k} F(\epsilon s, \epsilon t) = P(s, t) + \epsilon O(|s + it|^{k+1}),$$
and thus $v_{\epsilon} \to P$ in $C^\infty$. Also observe that
\[ \partial_s v_\epsilon + (L_{\epsilon k}^* \tilde{J})(v_\epsilon) \partial_t v_\epsilon = \epsilon^{1-k} \tilde{u}_s \circ \ell_\epsilon + \epsilon^{1-k} \tilde{J}(\tilde{u}_s \circ \ell_\epsilon) \tilde{u}_t \circ \ell_\epsilon = 0. \]

From this together with the fact that $v_\epsilon \to P$ and $(L_{\epsilon k}^* \tilde{J}) \to J_0$, it follows that $P_\epsilon + J_0 P_t = 0$, and hence $P$ has the form
\[ P(s, t) = cH \cdot (\text{Re}((s + it)^k), \text{Im}((s + it)^k), 0, \ldots, 0), \]
where $c \in \mathbb{R}^+$, and $H \in \mathbb{R}^{2n \times 2n}$ is a real matrix for which $H^T H = 1$ and $J_0 H = H J_0$. Consequently for $\Phi := H^{-1} \cdot \tilde{\Phi}$ and $\phi := c^{1/k} \tilde{\phi}$ the lemma is proved.

In light of Lemma 2.9, it will be convenient to make the following definition.

**Definition 2.10** Let $u$ be a generally immersed $J$–curve. Then for any interior point $z_0$, we define the order of $z_0$ to be
\[ \text{ord}(z_0) = k - 1, \]
where $k$ is the integer guaranteed by Lemma 2.9.

Since much of the analysis that follows will regard $J$–curves as submanifolds, we take a moment to establish some convenient notation for certain pullback bundles associated to a given immersion $u: S \to M$ with image in a Riemannian manifold $(M, g)$:
\[ u^* TM := \{(\zeta, X) \in S \times T_p M : u(\zeta) = p\}, \]
\[ \mathcal{T} := \{(\zeta, X) \in u^* TM : X \in Tu(T_\zeta S)\}, \]
\[ \mathcal{N} := \{(\zeta, X) \in u^* TM : \langle X, Y \rangle_g = 0 \ \forall \ (\zeta, Y) \in \mathcal{T}\}. \]

We also define the second fundamental form $B_u$ along the image of $u$ by
\[ B_u \in \Gamma(\text{Hom}(\mathcal{T} \times \mathcal{T}, \mathcal{N})) \text{ given by } B_u(X, Y) = (\nabla_X Y)\perp, \]
where $X, Y$ are sections of $\mathcal{T} \subset u^* TM$, and $\nabla$ is the Levi-Civita connection on $u^* TM$ induced from $TM$, and $X \mapsto X\perp$ is the $g$–orthogonal projection from $u^* TM$ to $\mathcal{N}$. Recall that the mean curvature vector $H_\nu \in \Gamma(\mathcal{N})$ of an immersion $u: S \to M$ is given by
\[ H_\nu := \sum_{i=1}^{\dim S} B_u(e_i, e_i) \]
where $\{e_1, \ldots, e_{\dim S}\}$ is any orthonormal frame in $\mathcal{T}$. Recall that if the almost symplectic form $\omega = g \circ (J \times 1)$ is actually symplectic (ie $d\omega = 0$), then $J$–curves
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are minimal surfaces – or more precisely generalized minimal immersions. However, when $\omega$ is not closed, then immersed $J$–curves satisfy the mean curvature equation

\begin{equation}
H_v = \text{tr}_S Q
\end{equation}

where $Q := J^* J$, and $\text{tr}_S Q$ is the trace $\text{tr}_S Q := Q(e, e) + Q(f, f)$ where $e, f \in T$ form an orthonormal frame. Consequently, we can recall the Gauss equations for two-dimensional immersions $u: S \to M$ are

\begin{equation}
K_{\text{sec}}(T_u(\xi)) = K_g(\xi) - \langle B_u(e, e), B_u(f, f) \rangle_g + \| B_u(e, f) \|^2_g,
\end{equation}

which reduce to the following when $(u, S, j, J)$ is an immersed $J$–curve:

\begin{equation}
K_{\text{sec}}(T_u(\xi)) + \frac{1}{2} \| \text{tr}_S Q \|^2_g = K_{u^* g}(\xi) + \frac{1}{2} \| B_u \|^2_g.
\end{equation}

Next we wish to define Gromov convergence of $J$–curves, however to do this we need some preliminary definitions; here we will essentially follow Sections 4 and 7 in Bourgeois et al [1]. To that end, we define a marked $J$–curve to be a pair $(\mathbf{u}, \mu)$ where $\mathbf{u} = (u, S, j, J)$ is a $J$–curve and $\mu \subset S \setminus \partial S$ is a finite set of points called marked points.

A nodal $J$–curve is a triple $(\mathbf{u}, \mu, D)$ where $(\mathbf{u}, \mu)$ is a marked $J$–curve, and $D$ is an unordered finite set of pairs of distinct points $D = \{d_1, d_1, \ldots, d_\delta, d_\delta \} \subset S \setminus \partial S$ with the property that $u(d_i) = u(d_i)$ for $i = 1, \ldots, \delta$ and $\mu \cap D = \emptyset$. As in Section 4.4 of [1], we define $S^D$ to be the oriented blow-up of $S$ at the points $D$, and we let $\widetilde{\Gamma}_i := (T_{\mathbf{d}_i}(S)) \setminus \{0\})/\mathbb{R}^*_+ \subset S^D$ and $\Sigma_i := (T_{\mathbf{d}_i}(S)) \setminus \{0\})/\mathbb{R}^*_+ \subset S^D$ denote the newly created boundary circles over the $d_i$. Furthermore, we say a nodal $J$–curve is stable provided that for each connected component $\widetilde{S}$ of $S$ we have $3 \leq 2 \text{Genus}(\widetilde{S}) + \#(\widetilde{\mu} \cup \widetilde{D})$ where $\widetilde{\mu} = \widetilde{S} \setminus \mu$ and $\widetilde{D} := \widetilde{S} \cap D$. Note that in the case that $\widetilde{S}$ is compact, then this condition is equivalent to $\chi(\widetilde{S}) - \#(\widetilde{\mu} \cup \widetilde{D}) < 0$, so that there exists a unique complete finite area hyperbolic metric of constant curvature $-1$ on $S' := S \setminus (\mu \cup D)$ which is in the same conformal class as $j$ and for which each connected component of $\partial S$ is a geodesic; we denote this metric by $h^{\widetilde{j}, \mu \cup D}$.

A decorated nodal $J$–curve $(\mathbf{u}, \mu, D, r)$ is a quadruple for which $(\mathbf{u}, \mu, D)$ is a nodal $J$–curve and $r$ is a set of orientation reversing orthogonal maps $r_i: \Gamma_i \to \Gamma_i$, which we call decorations. We also define $S^{D, r}$ to be the smooth surface obtained by gluing the components of $S^D$ along the boundary circles $\{\Gamma_1, \Gamma_1, \ldots, \Gamma_\delta, \Gamma_\delta \}$ via the decorations $r_i$. We will let $\Gamma_i$ denote the special circles $\Gamma_i = \Gamma_i \subset S^{D, r}$. Observe that the smooth map $u: S \to M$ then lifts to a continuous map $u: S^{D, r} \to M$.

**Definition 2.11** (Gromov convergence) A sequence $(u_k, S_k, j_k, J_k)$ of compact $J_k$–curves (ie potentially with boundary) is said to converge in a Gromov sense to a
We say that the \( J \)-curve with boundary \((u, D)\) with \(u = (u, S, j, J)\), provided the following are true for all sufficiently large \( k \in \mathbb{N} \).

1. \( J_k \rightarrow J \) in \( C^\infty \).
2. There exist sets of marked points \( \mu_k \subset S_k \setminus \partial S_k \) and \( \mu \subset S \setminus (\partial S \cup D) \) with the property that \( \# \mu = \# \mu_k \) for all \( k \), and the marked \( J \)-curves \((u_k, \mu_k)\) and the nodal curve \((u, \mu, D)\) are all stable. We further require that if \( \tilde{S} \) is a connected component of \( S \) and \( u: \tilde{S} \to M \) is a constant map, then \( 3 \leq 2 \text{Genus}(\tilde{S}) + \#(D \cap \tilde{S}) \).
3. There exists a decoration \( r \) for \((u, D)\) and sequences of diffeomorphisms \( \phi_k: S^D, r \to S_k \) such that \( \phi_k(\mu) = \mu_k \) and for each \( i = 1, \ldots, \delta \) the curve \( \phi_k(\Gamma_i) \) is a \( h_j \mu_k \)-geodesic in \( S' \).
4. \( \phi_k^* h_j \mu_k \rightarrow h_j \mu \cup D \) in \( C^{\infty}(S^{D, r \setminus (\mu \cup \bigcup_i \Gamma_i)} \); here we have abused notation by letting \( h_j \mu \cup D \) also denote its lift to \( S^{D, r} \).
5. \( \phi_k^* u_k \to u \) in \( C^0(S^D, r) \).
6. \( \phi_k^* u_k \to u \) in \( C^{\infty}_\text{loc}(S^{D, r \setminus \bigcup_i \Gamma_i}) \).

With this definition in hand, we finish this section by defining the notion of robust \( K \)-convergence in a Gromov sense.

**Definition 2.12** (Robust \( K \)-convergence in Gromov sense) Consider an almost Hermitian manifold given by \((M, J, g)\) and a sequence of almost Hermitian structures \((J_k, g_k)\) for which \((J_k, g_k) \to (J, g)\) in \( C^\infty \), and a compact set \( K \subset \text{Int}(M) \), and a robustly \( K \)-proper sequence of generally immersed \( J_k \)-curves \( u_k = (u_k, S_k, j_k, J_k) \).

We say that the \( u_k \) robustly \( K \)-converge in a Gromov sense provided there exists a compact set \( \tilde{K} \subset \text{Int}(M) \) for which \( K \subset \text{Int}(\tilde{K}) \), and there exist compact regions \( \tilde{S}_k \subset S_k \) with the property that \( u_k(S_k \setminus \tilde{S}_k) \subset M \setminus \tilde{K} \), and the domain restricted \( J_k \)-curves \((u_k, \tilde{S}_k, j_k, J_k)\) converge in a Gromov sense. We additionally require that the sequence of marked points added to the \((\tilde{S}, j_k)\) to obtain Gromov convergence are chosen so that lengths of each connected component of \( \partial \tilde{S}_k \) (computed with respect to the associated Poincaré metric) are uniformly bounded away from zero and infinity. Moreover we require that each component of the limit curve with nonempty boundary is nonconstant, and \( u_\infty \) restricted to some neighborhood of the boundary is an immersion.

### 3 Target-local compactness

The goal of this section is to prove Theorem 3.1 below, which is the main result of this article. Also of importance in this section is the proof of Corollary 3.10 below, which is a restatement of Theorem A from the introduction.
Theorem 3.1  Let \((M, J, g)\) be an almost Hermitian manifold, and let \((J_k, g_k)\) be a sequence of almost Hermitian structures which converge in \(C^\infty\) to \((J, g)\). Also let \(K \subset \text{Int}(M)\) be a compact region, and let \(u_k\) be a sequence of generally immersed \(J_k\)–curves which are robustly \(K\)–proper and satisfy

\begin{align*}
(1) \quad \text{Area}_{u_k^* g_k}(S_k) &\leq C_A < \infty \\
(2) \quad \text{Genus}(S_k) &\leq C_G < \infty.
\end{align*}

Then a subsequence robustly \(K\)–converges in a Gromov sense.

The proof of Theorem 3.1 consists of three main steps. The first step is to prove Theorem 3.1 with the additional assumptions that the curves are immersed and \(\|B_{u_k}\|_{L^\infty}\) is uniformly bounded, but without the assumption of bounded topology; this is the content of Section 3.1. The second step is to use this result to prove Theorem 3.1 with the additional assumptions that \(\|B_{u_k}\|_{L^2}\) is uniformly bounded and that the number of critical points of the \(u_k\) are uniformly bounded; this is the content of Section 3.2. Finally, the third step is to use this result to prove Theorem 3.1 with no additional assumptions.

3.1 Compactness with \(\|B\|_{L^\infty}\) bounds

In this section we prove the following result.

Proposition 3.2  Let \((M, J, g)\) be a compact almost Hermitian manifold with boundary, and let \((J_k, g_k)\) be a sequence of almost Hermitian structures which converge in \(C^\infty\) to \((J, g)\). Also let \(K \subset \text{Int}(M)\) be a compact region, and let \(u_k\) be a sequence of immersed compact \(J_k\)–curves which are robustly \(K\)–proper. Suppose further that

\begin{align*}
(1) \quad \text{Area}_{u_k^* g_k}(S_k) &\leq C_A < \infty \\
(2) \quad \sup_{\xi \in S_k} \|B_{u_k}^g(\xi)\|_{g_k} &\leq C_B < \infty.
\end{align*}

Then a subsequence robustly \(K\)–converges. Here \(B_{u_k}^g\) denotes the second fundamental form the immersions \(u_k: S_k \to M\) computed with respect to the metrics \(g_k\) on \(M\).

Proof  We note that as a consequence of Proposition 2.7, it is sufficient to show that a subsequence robustly \(K_{\text{loc}}\)–converges. Consequently, we need some convenient local parameterizations. In particular we will consider local graphical parameterizations over coordinate tangent planes. We make this precise with the following.
Proposition 3.3  (Uniform local graph) Let $M$ be a be a compact manifold of dimension $2n$ and possibly with boundary. Let $(J_k, g_k) \to (J, g)$ be a sequence of almost Hermitian structures on $M$ which converge in $C^\infty$. Fix a compact set $K \subset \text{Int}(M)$, and a constant $C_B > 0$. Then there exist positive constants $r_0, C_0, C_1, C_2, C_3, \ldots$ depending only on $C_B$, $\text{dist}_g(K, \partial M)$, and the geometry of $(M, J, g)$ with the following significance. For each proper immersed $J_k$–curve denoted by $(u_k, S_k, j_k, J_k)$ for which

$$\partial S_k = u_k^{-1}(\partial M) \quad \text{and} \quad \sup_{\xi \in S_k} \|B^g_{u_k}(\xi)\| \leq C_B,$$

and each $\xi \in S_k$ such that $u_k(\xi) \in K$ there exists a map $\phi : D_{r_0} \to S_k$ and geodesic normal coordinates $\Phi : B^{g_k}_{2r_0}(u(\xi)) \to \mathbb{R}^{2n}$ with the following properties.

(1) $\bar{u}(s, t) := \Phi \circ u \circ \phi(s, t) = (s, t, \tilde{u}^3(s, t), \ldots, \tilde{u}^{2n}(s, t))$.

(2) $\phi(0) = \xi$, $\bar{u}(0, 0) = 0$, and $D_\alpha \tilde{u}^i(0, 0) = 0$ for $|\alpha| = 1$ and $i = 3, \ldots, 2n$.

(3) $\sum_{|\alpha| = 1} \sum_{i=3}^{2n} \|D_\alpha \tilde{u}^i\|_{C^0(D_{r_0})} \leq 10^{-20}$ and $\|\tilde{u}\|_{C^k(D_{r_0})} \leq C_k$ for $k \in \mathbb{N}$.

(4) For Euclidian coordinates $\rho = (s, t)$, on $D_{r_0}$, we have

$$\frac{1}{2} |\rho| \leq \text{dist}_{(u_k \circ \phi)^*g_k}(0, \rho) \leq 2|\rho| \quad \text{and} \quad \frac{1}{2} |\rho| \leq \text{dist}_{g_k}(u_k(\phi(\rho)), u_k(\phi(0))) \leq 2|\rho|.$$

A proof of Proposition 3.3 was given by the author in [3]; the idea of the proof goes as follows. First one shows that $J$–curves satisfy an inhomogeneous mean curvature equation of the form $H = \text{tr}_S Q$ with $Q$ a tensor on $M$. Next one writes this equation in local coordinates on $M$ to see that locally the $u$ solve a second order partial differential equation. The uniform curvature bound guarantees that in geodesic normal coordinates, in a small disk centered at $\xi$ tangent planes don’t deviate too much from being “horizontal.” One concludes the existence of a graphical parameterization, in which case the partial differential equation that the graphically (but not holomorphically) parameterized $J$–curves solve is uniformly elliptic. One readily sees that uniform curvature bounds then guarantee uniform $C^2$ bounds, in which case the uniform bounds on the $\|D_\alpha \tilde{u}^i\|$ with $|\alpha| > 2$ then follows from the usual elliptic regularity theory.

In order to prove robust $\mathcal{K}_{\text{loc}}$–convergence we must now show that the parameterizations of Proposition 3.3 can be used to construct a uniformly robust $\mathcal{K}$–cover. The desired convergence will then follow essentially from the Arzelà–Ascoli theorem. To construct the desired $\mathcal{K}$–cover, we first recall the extrinsic monotonicity of area lemma.
Proposition 3.4 (Monotonicity of area) Let \((M, J, g)\), be a compact almost Hermitian manifold possibly with boundary. Then for all \((J', g')\) sufficiently close to \((J, g)\) in a \(C^2\)–sense, the following holds. Let \((u, S, j, J')\) be a compact generally immersed pseudoholomorphic curve for which \(u(\partial S) \cap \mathcal{O}_g' (u(\xi)) = \emptyset\) for some \(r > 0\) satisfying 
\[
8r < \min \left( C^{-1}, \text{inj}_g (u(\xi)) \right),
\]
where 
\[
\sup_{p \in M} \left| K^{g}_{\text{sec}} (p) \right| \leq \frac{1}{4} C^2 \quad \text{and} \quad \sup_{p \in M} \left\| \nabla J \right\|_g \leq \frac{1}{4} C,
\]

where \(\nabla\) is the Levi-Civita connection associated to \(g\) and \(\left| K^{g}_{\text{sec}} (p) \right|\) is defined by
\[
\left| K^{g}_{\text{sec}} (p) \right| := \sup \{ \left| K^{g}_{\text{sec}} (X, Y) \right| : X, Y \in T_p M \text{ and } X \wedge Y \neq 0 \},
\]

Then for all \(0 < a < b \leq r\) we have
\[
\frac{1}{a^2} \text{Area}_{u^* g'} (S_a (\xi)) \leq \frac{2}{b^2} \text{Area}_{u^* g'} (S_b (\xi)),
\]

where \(S_a (\xi)\) is the connected component of \(u^{-1} (\mathcal{O}_a^g (u(\xi)))\) which contains \(\xi\). In particular, letting \(a \to 0\) and \(b = r\) yields the familiar result
\[
\frac{\pi r^2}{2} \leq \text{Area}_{u^* g'} (S_r (\xi)).
\]

A proof of the above proposition can be found in [3]; it is a modification of the well known result for minimal surfaces. Also note that the weaker version of monotonicity given in (8), is a very well known result for \(J\)–curves (cf Gromov [5], Hummel [6] and Muller [9]), and it is sufficient for our purposes the remainder of this article. We now prove a fairly standard covering result.

Lemma 3.5 Let \(\mathcal{K}, M, (J_k, g_k)\), and \(u_k\), be as in the hypotheses of Proposition 3.2. Then after passing to a subsequence, a robust uniform \(\mathcal{K}\)–cover can by obtained using only the graphical parameterizations \(\phi\) given by Proposition 3.3.

Proof We begin by fixing two auxiliary compact regions\(^3\) \(\tilde{\mathcal{K}}, \mathcal{K} \subset M\) for which \(\mathcal{K} \subset \text{Int}(\tilde{\mathcal{K}})\), \(\tilde{\mathcal{K}} \subset \text{Int}(\mathcal{K})\), and \(\mathcal{K} \subset \text{Int}(M)\), and for which the \(u_k\) are robustly \(\tilde{\mathcal{K}}\)–proper. Observe that the functions defined by \(f_k (p) := (\text{dist}_{g_k} (p, \tilde{\mathcal{K}}))^2\), are all smooth in a neighborhood of the form \(\mathcal{O}(\tilde{\mathcal{K}}) \setminus \tilde{\mathcal{K}}\). Observe that the functions \(f_k \circ u_k\) have critical values which are the compliment of an open dense set in \((0, \epsilon)\). It follows that there exists some \(\epsilon_0 > 0\) which is not a critical value of any of the \(u_k\), and hence the \(J_k\) curves \((u_k, u_k^{-1} (\{ f \leq \epsilon_0 \}), j_k, J_k)\) satisfy the hypotheses of Proposition 3.3. Without loss of generality, we will henceforth assume that \(S_k = u_k^{-1} (\{ f \leq \epsilon_0 \})\). Then for each

\(^3\)See Definition 2.1.
\[ \zeta \in u_k^{-1}(\hat{\mathcal{K}}) \] we let \( \phi_{\zeta,k} : D_{r_0} \to S_k \) and \( \Phi_{\zeta} : \mathcal{O}_{2r_0}^g (u_k(\zeta)) \to \mathbb{R}^{2n} \) denote the maps guaranteed by Proposition 3.3. Next, for each \( k \), choose \( \{\zeta_{1,k}, \zeta_{2,k}, \ldots, \zeta_{m_k,k}\} \subset u_k^{-1}(\hat{\mathcal{K}}) \) so that the open sets

\[ \mathcal{O}_{r_0/8}^{g_k}(\zeta_{1,k}), \mathcal{O}_{r_0/8}^{g_k}(\zeta_{2,k}), \ldots, \mathcal{O}_{r_0/8}^{g_k}(\zeta_{m_k,k}) \]

are maximally disjoint. For clarity, we define \( \phi_{i,k} := \phi_{\zeta_{i,k},k} \) so that \( \phi_{i,k}(0) = \zeta_{i,k} \).

We now observe that to complete the proof of Lemma 3.5, it is sufficient to prove the following two claims: firstly there exists an \( m \in \mathbb{N} \) such that \( m_k \leq m \) for all sufficiently large \( k \), and secondly

\[ u_k^{-1}(\hat{\mathcal{K}}) \subset \bigcup_{i=1}^{m_k} \phi_{i,k}(D_{r_0/2}). \]  

We prove the former statement first. Indeed, recall that by Proposition 3.3, we have

\[ u_k \circ \phi_{i,k} (\partial D_{r_0}) \cap \mathcal{O}_{r_0/2}^{g_k} (u_k(\zeta_{i,k})) = \emptyset, \]

so by Proposition 3.4 it follows that

\[ \pi(r_0/16)^2 / 2 \leq \text{Area}_{g_k} (S_{r_0/16}(\zeta_{i,k})), \]

where \( S_{r_0/16}(\zeta_{i,k}) \) is the connected component of \( u_k^{-1}(\mathcal{B}_{r_0/16}^g(u_k(\zeta_{i,k}))) \) containing \( \zeta_{i,k} \). Again by Proposition 3.3, one finds that

\[ S_{r_0/16}(\zeta_{i,k}) \subset \mathcal{O}_{r_0/8}^{g_k} (\phi_{i,k}(0)). \]

Since the latter sets are disjoint, it follows that

\[ 2^{-9} m_k \pi r_0^2 \leq \sum_{i=1}^{m_k} \text{Area}_{g_k} (\mathcal{O}_{r_0/8}^{g_k} (\phi_{i,k}(0))) \leq \text{Area}_{g_k} (S_k) \leq C_A, \]

and thus the \( m_k \) are uniformly bounded. To prove the latter statement, namely the containment (9), we first observe that as a consequence of Proposition 3.3, it follows that \( \mathcal{O}_{r_0/4}^{g_k} (\zeta_{i,k}) \subset \phi_{i,k}(D_{r_0/2}) \), and thus to prove (9) it is sufficient to show that

\[ u_k^{-1}(\hat{\mathcal{K}}) \subset \bigcup_{i=1}^{m_k} \mathcal{O}_{r_0/4}^{g_k} (\zeta_{i,k}). \]  

To see this, we suppose not. Then there exists \( \zeta \in u_k^{-1}(\hat{\mathcal{K}}) \) such that

\[ \min_{1 \leq i \leq m_k} \text{dist}_{g_k} (\zeta, \zeta_{i,k}) \geq r_0/4. \]
However, it then follows that for all \( i = 1, \ldots, m_k \) we have
\[
O_{r_0/8}^k(\zeta_i) \cap O_{r_0/8}^k(\xi_i,k) = \emptyset,
\]
but by the maximality of the
\[
O_{r_0/8}^k(\zeta_1,k), O_{r_0/8}^k(\zeta_2,k), \ldots, O_{r_0/8}^k(\zeta_n,k),
\]
we must have
\[
O_{r_0/8}^k(\zeta) \cap O_{r_0/8}^k(\xi_i,k) \neq \emptyset
\]
for some \( i \in \{1, \ldots, m_k\} \). This contradiction proves (10), and hence completes the proof of Lemma 3.5.

With Lemma 3.5 in hand, we now complete the proof of Proposition 3.2. To that end, we note that it is sufficient to prove that for each \( i = 1, \ldots, m \) a subsequence of the maps \( u_k \circ \phi_{i,k} \) converges in \( C^\infty(D_{r_0 - \epsilon'}, M) \) for some small \( \epsilon' \in (0, r_0/2) \). To see this, we first note that after passing to a subsequence we arrange that for each \( i = 1, \ldots, m \) the sequence of points \( u_k \circ \phi_{i,k}(0) \) converges, as well as linear maps \( T_0 \Phi_{i,k}^{-1} : T_0 \mathbb{R}^{2n} \to T_{u_k \circ \phi_{i,k}(0)}M \); here, as before with \( \phi \), we have let \( \Phi_{i,k} := \Phi_{\xi_i,k,k} \) be the geodesic polar coordinates guaranteed by Proposition 3.3. By that same proposition, all the derivatives of the maps \( \Phi_{i,k} \circ u_k \circ \phi_{i,k} \) are uniformly bounded, and hence by the Arzelà–Ascoli theorem, it follows that after passing to a further subsequence the \( u_k \circ \phi_{i,k} \) converge in \( C^\infty(D_{r_0 - \epsilon'}, M) \). Furthermore we have shown that the \( \phi_{i,k} : D_{r_0 - \epsilon'} \to S_k \) form a uniform robust \( K \)–cover, and hence we have passed to a subsequence for which the \( u_k \) robustly \( K \)–converge. The proof of Proposition 3.2 now follows from Proposition 2.7.

\[3.2 \text{ Compactness with } \| B \|_{L^2} \text{ bounds}\]

The purpose of this section is to prove Theorem 3.6 below.

Theorem 3.6 Let \((M, J, g), (J_k, g_k)\) and \( K \) be as in the hypotheses of Proposition 3.2. Let \( u_k = (u_k, S_k, j_k, J_k) \) be a robust \( K \)–proper sequence of compact \( J_k \)–holomorphic curves which satisfy

1. Genus\((S_k) \leq C_G < \infty\)
2. Area\(_{u_k^* g_k}(S_k) \leq C_A < \infty\)
3. \#\( Z_{u_k} \leq C_Z < \infty\)
4. \( \int_{S_k} \| B_{u_k}^g \|_{g_k}^2 \leq C_{\text{Total}} < \infty\),

where \( C_G, C_A, C_Z, \) and \( C_{\text{Total}} \) do not depend on \( k \). Then a subsequence robustly \( K \)–converges in a Gromov sense.
Proof. We begin by letting $\tilde{K} \subset \text{Int}(M)$ be a compact set for which $\mathcal{K} \subset \text{Int}(\tilde{K})$, and for which the $u_k$ are robustly $\tilde{K}$–proper. Next we observe that since $\#Z_{u_k} \leq C_Z$, it follows that after passing to a subsequence, we may assume that $Z_{u_k} = \{ z_{1,k}, z_{2,k}, \ldots, z_{n_0,k} \}$, and for each $i = 1, \ldots, n_0$ either the sequence $u_k(z_{i,k})$ converges to a point in $\tilde{K}$ or else $\text{dist}_{g_k}(\tilde{K}, u_k(z_{i,k})) \geq \delta > 0$; we denote the associated limit set in $\tilde{K}$ by $S_1$. Next we claim the following.

**Lemma 3.7.** (Finite points of curvature blowup) Let $(M, J, g), (J_k, g_k), \mathcal{K}$, and $u_k = (u_k, S_k, j_k, J_k)$ be as in Theorem 3.6. Fix a compact set $\mathcal{K}_0 \subset M$ such that $\mathcal{K} \subset \text{Int}(\mathcal{K}_0)$ and $\mathcal{K}_0 \subset \text{Int}(\tilde{K})$. Then after passing to a subsequence, there exists a finite set $S_2 \subset \mathcal{K}_0$ with the following significance. For each $\epsilon > 0$, there exists $C > 0$ and $k_0 \in \mathbb{N}$ such that for all $k \geq k_0$,

$$\sup_{\xi \in u_k^{-1}(\mathcal{K}_0 \cap \mathcal{O}_\epsilon^g(S_2))} \| B_{u_k}^{g_k}(\xi) \|^2 \leq C.$$ 

Proof. The proof of Lemma 3.7 has one major technical component, which we now state.

**Proposition 3.8.** (Curvature threshold) Let $(M, J, g)$ be a compact almost Hermitian manifold possibly with boundary, and let $\epsilon > 0$. Then for all $(J', g')$ sufficiently close to $(J, g)$ in a $C^3$ sense, there exists an $h > 0$ depending on $\epsilon$ and the geometry of $(M, J, g)$ with the following significance. If $(u, S, j, J')$ is a compact immersed $J'$–curve, with $\xi \in S$ satisfying $\text{dist}_{g'}(u(\xi), \partial M) \geq \epsilon$, and $u(\partial S) \cap \mathcal{O}_h^g(u(\xi)) = \emptyset$, and for some $0 < r < h$,

$$\| B_{u}^{g'}(\xi) \| g' \geq \frac{1}{r}$$

then

$$\int_{S_r(\xi)} \| B_{u}^{g'} \|^2 \geq h,$$

where integration is taken with respect to $u^*\omega'$ where $\omega' := g' \circ (J' \times 1)$, and $S_r(\xi)$ is the connected component of $u^{-1}(\mathcal{O}_h^{g'}(u(\xi)))$ which contains $\xi$.

A proof of this result was provided by the author in [3]; it is a modification of the proof of the $\epsilon$–regularity of the second fundamental form of a minimal surface in a Riemannian three-manifold (cf Choi and Schoen [2]). We proceed with the proof of Lemma 3.7.

Next we define an iterative procedure to construct the desired set $S_2$. Begin by defining $S_{2,0} := S_1$. Then either it’s the case that there exists a sequence $\xi_{1,k} \in u_k^{-1}(\mathcal{K}_0)$ such that $\limsup \| B_{u_k}^{g_k}(\xi_{1,k}) \| = \infty$ and $\text{dist}_{g}(S_{2,0}, \xi_{1,k}) \geq \epsilon$ for some $\epsilon > 0$, or
else we define $S_2 := S_{2,0}$ and we are done; we suppose the former. In this case we pass to a subsequence so that $\|B_{u_{ik}}^{g_k}(\xi_{1,k})\| \to \infty$, and $u_k(\xi_{1,k})$ converges to a point $p_1 \in K_0$, and we define the finite set $S_{2,1} := S_{2,0} \cup \{p_1\}$. Again either it’s the case that there exists a sequence $\xi_{2,k} \in u_k^{-1}(K_0)$ such that $\limsup \|B_{u_{ik}}^{g_k}(\xi_{2,k})\| = \infty$ and $\text{dist}_g(S_{2,1}, \xi_{2,k}) \geq \epsilon$ for some $\epsilon > 0$, or else we define $S_2 := S_{2,1}$ and we are done; we again suppose the former and pass to a further subsequence so that $\|B_{u_{ik}}^{g_k}(\xi_{2,k})\| \to \infty$, $u_k(\xi_{2,k})$ converges to a point $p_2 \in K_0$, and we define $S_{2,2} := S_{2,1} \cup \{p_2\}$. We now iterate this procedure to construct a collection of sets: $S_{2,0} \subset S_{2,1} \subset \cdots$.

We now claim that this process must terminate after a finite number of iterations. Indeed, fix $\epsilon > 0$ such that $O_{2\epsilon}(K_0) \subset \text{Int}(\tilde{K})$, and let $h > 0$ be the constant guaranteed by Proposition 3.8 and is associated to $(M, J, g)$ and $\epsilon$; also fix $n_0 \in \mathbb{N}$, and suppose that $k$ is sufficiently large so that for some $\delta \in (0, h)$ the following conditions hold:

1. $\text{dist}_g(S_1, S_{2,n_0} \setminus S_1) \geq \delta$
2. $\text{dist}_g(u_k(\xi_{i,k}), u_k(\xi_{j,k})) \geq \delta$ for all $i, j \in \{1, \ldots, n_0\}$ for which $i \neq j$
3. for all $i \in \{1, \ldots, n_0\}$ we have $\|B_{u_{ik}}^{g_k}(\xi_{i,k})\| \geq 2/\delta$.

Then by Proposition 3.8, it follows that

$$n_0h \leq \sum_{i=1}^{n_0} \int_{S_{2,n_0}^{g_k}(\xi_{i,k})} \|B_{u_{ik}}^{g_k}(\xi_{i,k})\|^2_{g_k} \leq \int_{S_k} \|B_{u_{ik}}^{g_k}\|^2 \leq C_{\text{Total}},$$

and thus $n_0$ is bounded. This completes the proof of Lemma 3.7.

We now continue with the proof of Theorem 3.6. As a consequence of Lemma 3.7, it follows that after passing to a subsequence, there exist compact sets $K_i \subset M$ for $i = 0, \ldots, 4$ such that $K_{i+1} \subset \text{Int}(K_i)$, $K_0 \subset \text{Int}(\tilde{K})$, $K \subset \text{Int}(K_4)$, and such that

$$\sup_{\xi \in u_k^{-1}(K_1 \setminus K_4)} \|B_{u_{ik}}^{g_k}(\xi)\|_{g_k} \leq C < \infty,$$

for all $k$. In this case we define $\hat{M} := \text{Int}(K_1) \setminus K_4$ and $\hat{K} := K_2 \setminus \text{Int}(K_3)$, and $\hat{u}_k := (u_k, \hat{S}_k, j_k, J_k)$ where $\hat{S}_k := u_k^{-1}(\hat{M})$. Observe that $\hat{M}$, $\hat{K}$, and the $\hat{u}_k$ satisfy the hypotheses of Proposition 3.2, and thus after passing to a further subsequence, there exist a compact manifold $\hat{S}$ with boundary, and there exist maps $\hat{\psi}_k: \hat{S} \to \hat{S}_k$ which are diffeomorphic with their images and satisfy $u_k(\hat{S}_k \setminus \hat{\psi}_k(\hat{S})) \subset \hat{M} \setminus \hat{K}$, and additionally the maps $\hat{u}_k \circ \hat{\psi}_k: \hat{S} \to \hat{M}$ converge in $C^\infty$ to an immersion. Consequently, we may define the set of boundary circles

$$\Gamma_- := (u_k \circ \hat{\psi}_k)^{-1}(K_3) \cap \partial \hat{S} \quad \text{and} \quad \Gamma_+ := (\hat{u}_k \circ \hat{\psi}_k)^{-1}(M \setminus \text{Int}(K_2)) \cap \partial \hat{S},$$
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so that $\Gamma_\pm \cap \Gamma_+ = \emptyset$ and $\partial \widehat{S} = \Gamma_- \cup \Gamma_+$. We can also define
\[
\widehat{S}_k := u_k^{-1}(\text{Int}(K_2)) \cup \psi_k(\hat{S}),
\]
so that $\partial \widehat{S}_k = \psi_k(\Gamma_+)$, and we have $\psi_k: \hat{S} \to \widehat{S}_k$. By construction we have
\[
(11)\quad u_k(S_k \setminus \widehat{S}_k) \subset M \setminus K_2 \quad \text{and} \quad u_k(\widehat{S}_k) \subset K_0
\]
for all $k$; also recall that $K \subset \text{Int}(K_2)$ and $K_0 \subset \text{Int}(\widehat{K})$. Next we observe that the number of boundary components of $\widehat{S}_k$ is equal to the number of connected components of $\Gamma_+$ which is independent of $k$; furthermore since $\text{Genus}(S_k) \leq C_G$ it follows that $\text{Genus}(\widehat{S}_k) \leq C_G$. Also note that the number of connected components of $\widehat{S}_k$ must also be bounded; this follows from monotonicity of area\footnote{See Proposition 3.4.}, which guarantees that the image of each closed connected component of $\widehat{S}_k$ captures a threshold amount of area.

As a consequence of these facts, it follows that after passing to a further subsequence the $\widehat{S}_k$ are all diffeomorphic; we denote these diffeomorphisms $\varphi_k: \hat{S} \to \widehat{S}_k$. Thus we define
\[
\tilde{u}_k := (\tilde{u}_k, \tilde{S}, \tilde{\gamma}_k, J_k) = (u_k \circ \varphi_k, \tilde{S}, \varphi_k^* j_k, J_k),
\]
and observe that by construction these $J_k$–curves have uniformly bounded area, and their images are contained in $K_0 \subset \text{Int}(M)$. We would like to claim that a subsequence converges in a Gromov sense, however some care must be taken near $\partial \widehat{S}$, a matter to which we now attend.

Let $\mathcal{A} := \bigcup_{i=1}^{n_0} A_i$ be the union of pair-wise disjoint annular neighborhoods of $\Gamma_+ \subset \hat{S}$, and let $\theta_i: A_i \to S^1 \times [0, 1)$ be diffeomorphisms. Next define the diffeomorphisms
\[
\psi_{i,k} := \varphi_k^{-1} \circ \psi_k \circ \theta_i^{-1}: S^1 \times [0, 1) \to \psi_{i,k}(S^1 \times [0, 1)) \subset \tilde{S},
\]
and observe that the $\psi_{i,k}$ satisfy the following.

1. For each fixed $k$, the images of the maps $\psi_{i,k}$ are pairwise disjoint.
2. Each $\psi_{i,k}$ is a diffeomorphism with its image.
3. For each fixed $k$ we have $\partial \tilde{S} = \bigcup_{i=1}^{n_0} \psi_{i,k}(S^1 \times \{0\})$.
4. For each fixed $i$ the maps $\tilde{u}_k \circ \psi_{i,k}$ converge in $C^\infty$ to an immersion.

By construction, for all $k$ remaining in our subsequence we have $u_k(S_k \setminus \varphi_k(\tilde{S})) \subset M \setminus K_2$ with $K_2 \subset \text{Int}(\widehat{K})$, and by Proposition 3.9 below, it follows that a subsequence of the $\tilde{u}_k$ converge in a Gromov sense. This completes the proof of Theorem 3.6. \qed
Proposition 3.9  Let \((M, J, g)\) be a compact almost Hermitian manifold with boundary, and let \((J_k, g_k)\) be a sequence of almost Hermitian structures which converge in \(C^\infty\) to \((J, g)\). Suppose \(u_k = (u_k, S, j_k, J_k)\) is a sequence of compact \(J_k\)-curves which satisfy the following conditions.

1. \(\text{Area}_{u_k^* g_k}(S) \leq C < \infty\).
2. \(\text{dist}_g(u_k(S), \partial M) \geq \delta > 0\).
3. For \(i = 1, \ldots, n\) (where \(n\) is the number of connected components of \(\partial S\)) and for all \(k \in \mathbb{N}\), there exist maps \(\psi_{i,k} : \mathbb{S}^1 \times [0, \epsilon) \to S\) with the following properties.
   (a) For each fixed \(k\), the images of the maps \(\psi_{i,k}\) are pairwise disjoint.
   (b) Each \(\psi_{i,k}\) is a diffeomorphism with its image.
   (c) For each fixed \(k\) we have \(\partial S = \bigcup_{i=1}^n \psi_{i,k}(\mathbb{S}^1 \times \{0\})\).
   (d) For each fixed \(i\) the maps \(u_k \circ \psi_{i,k}\) converge in \(C^\infty\) to an immersion.

Then a subsequence of the \(u_k\) converges in a Gromov sense. Furthermore, the sequence of marked points added to the \((S, j_k)\) in order to obtain Gromov convergence can be chosen in such a way so that the lengths of the connected components of \(\partial S\) (with respect to the Poincaré metrics) are uniformly bounded away from zero and infinity. Moreover, each component of the limit curve with nonempty boundary is nonconstant, and the map is an immersion in a neighborhood of the boundary.

A proof of this result can be found in Section 4.2.

3.3 Compactness without curvature bounds

In this section we prove Theorem 3.1, as stated in the beginning of Section 3. Before providing the proof of this result, we assume its validity for the moment and state an immediate corollary (stated in the introduction as Theorem A).

Corollary 3.10  Let \((M, J, g)\) be a compact almost Hermitian manifold with boundary. Let \((J_k, g_k)\) be a sequence of almost Hermitian structures which converge to \((J, g)\) in \(C^\infty(M)\), and let \((u_k, S_k, j_k, J_k)\) be a sequence of compact \(J_k\)-curves (possibly disconnected, but having no constant components) satisfying

1. \(u_k : \partial S_k \to \partial M\)
2. \(\text{Area}_{u_k^* g_k}(S_k) \leq C_A\)
3. \(\text{Genus}(S_k) \leq C_G\).
Then there exists a subsequence (still denoted with subscripts \( k \)) of the \( u_k \), an \( \epsilon > 0 \), and an open dense set \( \mathcal{I} \subset [0, \epsilon) \) with the following significance. For each \( \delta \in \mathcal{I} \), define \( \overline{S}_k^\delta := \{ \zeta \in S_k : \text{dist}_g(u_k(\zeta), \partial M) \geq \delta \} \); then the \( J_k \)–curves \((u_k, \overline{S}_k^\delta, j_k, J_k)\) converge in a Gromov sense.

**Proof** Begin by defining a function \( f: M \to \mathbb{R} \) by \( f(p) := \text{dist}_g(p, \partial M) \), and define the sets \( M^\delta := f^{-1}([\delta, \infty)) \). Observe that by construction \( M = M^0 \), \( M^\delta \subset \text{Int}(M^\delta_1) \) whenever \( \delta_2 > \delta_1 \), and for all sufficiently small \( \delta > 0 \) the sets \( M^\delta \) are compact regions, and \( \|df\| \) is uniformly bounded away from zero near \( \partial M \). We then apply Theorem 3.1 to this sequence with \( \mathcal{K} = M^1 \), to obtain a subsequence. Apply Theorem 3.1 to this subsequence with \( \mathcal{K} = M^{1/2} \) to obtain a further subsequence. We iterate this procedure with \( \mathcal{K} = M^{1/\ell} \) and \( \ell \in \mathbb{N} \), and pass to further and further subsequences. Taking a diagonal subsequence we are left with a subsequence of \( J_k \)–curves which robustly \( \mathcal{K} \)–converge in a Gromov sense for each \( \mathcal{K} \subset \text{Int}(M) \). The regular values of \( f \) composed with the limit curves are an open dense set \( \mathcal{I} \subset (0, \delta) \) for some sufficiently small \( \delta > 0 \). The corollary is then immediate. \( \Box \)

We proceed with the proof of Theorem 3.1 momentarily, but first we state a result upon which the proof heavily relies.

**Proposition 3.11** (A priori total curvature bounds) Let \((M, J, g), (J_k, g_k), \mathcal{K}\) and \( u_k \) be as in the hypotheses of Theorem 3.1. Then for each compact set \( \mathcal{K} \subset \text{Int}(M) \) for which \( \mathcal{K} \subset \text{Int}(\mathcal{K}) \) and for which the \( u_k \) are robustly \( \mathcal{K} \)–proper, there exist positive constants \( C_Z \) and \( C_{\text{Total}} \) with the following significance. For \( \overline{S}_k := u_k^{-1}(\text{Int}(\mathcal{K})) \), the \( J_k \)–curves defined by \( \overline{u}_k := (u_k, \overline{S}_k, j_k, J_k) \) are robustly \( \mathcal{K} \)–proper, have uniformly bounded area and genus, and satisfy

1. \( \#Z_{u_k} \leq C_Z < \infty \)
2. \( \int_{\overline{S}_k} \|B_{u_k}^g\|^2 \leq C_{\text{Total}} < \infty \).

Postponing the proof of Proposition 3.11 for the moment, we now use it to prove Theorem 3.1.

**Proof of Theorem 3.1** We begin by applying Proposition 3.11 to obtain the compact set \( \mathcal{K} \) and associated \( J_k \)–curves \( \overline{u}_k \). However these curves satisfy the hypotheses of Theorem 3.6, and so a subsequence robustly \( \mathcal{K} \)–converges in a Gromov sense. \( \Box \)

The proof of Proposition 3.11 relies on two main technical results, which we now state.
Proposition 3.12 (Desingularization) Consider \((M, J, g)\) an almost Hermitian manifold, and a compact generally immersed \(J\)–curve \(u = (u, S, j, J)\) with immersed boundary. Then for each \(\epsilon > 0\), there exists an \(0 < \epsilon_0 < \epsilon\) and an immersion \(\hat{u}: S \rightarrow M\) such that the following properties hold.

\[ \sup_{\xi \in S} \text{dist}_g(u(\xi), \hat{u}(\xi)) \leq \epsilon_0. \]

(D1) The sets \(B_{\epsilon_0}(z) := \{\zeta \in S : \text{dist}_{u^*g}(z, \zeta) < \epsilon_0\}\) for \(z \in Z_u := \{z \in S : T_zu = 0\}\) are pairwise disjoint. Also \(\hat{u}(\xi) = u(\xi)\) whenever \(\xi \in S \setminus (\bigcup_{z \in Z_u} B_{\epsilon_0}(z))\).

(D2) For every vector \(X\) tangent to the image of \(\hat{u}\) we have
\[ \| (JX)^\perp \|_g \leq \epsilon_0 \| X \|_g, \]
where the map \(Y \mapsto Y^\perp\) is the \(g\)–orthogonal projection to the normal bundle over the immersion \(\hat{u}: S \rightarrow M\).

(D3) For any open set \(U \subset S\),
\[ | \text{Area}_{u^*g}(U) - \text{Area}_{\hat{u}^*g}(U) | \leq \epsilon_0. \]

(D4) The following point-wise estimate holds
\[ \sup_{\xi \in S} K_{\hat{u}^*g}(\xi) \leq \epsilon_0 + \sup_{q \in M} | K_{\text{sec}}(q) | + \sup_{q \in M} \frac{1}{2} \| \text{tr}_{P_q} J \nabla J \|_g^2 \]
where \(K_{\hat{u}^*g}(\xi)\) is the Gaussian curvature of \(S\) at the point \(\xi\) with respect to the metric \(\hat{u}^*g\), \(| K_{\text{sec}}(q) |\) is defined as in (7), and \(\text{tr}_{P_q} J \nabla J\) is the trace of the \((1, 2)\)–tensor \(J \nabla J\) along the \(J\)–invariant plane \(P_q = \mathbb{R}e \oplus \mathbb{R}Je \subset T_q M\).

(D5) Let \(U \subset S\) be an open set, and define the set
\[ U^\epsilon_0 := \{\zeta \in U : \text{dist}_{u^*g}(\zeta, \partial U) > \epsilon_0\}. \]

Then
\[ - \int_U K_{u^*g} + (1 - \epsilon_0)2\pi \sum_{z \in Z_u \cap U^\epsilon_0} \text{ord}(z) \leq - \int_U K_{\hat{u}^*g} + \epsilon_0 \]
where \(\text{ord}(z)\) is given as in Definition 2.10.

The proof of Proposition 3.12 is given Section 4.3. We take a moment to summarize the results of said proposition. Roughly it guarantees that any \(J\)–curve can be perturbed a \(C^0\) small amount only near its critical points, in such a way that it becomes immersed, and the resulting tangent planes are \(C^0\)–close to being \(J\)–invariant, the resulting area changes by only a small amount, the Gaussian curvature is uniformly bounded from above, and each original critical point is locally traded for a threshold amount of total curvature.
We now continue with the proof of Proposition 3.11. To that end, we turn our attention towards showing that it is not possible for too many nodes to develop, and that away from a finite set of points in $\mathcal{K}$, the integral of the Gaussian curvature is bounded from below. We make this precise with Proposition 3.13 below.

**Proposition 3.13** Let $(M, J, g)$ be an almost Hermitian manifold possibly with boundary, suppose $(J_k, g_k) \to (J, g)$ in $C^\infty (M)$, and let $\mathcal{K} \subset \subset M$ be a compact set. Suppose further that $u_k := (u_k, S_k, j_k, J_k)$ is a sequence of compact generally immersed $J_k$–curves which are robustly $\mathcal{K}$–proper, and satisfy

1. $\text{Area}_{u_k^* g_k} (S_k) \leq C_A < \infty$
2. $\text{Genus}(S_k) \leq C_G < \infty$
3. $z_{u_k} \cap \partial S_k = \emptyset$.

Furthermore, for a sequence of positive numbers $\epsilon_k \to 0$, let $v_k$ be the immersed approximations associated to $(u_k, \epsilon_k)$ yielded by Proposition 3.12. Then after passing to a subsequence, there exists a finite set $S = \{\sigma_1, \ldots, \sigma_n\} \subset M$ and $\delta_0 > 0$ with the following significance. For each $0 < \delta < \delta_0$, there exists $\epsilon > 0$ and $k_0 \in \mathbb{N}$ such that if $k \geq k_0$ and $v_k(\xi) \in \mathcal{K} \setminus \mathcal{O}^g_{\delta} (S)$ then \(\text{inj}_{\nu_k g_k}^* (\xi) > \epsilon\),

where $\text{inj}_{\nu_k g_k}^* (\xi)$ is the injectivity radius of $S_k$ at the point $\xi$ computed with respect to the metric $\nu_k g_k$. Furthermore, for each $0 < \delta < \delta_0/2$ there exists a constant $C > 0$ such that for all sufficiently large $k$ in the subsequence we have

$$- \int_{\hat{S}_{\delta}^k} K_{\nu_k g_k} \leq C,$$

where $\hat{S}_{\delta}^k := v_k^{-1} (\text{Int}(\mathcal{K}) \setminus \mathcal{O}^g_{\delta} (S))$.

The proof of Proposition 3.13 can be found Section 4.4. Roughly, the idea is to show that if there were many locations in which the injectivity radius were very small, then one could remove many small loops and disconnect the $J_k$–curves into many connected components each of which has a threshold amount of area, which would yield a contradiction. Then one sees that in the absence of arbitrarily small injectivity radii, exceedingly negative Gaussian curvature results in exceedingly large area, which also yields a contradiction. At present, we now provide the proof of Proposition 3.11

**Proof of Proposition 3.11** Suppose not. Then there exists a compact set $\widetilde{\mathcal{K}} \subset \text{Int}(M)$ with $\mathcal{K} \subset \text{Int}(\widetilde{\mathcal{K}})$ for which the $u_k$ are robustly $\widetilde{\mathcal{K}}$–proper, and either the total curvature
Next we consider a sequence of positive numbers \( \epsilon_k \to 0 \) as \( k \to \infty \), and consider the immersed approximations \( v_k \) associated to \( (u_k, \epsilon_k) \) and yielded by Proposition 3.12. We then apply Proposition 3.13 for some auxiliary compact set \( \widetilde{K} \subset \text{Int}(M) \) for which \( \widetilde{K} \subset \text{Int}(\tilde{K}) \) and for which the \( u_k \) are again robustly \( \widetilde{K} \)--proper. Consequently, after passing to a subsequence there exists a finite set \( S = \{ \sigma_1, \ldots, \sigma_{n_0} \} \subset M \) with the properties guaranteed by that proposition. As a further consequence of Proposition 3.13, for each sufficiently small \( \delta > 0 \) there exists a constant \( C > 0 \) such that for all sufficiently large \( k \) in our subsequence, we have

\[
- \int_{\tilde{S}_k^\delta} K_{u_k^* g_k} \leq C, \quad \text{where} \quad \tilde{S}_k^\delta := v_k^{-1}(O^{g_k}_{\delta}(\tilde{K}) \setminus O^{g_k}_{\delta}(S)).
\]

Fix \( \delta > 0 \) sufficiently small so that the sets \( O^{g_k}_{3\delta}(\sigma_i) \) are pair-wise disjoint for all sufficiently large \( k \), and \( O^{g}_{4\delta}(\tilde{K}) \subset \text{Int}(\tilde{K}) \). Next define

\[
\tilde{M}' := O^{g}_{3\delta}(\tilde{K}) \setminus O^{g}_{\delta}(S), \quad \tilde{M} := O^{g}_{2\delta}(\tilde{K}) \setminus O^{g}_{2\delta}(S) \quad \text{and} \quad \tilde{K} := O^{g}_{\delta}(\tilde{K}) \setminus O^{g}_{3\delta}(S).
\]

then for all sufficiently large \( k \) we have

\[
- \int_{v_k^{-1}(\tilde{M}')} K_{v_k^* g_k} \leq C.
\]

However, recall that the \( \text{Area}_{u_k^* g_k}(S_k) \) are uniformly bounded; by property (D4) of Proposition 3.11 the \( \text{Area}_{v_k^* g_k}(S_k) \) are also uniformly bounded. Furthermore by property (D5) of Proposition 3.12, it follows that the Gaussian curvatures \( K_{v_k^* g_k} \) uniformly point-wise bounded from above. Consequently (12) and property (D6) of Proposition 3.12 allow us to conclude that for all sufficiently large \( k \) we have

\[
\#(Z_{u_k} \cap u_k^{-1}(\tilde{M})) \leq C' \quad \text{and} \quad \int_{u_k^{-1}(\tilde{M})} K_{u_k^* g_k} \leq C'.
\]

where \( C' \) depends on \( C, g, J, \) and the uniform area and genus bounds on the \( u_k \).

Next we recall the Gauss equations for \( J \)--curves:

\[
K_{\text{sec}} + \frac{1}{2} \| \text{tr}_S Q \|^2 = K_g + \frac{1}{2} \| B \|^2,
\]
where $K_{\text{sec}}$ is the sectional curvature and $K_g$ is the Gaussian curvature. Integrating these equations then yields
\[
\frac{1}{2} \int u_k^{-1}(\hat{M}) \| B_{u_k}^g \|^2 = \int u_k^{-1}(\hat{M}) K_{\text{sec}} - \int u_k^{-1}(\hat{M}) K_{u_k}^* g_k + \frac{1}{2} \int u_k^{-1}(\hat{M}) \| \text{tr}_S Q \|^2 \\
\leq \left( \| K_{\text{sec}} \|_{L^\infty} + 2 \| J \|_{L^\infty}^2 \right) \text{Area}_{u_k}^* (u_k^{-1}(\hat{M})) + C',
\]
which is uniformly bounded. Combining this fact with the left-most statement of (13), then shows that the $J_k$–curves $\hat{u}_k := (u_k, u_k^{-1}(\hat{M}), j_k, j_k)$ are robustly $\hat{K}$–proper, and satisfy the hypotheses of Theorem 3.6. We conclude that after passing to a further subsequence, there exists a compact manifold $\bar{S}$ with boundary, and diffeomorphisms $\phi_k: \bar{S} \to \phi_k(\bar{S}) \subset u_k^{-1}(\hat{M}) \subset S_k$ with the following properties:

1. $u_k (S_k \setminus \phi_k(\bar{S})) \subset \mathcal{O}_{3b}^g(S) \cup (M \setminus \bar{K})$.
2. $u_k \circ \phi_k |_{\partial \bar{S}}$ converges in $C^\infty$ to an immersion.
3. $\int_{\bar{S}} \| B_{u_k \circ \phi_k}^g \|^2_{g_k}$ is uniformly bounded.
4. $\#Z_{u_k \circ \phi_k}$ is uniformly bounded.

The first two properties are consequences of Theorem 3.6, and the last two are by construction. We now take a moment to recall our method of proof for Proposition 3.11: we are assuming that either the number of critical points or total curvature in $\bar{K}$ is unbounded. However, after passing to a subsequence we see as a consequence of points (1), (3) and (4) above, it is only possible for these quantities to blow up in the set $\mathcal{O}_{3b}^g(S) = \bigcup_{i=1}^{n_0} \mathcal{O}_{3b}^g(\sigma_i)$. This leads us to define
\[
\tilde{S}_{i,k} := (S_k \setminus \phi_k(\bar{S})) \cap u_k^{-1}(\mathcal{O}_{3b}^g(\sigma_i)) \quad \text{and} \quad \tilde{u}_{i,k} = (u_k, \tilde{S}_{i,k}, j_k, j_k).
\]
We note that these curves have uniformly bounded area and genus, and each has image in $\mathcal{O}_{3b}^g(\sigma_i)$. Also note that for each $i = 1, \ldots, n_0$ we have $\partial \tilde{S}_{i,k} \subset \phi_k(\partial \bar{S})$, and by point (2) above, $u_k \circ \phi_k |_{\partial \bar{S}}$ converge in $C^\infty$ to an immersion. Consequently the geodesic curvature $\kappa_{u_k^*} g_k$ of $\partial \tilde{S}_{i,k} \subset \tilde{S}_{i,k}$ is uniformly bounded. Thus we let $v_{i,k} := u_{i,k}^{e_k}$ be the approximations of $u_k |_{\tilde{S}_{i,k}}$ guaranteed by Proposition 3.12. Arguing as before (ie making use of properties (D4), (D5), and (D6) of Proposition 3.12) we see that to complete our proof by contradiction, it is sufficient to show that
\[
-\int_{\tilde{S}_{i,k}} K_{v_{i,k}^*} g_k \leq C'' < \infty
\]
for all sufficiently large $k$. However, at this point we invoke the Gauss–Bonnet theorem, and find that
\[
-\int_{\tilde{S}_{i,k}} K_{v_{i,k}^*} g_k = -\chi(\tilde{S}_{i,k}) + \int_{\partial \tilde{S}_{i,k}} \kappa_{v_{i,k}^*} g_k.
\]
We have already argued that the last term on the right hand side is uniformly bounded, so it is sufficient to show that $-\chi(\tilde{S}_{i,k})$ is uniformly bounded. However recall that $-\chi(\tilde{S}_{i,k}) = -2 + 2\text{Genus}(\tilde{S}_{i,k}) + b$, where $b$ is the number of boundary components of $\tilde{S}_{i,k}$. However $\text{Genus}(\tilde{S}_{i,k}) \leq \text{Genus}(S_k) \leq C_G$, and $\partial \tilde{S}_{i,k} \subset \phi_k(\partial \tilde{S})$ and $\tilde{S}$ has finitely many boundary components (and no $k$–dependence), from which it follows that indeed $-\chi(\tilde{S}_{i,k})$ is uniformly bounded. This shows inequality (14) holds, which in turn provides the desired contradiction, which completes the proof of Proposition 3.11. □

4 Proofs

Here we prove some of the more technical results from the previous sections.

4.1 Proof of Proposition 2.7

We begin by fixing some notation. Let $\phi_{i,k}: D^i_{r_0} \to S_k$ be the maps guaranteed by the definition of $K_{\text{loc}}$–convergence, and define the maps

$$\tilde{u}_{i,k} := u_k \circ \phi_{i,k}: D^i_{r_0} \to M \quad \text{and} \quad \tilde{u}_{i,\infty} := \lim_{k \to \infty} \tilde{u}_{i,k}: D^i_{r_0} \to M.$$

Note that $D_{r_0} = D^i_{r_0}$; in this case the superscript $i$ simply enumerates the domains the maps $\phi_{i,k}$. Note that since the limit is immersed and since the sequence is uniformly and robustly covered, it is possible to construct a refined uniform and robust cover which has the additional property that each $\tilde{u}_{i,k}$ and $\tilde{u}_{i,\infty}$ is an embedding.

Next we fix a smooth auxiliary Riemannian metric $g$ on $M$ which has the property

$$\|X\|_{\tilde{g}} \leq \|X\|_{\tilde{u}_{i,k}^*g}$$

for all $X = X_q \in T_q D_{r_0}$; here $\tilde{g}$ is the canonical Euclidean metric on $D_{r_0}$. Recall our notation that if $(W, \tilde{g})$ is a Riemannian manifold, $p \in W$, and $\epsilon > 0$, then

$$O_{\tilde{g}}^\epsilon(p) := \{q \in W : \text{dist}_{\tilde{g}}(p, q) < \epsilon\}.$$

The proof of Proposition 2.7 is now split into three main steps: constructing the auxiliary manifold $\tilde{S}$, constructing (almost) reparameterizations $\psi_k: \tilde{S} \to S_k$, and then showing that these maps have the desired properties. We approach these steps in order, and begin with a rather technical result.

Lemma 4.1 Fix $r_1 \in (0, r_0)$, and suppose $\rho \in D^j_{r_1}$ and $\rho' \in D^j_{r_1}$ and

$$\text{dist}_{\tilde{u}_{i,k}^*g}(\phi_{i,k}(\rho), \phi_{j,k}(\rho')) \to 0.$$
Then for each \( \delta \in (0, (r_0 - r_1)/16) \) and all sufficiently large \( k \), the maps

\[
\phi_{j,k}^{-1} \circ \phi_{i,k} : \mathcal{O}_{2\delta}^{\tilde{u}_{i,k}^* g} (\rho) \rightarrow \mathcal{O}_{2\delta}^{\tilde{u}_{j,k}^* g} (\rho')
\]

are well defined, and they are smooth diffeomorphisms. Furthermore, with \( \rho \) and \( \rho' \) as above and for which (16) holds, and for any points \( \tilde{\rho} \in \mathcal{O}_{\delta}^{\tilde{u}_{i,\infty}^* g} (\rho) \) and \( \tilde{\rho}' \in \mathcal{O}_{\delta}^{\tilde{u}_{j,\infty}^* g} (\rho') \) with \( \tilde{u}_{i,\infty}(\tilde{\rho}) = \tilde{u}_{j,\infty}(\tilde{\rho}') \) we have

\[
\text{dist}_{\tilde{u}_{k}^* g} (\phi_{i,k}(\tilde{\rho}), \phi_{j,k}(\tilde{\rho}')) \rightarrow 0,
\]

and the maps in (17) with domains restricted to \( \mathcal{O}_{\delta}^{\tilde{u}_{i,\infty}^* g} (\rho) \) converge in \( C^\infty \) to the map

\[
\tilde{u}_{j,\infty}^{-1} \circ \tilde{u}_{i,\infty} : \mathcal{O}_{\delta}^{\tilde{u}_{i,\infty}^* g} (\rho) \rightarrow \mathcal{O}_{\delta}^{\tilde{u}_{j,\infty}^* g} (\rho').
\]

**Proof** We begin by fixing \( k_0 \in \mathbb{N} \) so that for all \( k \geq k_0 \) we have

\[
\text{dist}_{\tilde{u}_{k}^* g} (\phi_{i,k}(\rho), \phi_{j,k}(\rho')) < \delta.
\]

Next we note that

\[
\phi_{i,k} : \mathcal{O}_{2\delta}^{\tilde{u}_{i,k}^* g} (\rho) \rightarrow \mathcal{O}_{2\delta}^{\tilde{u}_{i,k}^* g} (\phi_{i,k}(\rho))
\]

is a diffeomorphism; this follows as a consequence of inequality (15), namely

\[
\mathcal{O}_{2\delta}^{\tilde{u}_{i,k}^* g} (\rho) \subset \mathcal{O}_{2\delta}^{\tilde{g}_{j}^* g} \subset \mathcal{D}_{r_0}^j;
\]

a similar statement holds with \( i \) and \( \rho \) replaced with \( j \) and \( \rho' \) respectively. Thus to prove the maps in (17) are smooth diffeomorphisms, it is sufficient to prove that

\[
\phi_{i,k}(\mathcal{O}_{2\delta}^{\tilde{u}_{i,k}^* g} (\rho)) \subset \phi_{j,k}(\mathcal{D}_{r_0}^j).
\]

To that end, we fix \( \tilde{\rho} \in \mathcal{D}_{r_0}^j \) such that \( \text{dist}_{\tilde{u}_{i,k}^* g} (\rho, \tilde{\rho}) < 2\delta \). It then follows that \( \text{dist}_{\tilde{u}_{k}^* g} (\phi_{i,k}(\rho), \phi_{i,k}(\tilde{\rho})) < 2\delta \). By (16) and the triangle inequality, it follows that \( \text{dist}_{\tilde{u}_{k}^* g} (\phi_{j,k}(\rho'), \phi_{i,k}(\tilde{\rho})) < 3\delta \), or in other words \( \phi_{i,k}(\tilde{\rho}) \in \mathcal{O}_{3\delta}^{u_{k}^* g} (\phi_{j,k}(\rho')) \). However, since \( 3\delta < (r_0 - r_1) \) it again follows from (15) that

\[
\phi_{i,k}(\tilde{\rho}) \in \mathcal{O}_{3\delta}^{u_{k}^* g} (\phi_{j,k}(\rho')) \subset \phi_{j,k}(\mathcal{D}_{r_0}^j).
\]

Since \( \tilde{\rho} \) was an arbitrary point in \( \mathcal{O}_{2\delta}^{\tilde{u}_{i,k}^* g} (\rho) \), we see that we have proved (21), and thus the maps in (17) are smooth diffeomorphisms.

To prove the next part of the lemma we assume that \( \tilde{\rho} \in \mathcal{O}_{\delta}^{\tilde{u}_{i,\infty}^* g} (\rho) \) and \( \tilde{\rho}' \in \mathcal{O}_{\delta}^{\tilde{u}_{j,\infty}^* g} (\rho') \) with \( \tilde{u}_{i,\infty}(\tilde{\rho}) = \tilde{u}_{j,\infty}(\tilde{\rho}') \), and we will show that (18) holds. Indeed, since the sequences of maps \( \tilde{u}_{i,k} \) and \( \tilde{u}_{j,k} \) converge in \( C^\infty \), it follows that for all sufficiently large \( k \), we have

\[
\text{dist}_{\tilde{u}_{k}^* g} (\phi_{j,k}(\rho'), \phi_{j,k}(\tilde{\rho}')) < 2\delta,
\]
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and thus by (17) we can define

\[ \tilde{\rho}'_k := \phi_{i,k}^{-1} \circ \phi_{j,k}(\tilde{\rho}') \in O_{2\delta}^{\tilde{\rho}'_k g}(\rho) \subset \tilde{D}_i^{(r_0+3r_1)/4} \subset \mathcal{D}_r^i. \]

Passing to a subsequence, we may assume the \( \tilde{\rho}'_k \) converge to \( \tilde{\rho}' \in \mathcal{D}_r^i \). We then find

\[ \tilde{u}_{i,\infty}(\tilde{\rho}'_\infty) = \lim_{k \to \infty} \tilde{u}_{i,k}(\tilde{\rho}'_k) = \lim_{k \to \infty} u_k(\phi_{j,k}(\tilde{\rho}')) = \tilde{u}_{j,\infty}(\tilde{\rho}') = \tilde{u}_{i,\infty}(\tilde{\rho}). \]

However, since \( \tilde{u}_{i,\infty} : \mathcal{D}_r^i \to M \) is an embedding, it follows that \( \tilde{\rho} = \tilde{\rho}'_\infty \); consequently \( \text{dist}\tilde{u}_{i,k}^* g(\tilde{\rho}, \phi_{i,k}^{-1} \circ \phi_{j,k}(\tilde{\rho}')) \to 0 \), and thus (18) holds.

To prove the last part of the lemma, we observe that \( \phi_{j,k}^{-1} \circ \phi_{i,k} = \tilde{u}_{j,k}^{-1} \circ \tilde{u}_{i,k} \) which converges in \( C^\infty \) to \( \tilde{u}_{j,\infty}^{-1} \circ \tilde{u}_{i,\infty} \). This completes the proof of Lemma 4.1.

For clarity, now we define

\[ \mathcal{U}_{ij} := \mathcal{D}_1^i \cap \tilde{u}_{i,\infty}^{-1}(\tilde{u}_{j,\infty}(\mathcal{D}_1^j)) \quad \text{and} \quad \tilde{\mathcal{U}}_{ij} := \tilde{D}_1^i \cap \tilde{u}_{i,\infty}^{-1}(\tilde{u}_{j,\infty}(\tilde{D}_1^j)); \]

we note that \( \tilde{\mathcal{U}}_{ij} \) is closed and contains the closure of \( \mathcal{U}_{ij} \) in \( \mathcal{D}_r^i \). Next for \( \delta \) as above, and for each \( i, j \in \{1, \ldots, n\} \) for which \( \mathcal{U}_{ij} \neq \emptyset \), and for \( \ell = 1, \ldots, m_{ij} \) we let \( \rho_{ij\ell} \in \tilde{\mathcal{U}}_{ij} \) be points such that

\[
\tilde{\mathcal{U}}_{ij} \subset \bigcup_{\ell=1}^{m_{ij}} O_\delta^{\tilde{u}_{ij}^* g}(\rho_{ij\ell}) \subset \mathcal{D}_r^i.
\]

Note that the finiteness of the \( \{\rho_{ij1}, \rho_{ij2}, \ldots\} \) is a consequence of the fact that \( \tilde{\mathcal{U}}_{ij} \subset \mathcal{D}_r^i \) is compact and \( \bigcup_{\rho \in \tilde{\mathcal{U}}_{ij}} O_\delta^{\tilde{u}_{ij}^* g}(\rho) \) is an open cover of \( \tilde{\mathcal{U}}_{ij} \). Next, define \( \rho_{ij\ell}' \in \tilde{D}_1^i \) to be the unique point for which \( \tilde{u}_{j,\infty}(\rho_{ij\ell}') = \tilde{u}_{i,\infty}(\rho_{ij\ell}) \). Now, since the set of points \( \{\rho_{ij\ell}'\} \) is finite we may pass to a subsequence (still denoted with subscripts \( k \) ) so that for each pair \( (\rho_{ij\ell}, \rho_{ij\ell}') \) one of the two statements holds:

\[
\begin{align*}
(1) & \liminf_{k \to \infty} \text{dist}_{\tilde{u}_{ij}^* g}(\phi_{i,k}(\rho_{ij\ell}), \phi_{j,k}(\rho_{ij\ell}')) > 0 \\
(2) & \lim_{k \to \infty} \text{dist}_{\tilde{u}_{ij}^* g}(\phi_{i,k}(\rho_{ij\ell}), \phi_{j,k}(\rho_{ij\ell}')) = 0.
\end{align*}
\]

Thus we may define \( P_{ij} \subset \{\rho_{ij1}, \ldots, \rho_{ijm_{ij}}\} \) to be those points which satisfy the second condition. For convenience we also define \( P_{ij}' := \tilde{u}_{j,\infty}^{-1} \circ \tilde{u}_{i,\infty}(P_{ij}) \). As a consequence of Lemma 4.1, it follows that the sets

\[ \tilde{\mathcal{U}}_{ij} := \mathcal{D}_1^i \cap \bigcup_{\rho \in P_{ij}'} \tilde{u}_{i,\infty}^{-1} \circ \tilde{u}_{j,\infty}(O_\delta^{\tilde{u}_{ij}^* g}(\rho) \cap \mathcal{D}_1^j) \]

are open, and the maps denoted by \( \tilde{u}_{j,\infty}^{-1} \circ \tilde{u}_{i,\infty} : \tilde{\mathcal{U}}_{ij} \to \tilde{\mathcal{U}}_{ij} \) are smooth diffeomorphisms. We now provide a convenient characterization of the \( \tilde{\mathcal{U}}_{ij} \).
Lemma 4.2 (Characterization of $\tilde{U}_{ij}$) Having passed to the subsequence as above, we suppose that $\rho \in \mathcal{D}^i_{r_1}$, $\rho' \in \mathcal{D}^j_{r_1}$, and

$$\liminf_{k \to \infty} \operatorname{dist}_{u^*_k g} \left( \phi_{i,k}(\rho), \phi_{j,k}(\rho') \right) = 0. \tag{24}$$

Then $\rho \in \tilde{U}_{ij}$, $\rho' \in \tilde{U}_{ji}$, and $\tilde{u}_{i,\infty}(\rho) = \tilde{u}_{j,\infty}(\rho')$. Also, if $\rho \in \tilde{U}_{ij}$, $\rho' \in \tilde{U}_{ji}$, and $\tilde{u}_{i,\infty}(\rho) = \tilde{u}_{j,\infty}(\rho')$ then

$$\lim_{k \to \infty} \operatorname{dist}_{u^*_k g} \left( \phi_{i,k}(\rho), \phi_{j,k}(\rho') \right) = 0. \tag{25}$$

**Proof** As we shall see, this result follows quickly from the definition of the $\tilde{U}_{ij}$ and Lemma 4.1. We begin by noting that if $\rho$ and $\rho'$ are as in the first part of the lemma, and if (24) holds, then since the sequences of points $\tilde{u}_{i,k}(\rho)$ and $\tilde{u}_{j,k}(\rho')$ converge, it follows that $\tilde{u}_{i,\infty}(\rho) = \tilde{u}_{j,\infty}(\rho')$, and thus $\rho \in \tilde{U}_{ij}$ and $\rho' \in \tilde{U}_{ji}$. By construction, there exists $\rho_{ij_0} \in \tilde{U}_{ij}$ and $\rho'_{ij_0} \in \tilde{U}_{ji}$ which satisfy

1. $\tilde{u}_{i,\infty}(\rho_{ij_0}) = \tilde{u}_{j,\infty}(\rho'_{ij_0})$
2. $\operatorname{dist}_{\tilde{u}_{i,\infty}}(\rho, \rho_{ij_0}) < \delta$
3. either
   (a) $\lim_{k \to \infty} \operatorname{dist}_{u^*_k g} \left( \phi_{i,k}(\rho_{ij_0}), \phi_{j,k}(\rho'_{ij_0}) \right) = 0$, or
   (b) $\liminf_{k \to \infty} \operatorname{dist}_{u^*_k g} \left( \phi_{i,k}(\rho_{ij_0}), \phi_{j,k}(\rho'_{ij_0}) \right) > 0$.

Since (24) holds it follow from Lemma 4.1 that property (3a) must hold. It then follows from the definition of the $\tilde{U}_{ij}$, that $\rho \in \tilde{U}_{ij}$, and thus $\rho' \in \tilde{U}_{ji}$.

To prove the second part of the lemma we note that if $\rho \in \tilde{U}_{ij}$ and $\rho' \in \tilde{U}_{ji}$, with $\tilde{u}_{i,\infty}(\rho) = \tilde{u}_{j,\infty}(\rho')$, then again by construction there exist $\rho_{ij_0} \in \tilde{U}_{ij}$ and $\rho'_{ij_0} \in \tilde{U}_{ji}$ which satisfy properties (1), (2) and (3) above. Observe that since $\rho \in \tilde{U}_{ij}$, it follows from the definition of the $\tilde{U}_{ij}$ that it must be the case that property (3)(a) holds. By Lemma 4.1 it then follows that (25) must also hold. \qed

Later it will be convenient to have the following corollary at our disposal.

**Corollary 4.3** For each $r_4 \in (0, r_1)$ there exists $k_0 \in \mathbb{N}$ and $\epsilon > 0$ such that the following holds. If $k \geq k_0$, $\rho \in \mathcal{D}^i_{r_4}$, $\rho' \in \mathcal{D}^j_{r_4}$, $i \neq j$, and

$$\operatorname{dist}_{u^*_k g} \left( \phi_{i,k}(\rho), \phi_{j,k}(\rho') \right) < \epsilon,$$

then $\rho \in \tilde{U}_{ij}$ and $\rho' \in \tilde{U}_{ji}$. Furthermore, for each compact set $\mathcal{V} \subset \tilde{U}_{ij}$, and each open set $\mathcal{O} \subset \mathcal{D}^j_{r_4}$ for which $\tilde{u}_{i,\infty}^{-1} \circ \tilde{u}_{i,\infty}(\mathcal{V}) \subset \mathcal{O}$ there exists a $k_0 \in \mathbb{N}$ such that $\phi_{i,k}(\mathcal{V}) \subset \phi_{j,k}(\mathcal{O})$ for all $k \geq k_0$.  
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Proof Suppose not. Then for some \( r_4 \in (0, r_1) \) (and after possibly passing to a subsequence) there exist some \( i \neq j \) and sequences of points \( \rho_k \in D_{r_4}^i \) and \( \rho'_k \in D_{r_4}^j \), such that

\[
\text{dist}_{u_k^*} g(\phi_{i,k}(\rho_k), \phi_{j,k}(\rho_k')) \to 0,
\]

and \( \rho_k \notin \tilde{U}_{ij} \). After passing to a further subsequence, we assume that these sequences converge: \( \rho_k \to \rho_{\infty} \in \overline{D}_{r_4}^i \) and \( \rho'_k \to \rho'_{\infty} \in \overline{D}_{r_4}^j \). By the uniform convergence of the \( \tilde{u}_{i,k} \) and \( \tilde{u}_{j,k} \) it follows that \( \tilde{u}_{i,\infty}(\rho_{\infty}) = \tilde{u}_{j,\infty}(\rho'_{\infty}) \), or in other words \( \rho_{\infty} \in U_{ij} \) and \( \rho'_{\infty} \in U_{ji} \). Furthermore,

\[
\text{dist}_{\tilde{u}_{i,k}^*} \tilde{g}(\phi_{i,k}(\rho_{\infty}), \phi_{j,k}(\rho'_{\infty})) \leq \text{dist}_{\tilde{u}_{i,k}^*} \tilde{g}(\rho_k, \rho_{\infty}) + \text{dist}_{u_k^*} g(\phi_{i,k}(\rho_k), \phi_{j,k}(\rho'_k)) + \text{dist}_{\tilde{u}_{j,k}^*} \tilde{g}(\rho'_k, \rho'_{\infty}) \to 0.
\]

Thus by Lemma 4.2, we have \( \rho_{\infty} \in \tilde{U}_{ij} \), but the latter is an open set, so \( \rho_k \in \tilde{U}_{ij} \) for all sufficiently large \( k \). This contradiction completes the proof of the first part of the corollary.

To prove the second part, argue by contradiction. Indeed, if the second part were not true, then there would exist a closed (and hence compact) set \( V \subset \tilde{U}_{ij} \) and open set \( O \subset D_{r_1}^j \) which contains the image of \( V \) via \( \tilde{u}_{j,\infty}^{-1} \circ \tilde{u}_{i,\infty} \) with the property that there exist arbitrarily large \( k \in \mathbb{N} \) for which \( \phi_{i,k}(V) \nsubseteq \phi_{j,\infty}(O) \). After passing to a further subsequence, one constructs a sequence of points \( \hat{\rho}_k \subset V \) which converge to \( \hat{\rho}_{\infty} \in V \) and have the property that

\[
\liminf \text{dist}_{u_k^*} g(\phi_{i,k}(\hat{\rho}_k), \phi_{j,k} \circ \tilde{u}_{j,\infty}^{-1} \circ \tilde{u}_{i,\infty}(V)) > 0.
\]

However, this implies that

\[
\liminf \text{dist}_{u_k^*} g(\phi_{i,k}(\hat{\rho}_{\infty}), \phi_{j,k} \circ \tilde{u}_{j,\infty}^{-1} \circ \tilde{u}_{i,\infty}(\hat{\rho}_{\infty})) > 0,
\]

but this of course is a contradiction since \( \hat{\rho}_{\infty} \in V \subset \tilde{U}_{ij} \). This completes the proof of the corollary.

We now define the topological space \( S_\infty := \bigsqcup_{i=1}^n D_{r_1}^i / \sim \) where \( \rho \sim \rho' \) provided \( \rho \in \tilde{U}_{i,j}, \rho' \in \tilde{U}_{j,i} \), and \( \tilde{u}_{i,\infty}(\rho) = \tilde{u}_{j,\infty}(\rho') \). We now claim the following.

Lemma 4.4 \( S_\infty \) is a smooth manifold.

The proof of Lemma 4.4 is elementary; we do not provide it here. We now turn our attention to constructing the desired reparameterizations of the \( u_k \). To that end we
define the local normal bundles $\pi_i: \mathcal{E}^i \to \tilde{u}_{i,\infty}(D^i_{r_1})$ with total space
\[ \mathcal{E}^i := \{ X \in T_pM : p = \tilde{u}_{i,\infty}(\rho) \text{ and } 0 = (X, Y)_g \forall Y \in T_p\tilde{u}_{i,\infty}(D^i_{r_1}) \}. \]

Given a smooth unitary trivialization $\Phi_i: \mathcal{E}^i \to \tilde{u}_{i,\infty}(D^i_{r_1}) \times \mathbb{R}^{\dim M - \dim S}$ we can consider the map
\[ \Psi_i: \tilde{u}_{i,\infty}(D^i_{r_1}) \times \mathcal{B}_\epsilon \to M \]
\[ \Psi_i(\rho, X) := \exp^g_{\pi_i \circ \Phi_i^{-1}(\rho, X)} \left( \Phi_i^{-1}(\rho, X) \right), \]
which is a diffeomorphism with its image provided $\epsilon > 0$ is sufficiently small; here $\mathcal{B}_\epsilon := \{ \mathbb{R}^{\dim M - \dim S} : \| X \| < \epsilon \}$, and $\exp^g$ is the exponential map associated to the metric $g$. Since $i = 1, \ldots, n$, let us suppose that $\epsilon$ is sufficiently small so that each of these maps is a diffeomorphism with its image, and let us denote these images by $N^i$. Recall that by construction the maps $\tilde{u}_{j,\infty}^{-1} \circ \tilde{u}_{i,\infty}: \tilde{u}_{ij} \to \tilde{u}_{ji}$ are diffeomorphisms. Thus by construction of the $\Psi_i$ we see that the maps
\[ \Psi_j^{-1} \circ \Psi_i: \tilde{u}_{i,\infty}(\tilde{u}_{ij}) \times \mathcal{B}_\epsilon \to \tilde{u}_{j,\infty}(\tilde{u}_{ji}) \times \mathcal{B}_\epsilon \]
are bundle isomorphisms. In other words these maps are homomorphisms (in fact diffeomorphisms) for which $\text{pr}_1 \circ \Psi_j^{-1} \circ \Psi_i = \text{pr}_1$, and the $\Psi_j^{-1} \circ \Psi_i$ are linear maps on the fibers; here $\text{pr}_1$ is the canonical projection to the first component of the cartesian product. It will also be convenient to define the maps
\[ \tilde{\pi}_i: N^i \to D^i_{r_1} \quad \text{by} \quad \tilde{\pi}_i := \tilde{u}_{i,\infty}^{-1} \circ \text{pr}_1 \circ \Psi_i^{-1}. \]
We also recall that the maps $\tilde{u}_{i,k} := u_k \circ \phi_{i,k}: D^i_{r_1} \to M$ converge to $\tilde{u}_{i,\infty}$, and thus it follows that for each $r_2 \in (0, r_1)$ we have $\tilde{u}_{i,k}(D^i_{r_2}) \subset N^i$ for all sufficiently large $k$. Furthermore for all sufficiently large $k$ the maps given by $\tilde{\pi}_i \circ \tilde{u}_{i,k}: D^i_{r_2} \to D^i_{r_1}$ are diffeomorphisms with their images. In fact,
\[ \tilde{\pi}_i \circ \tilde{u}_{i,k} \to \text{Id} \quad \text{in} \quad C^\infty(D^i_{r_2}, D^i_{r_1}). \]
Consequently, for each $r_3 \in (0, r_2)$, and for all sufficiently large $k$, we have
\[ D^i_{r_3} \subset \tilde{\pi}_i \circ \tilde{u}_{i,k}(D^i_{r_2}) \quad \text{and} \quad \tilde{\pi}_i \circ \tilde{u}_{i,k}(D^i_{r_3}) \subset D^i_{r_2}, \]
in which case we can define the maps
\[ \psi_{i,k}: D^i_{r_3} \to S_k \quad \text{by} \quad \psi_{i,k} := \phi_{i,k} \circ (\tilde{\pi}_i \circ \tilde{u}_{i,k})^{-1}. \]
Fix $r_4 \in (0, r_3)$ and define the sets $\tilde{u}_{ij} := D^i_{r_4} \cap \tilde{u}_{i,\infty}^{-1} \circ \tilde{u}_{j,\infty}(D^i_{r_4} \cap \tilde{u}_{ji})$, and the smooth manifold
\[ \tilde{S}_\infty := \bigsqcup_{i=1}^n D^i_{r_4} / \sim. \]
where \( \rho \sim \rho' \) provided \( \rho \in \hat{\mathcal{U}}_{ij} \rho' \in \hat{\mathcal{U}}_{ji} \) and \( \tilde{u}_{i,\infty}(\rho) = \tilde{u}_{j,\infty}(\rho') \). With these definitions made, we now claim the following.

**Lemma 4.5** The maps \( \psi_{i,k} \) defined above, with domains restricted to \( \mathcal{D}_{r_4} \), descend to smooth maps \( \psi_k : \tilde{S}_\infty \to S_k \).

**Proof** We begin by comparing the \( \phi_{i,k} \) to the \( \psi_{i,k} \). Indeed, by applying \( \psi_{i,k} \) to each side of the second containment of (28) we see that

\[
\phi_{i,k}(\mathcal{D}^i_{r_3}) \subset \psi_{i,k}(\mathcal{D}^i_{r_2}),
\]

and thus the maps \( \psi_{i,k}^{-1} \circ \phi_{i,k} : \mathcal{D}^i_{r_3} \to \mathcal{D}^i_{r_2} \) are well defined. Furthermore,

\[
\psi_{i,k}^{-1} \circ \phi_{i,k} = (\phi_{i,k} \circ (\tilde{\pi}_i \circ \tilde{u}_{i,k})^{-1})^{-1} \circ \phi_{i,k} = \tilde{\pi}_i \circ \tilde{u}_{i,k} \to \text{Id} \quad \text{in } C^\infty(\mathcal{D}^i_{r_3}, \mathcal{D}^i_{r_2}),
\]

where the convergence in the last line follows from (27). Consequently for all sufficiently large \( k \), the maps \( \psi_{i,k} : \mathcal{D}^i_{r_3} \to \psi_{i,k}(\mathcal{D}^i_{r_3}) \subset S_k \) are diffeomorphisms. Recall **Lemma 4.2** which guarantees that if \( \rho \in \hat{\mathcal{U}}_{ij} \subset \hat{\mathcal{U}}_{ij} \), \( \rho' \in \hat{\mathcal{U}}_{ji} \subset \hat{\mathcal{U}}_{ji} \), and \( \tilde{u}_{i,\infty}(\rho) = \tilde{u}_{j,\infty}(\rho') \) then

\[
\lim_{k \to \infty} \text{dist}_{u_k^*g} (\phi_{i,k}(\rho), \phi_{j,k}(\rho')) = 0,
\]

and combining this with (30) yields

\[
\lim_{k \to \infty} \text{dist}_{u_k^*g} (\psi_{i,k}(\rho), \psi_{j,k}(\rho')) = 0.
\]

We now claim that for all sufficiently large \( k \), we have

\[
\psi_{j,k}(\hat{\mathcal{U}}_{ji}) \subset \psi_{i,k}(\tilde{\mathcal{U}}_{ij}) \quad \text{and} \quad \psi_{j,k}(\hat{\mathcal{U}}_{ji}) \subset \phi_{i,k}(\tilde{\mathcal{U}}_{ij}).
\]

Indeed, to see this observe that \( \text{cl}(\hat{\mathcal{U}}_{ji}) \subset \tilde{\mathcal{U}}_{ij} \), and \( \phi_{j,k}^{-1} \circ \psi_{j,k} \to \text{Id} \), so that by the latter part of **Corollary 4.3** we see that for all sufficiently large \( k \) we have

\[
\phi_{j,k} \circ \phi_{j,k}^{-1} \circ \psi_{j,k}(\hat{\mathcal{U}}_{ji}) \subset \phi_{i,k}(\tilde{\mathcal{U}}_{ij}).
\]

From this we conclude the second containment in (31). The first containment is similarly obtained from

\[
\phi_{j,k} \circ \phi_{j,k}^{-1} \circ \psi_{j,k}(\hat{\mathcal{U}}_{ji}) \subset \phi_{i,k} \circ \phi_{i,k}^{-1} \circ \psi_{i,k}(\tilde{\mathcal{U}}_{ij}).
\]
Now let $\rho \in \hat{U}_{ij}$ and $\rho' \in \hat{U}_{ji}$ with $\tilde{u}_{i,\infty}(\rho) = \tilde{u}_{j,\infty}(\rho')$; to prove the lemma, we must show that $\psi_{i,k}(\rho) = \psi_{j,k}(\rho')$. As a consequence of (31) there exist $\tilde{\rho}_k \in D^i_{r3}$ such that $\psi_{i,k}(\tilde{\rho}_k) = \psi_{j,k}(\rho')$. However, observe that

$$\tilde{u}_{j,\infty}(\rho') = \tilde{u}_{j,\infty} \circ \psi_{j,k}^{-1}(\psi_{j,k}(\rho'))$$

$$= \tilde{u}_{j,\infty} \circ \tilde{u}_{j,k} \circ \phi_{j,k}^{-1}(\psi_{j,k}(\rho'))$$

$$= \tilde{u}_{j,\infty} \circ \tilde{u}_{j,\infty}^{-1} \circ \text{pr}_1 \circ \psi_{j,\infty}^{-1} \circ u_k(\psi_{j,k}(\rho'))$$

$$= \text{pr}_1 \circ \psi_{j,\infty}^{-1} \circ \psi_j \circ \psi_i^{-1} \circ u_k(\psi_{j,k}(\rho'))$$

$$= \text{pr}_1 \circ \psi_i^{-1} \circ u_k(\psi_{j,k}(\rho'))$$

$$= \tilde{u}_{i,\infty} \circ \tilde{u}_{i,k} \circ u_k(\psi_{i,k}(\rho'))$$

$$= \tilde{u}_{i,\infty} \circ \tilde{u}_{i,k} \circ \phi_{i,k}^{-1}(\psi_{i,k}(\tilde{\rho}_k))$$

$$= \tilde{u}_{i,\infty}(\tilde{\rho}_k).$$

Recall that $\tilde{u}_{i,\infty}(\rho) = \tilde{u}_{j,\infty}(\rho')$, and thus $\tilde{u}_{i,\infty}(\tilde{\rho}_k) = \tilde{u}_{i,\infty}(\rho)$, however $\tilde{u}_{i,\infty}$ is an embedding. Therefore $\tilde{\rho}_k = \rho$, and thus $\psi_{i,k}(\rho) = \psi_{i,k}(\tilde{\rho}_k) = \psi_{j,k}(\rho')$, and thus the $\psi_{i,k}$ do indeed descend to maps $\psi_k$ on $\tilde{S}_\infty$. □

We are now ready to finish the proof of Proposition 2.7. We begin by observing that the above results hold for all $r_i$ whenever $0 < r_4 < r_3 < r_2 < r_1 < r$. Since the $\phi_{i,k}: D^i_r \to S_k$ form a sequence of uniformly robust $\mathcal{K}$–covers, it follows that we may choose $r_6 \in (0, r_4)$ so that the maps $\phi_{i,k}: D^i_{r_6} \to S_k$ also form a sequence of uniformly robust $\mathcal{K}$–covers of the $(u_k, S_k)$. We let $\tilde{\mathcal{K}} \subset \text{Int}(M)$ be a compact set (the existence of which is guaranteed by the definition of a robust cover) whose interior contains $\mathcal{K}$ and for which

$$u_k(S_k \setminus \bigcup_{i=1}^n \phi_{i,k}(D^i_{r_6})) \subset M \setminus \tilde{\mathcal{K}}$$

for all $k$. Next we observe that $u_k \circ \phi_{i,k} \to \tilde{u}_{i,\infty}$ in $C^\infty(D^i_{r_1}, M)$, and these limit maps descend to a smooth immersion $\tilde{u}_\infty: S_\infty \to M$. We have also seen that the maps $\psi_{i,k}: D^i_{r_4} \to S_k$ descend to $\psi_k: \tilde{S}_\infty \to S_k$, and they have the property that the sequence $u_k \circ \psi_k: \tilde{S}_\infty \to M$ converges in $C^\infty$. We then fix $r_5 \in (r_6, r_4)$ and define $\tilde{S} \subset \tilde{S}_\infty$ to be a compact region\(^5\) for which

$$\bigcup_{i=1}^n \phi_{i,k}(D^i_{r_6}) \subset \psi_k(\tilde{S}) \subset \bigcup_{i=1}^n \phi_{i,k}(D^i_{r_5}),$$

for all sufficiently large $k$. We then note that by (32) we have $u_k(S_k \setminus \psi_k(\tilde{S})) \subset M \setminus \tilde{\mathcal{K}}$. Thus all that remains to finish the proof is to show the maps $\psi_k: \tilde{S} \to S_k$

\(^5\)See Definition 2.1.
are diffeomorphisms with their images. Since \( \psi_{i,k}^{-1} \circ \phi_{i,k} \rightarrow \text{Id} \) in \( C^\infty(D_{r_3}, D_{r_2}) \), it follows that the \( \psi_k \) are immersions, and since \( \dim \tilde{S} = \dim S_k \) it follows that it is sufficient to show that the \( \psi_k: \tilde{S} \rightarrow S_k \) are one-to-one for all sufficiently large \( k \).

To prove this, suppose not. Then after possibly passing to a subsequence, there exist sequences of points \([\rho_k], [\rho'_k] \in \tilde{S} \subset \tilde{S}_\infty \) with representatives \( \rho_k \in D_{r_5}^i \) and \( \rho'_k \in D_{r_5}^j \) for which neither \( i \) nor \( j \) depend on \( k \), \([\rho_k] \not= [\rho'_k] \), and \( \psi_{i,k}(\rho_k) = \psi_{j,k}(\rho'_k) \). Next observe that the \( \psi_{i,k}: D_{r_3}^j \rightarrow \psi_{i,k}(D_{r_3}^j) \) are diffeomorphisms for all sufficiently large \( k \) (and similarly for \( j \)), so if \( i = j \), then \( \rho_k = \rho'_k \) and hence \([\rho_k] = [\rho'_k] \in \tilde{S} \) which is a contradiction. Thus we henceforth assume that \( i \not= j \).

Since \( \psi_{i,k}(\rho_k) = \psi_{j,k}(\rho'_k) \in S_k \), and \( \psi_{i,k}^{-1} \circ \phi_{i,k} \rightarrow \text{Id} \) in \( C^\infty(D_{r_3}^i) \) and similarly for \( j \), we conclude that \( \text{dist}_{U_k^i \times \tilde{D}_k} (\phi_{i,k}(\rho_k), \phi_{j,k}(\rho'_k)) \rightarrow 0 \). We then apply the first part of Corollary 4.3, and conclude that for all sufficiently large \( k \), \( \rho_k \in \tilde{U}_{ij} \cap D_{r_5}^i \) and \( \rho'_k \in \tilde{U}_{ji} \cap D_{r_5}^j \). Consequently for all sufficiently large \( k \) there exist \( \tilde{\rho}_k \in \tilde{U}_{ij} \subset D_{r_1}^i \) with the property that \( \tilde{u}_{i,\infty}(\tilde{\rho}_k) = \tilde{u}_{i,\infty}(\rho'_k) \). Our goal now is to show that for some large \( k \), we have \( \tilde{\rho}_k \in D_{r_4}^i \). Indeed, if this were true, then \( \psi_{i,k}(\tilde{\rho}_k) \) is well defined; furthermore, \( \tilde{\rho}_k \in \tilde{U}_{ij} \cap D_{r_4}^i \) and \( \tilde{\rho}^{-1}_k \circ \tilde{u}_{i,\infty}(\tilde{\rho}_k) = \rho'_k \in \tilde{U}_{ji} \cap D_{r_4}^j \) (in other words, \( \tilde{\rho}_k \in \tilde{U}_{ij} \)), so that \( \psi_{i,k}(\tilde{\rho}_k) = \psi_{j,k}(\rho'_k) \). However by assumption \( \psi_{i,k}(\rho_k) = \psi_{j,k}(\rho'_k) \), so \( \psi_{i,k}(\rho_k) = \psi_{i,k}(\tilde{\rho}_k) \); but for all sufficiently large \( k \), \( \psi_{i,k} \) is a diffeomorphism with its image, so we conclude that \( \rho_k = \tilde{\rho}_k \). Then we would have shown that \( \rho_k \in \tilde{U}_{ij} \cap D_{r_4}^i \), \( \rho'_k \in \tilde{U}_{ji} \cap D_{r_4}^j \), and \( \tilde{u}_{i,\infty}(\rho_k) = \tilde{u}_{j,\infty}(\rho'_k) \). In other words \([\rho_k] = [\rho'_k] \in \tilde{S} \), which is the desired contradiction.

We have so far shown that to complete the proof of Proposition 2.7, it is sufficient to show that for some large \( k \), we have \( \tilde{\rho}_k \in D_{r_4}^i \). To that end, we pass to a further subsequence so that \( \rho_k \rightarrow \rho_\infty \in \text{cl}(\tilde{U}_{ij}) \cap \text{cl}(D_{r_3}^i) \), and \( \tilde{\rho}_k \rightarrow \tilde{\rho}_\infty \in \text{cl}(D_{r_1}^i) \). By the definition of \( \tilde{\rho}_k \) and \( \tilde{\rho}_\infty \), and the uniform convergence of the \( \tilde{u}_{i,k} \) and \( \tilde{u}_{j,k} \) to an embedding, it follows that \( \tilde{u}_{i,\infty}(\rho_\infty) = \tilde{u}_{i,\infty}(\tilde{\rho}_\infty) \). Consequently, for all sufficiently large \( k \) we have \( \tilde{\rho}_k \in D_{r_4}^i \), and due to the discussion in the previous paragraph, this shows that we have completed the proof of Proposition 2.7.

\[ \square \]

4.2 Proof of Proposition 3.9

In what follows, it will be convenient to have the following notation:

\[ (33) \quad \Sigma_\mu := (\mathbb{R}/2\pi \mathbb{Z}) \times [0, \mu), \]

with \( \mu \in \mathbb{R}^+ \cup \{ \infty \} \). We shall call the product metric \( \bar{g} := dx^2 + dy^2 \) the standard metric on \( \Sigma_\mu \), and \([\bar{g}]\) the standard conformal structure. We also abuse notation by defining \( \Sigma_0 := (\mathbb{R}/2\pi \mathbb{Z}) \times \{0\} \). Also, by assumption \( S \) has a finite number
of connected components, so without loss of generality we shall assume that $S$ is connected.

Much of the proof is standard, so we focus primarily on the less standard aspects, namely showing the existence of reparameterizations of the $u_k$: $S \to M$ which have the desired boundary convergence. To that end we recall several important results.

**Lemma 4.6** (Uniformization) Let $(S, g)$ be a smooth connected compact Riemannian manifold of dimension two with boundary, and consider the finite set $\Gamma \subset S \setminus \partial S$. If $\chi(S) - \#\Gamma < 0$, then there exists a unique smooth geodesically complete metric $h$ on $\hat{S} := S \setminus \Gamma$ in the conformal class of $g$ such that $\text{Area}_h(\hat{S}) < \infty$; furthermore the Gauss curvature of $h$ is identically $-1$, and the boundary components of $S$ are all $h$–geodesics.

**Proof** This is a well known result. A proof via variational partial differential equation methods in the case that $\Gamma = \emptyset = \partial S$ case was provided by Tromba in [11]. The case with boundary can be treated by modifying the argument in [11] to consider an associated Neumann boundary value problem. The case with punctures can be treated by removing disks of arbitrarily small radius centered at points in $\Gamma$ and taking limits.

**Lemma 4.7** (Conformal distance) Consider the half-cylinders $\Sigma_\mu$ endowed with the standard conformal structure and with moduli $\mu \in \mathbb{R}^+ \cup \{\infty\}$. Then for each number $r > 0$ there exists a number $\ell = \ell(r) > 0$ with the following significance. If $U \subset \Sigma_\mu$ is conformally diffeomorphic to $\Sigma_r$, and $\Sigma_0 \subset U$, then $\Sigma_\ell \subset U$.

**Proof** This is a restatement of Lemma 2.1 of [7].

**Lemma 4.8** (Quasiconformal estimate) Let $(S, g)$ be a two dimensional Riemannian manifold, and let $\Sigma_\mu$ be equipped with the standard metric and conformal structure as above. Suppose furthermore there is an annular region $A \subset S$ and a diffeomorphism (but not necessarily conformal) $\psi: \Sigma_\mu \to A$ for which

$$\sup_{\rho \in \Sigma_\mu} \| T\rho \psi \| \| T\psi(\rho) \psi^{-1} \| \leq C < \infty,$$

where $\| \cdot \|$ denotes the norm of a linear map between normed vector spaces. Then, letting $\text{mod}_{[g]}(A)$ denote the modulus of the cylinder $(A, [g]) \subset (S, [g])$, we have

$$C^{-1} \mu \leq \text{mod}_{[g]}(A) \leq C \mu.$$

**Proof** By the uniformization theorem, it is sufficient to prove the result for $S = \mathbb{R}^2$ with the standard conformal structure. The result then follows from Lemmas 2.3.1 and 2.3.2 in [10].
The following lemma follows from a straight-forward computation. We state the result here for convenient reference later.

**Lemma 4.9** (Model hyperbolic cylinder) The metric

\[
h := \cosh^2(t)ds^2 + dt^2
\]
on \mathbb{R}^2, satisfies the following properties.

1. \( h \) is a hyperbolic metric; ie \( h \) has constant Gauss curvature equal to \(-1\).
2. If \((S, \tilde{h})\) is a two-dimensional Riemannian manifold equipped with a hyperbolic metric \(\tilde{h}\), and \(\alpha: (s_0, s_1) \to S\) is an \(\tilde{h}\)-unit speed geodesic, and \(v\) is a continuous \(\tilde{h}\)-unit normal vector field along \(\alpha\), then

\[
\phi(s, t) = \exp_{\alpha(s)}(tv).
\]
3. The metric \( h \) descends to \((\mathbb{R}/\ell \mathbb{Z}) \times \mathbb{R}\). Furthermore the map given by

\[
\tilde{\phi}: (\mathbb{R}/\ell \mathbb{Z}) \times \mathbb{R} \to (\mathbb{R}/2\pi \mathbb{Z}) \times (\pi^2 \ell^{-1}, \pi^2 \ell^{-1})
\]

\[
\tilde{\phi}(s, t) = ([2\pi \ell^{-1} s], 2\pi \ell^{-1} \arctan(\sinh(t)))
\]
is a conformal diffeomorphism for the conformal structures associated to \( h \) on the domain of \(\tilde{\phi}\) and the standard Euclidean metric on the range of \(\tilde{\phi}\).

Let us now proceed with the proof of **Proposition 3.9**.

**Lemma 4.10** (Convenient marked points) With \((S, j_k)\) as in **Proposition 3.9**, and \( S \) connected, there exists a sequence of finite sets \(\Gamma_k \subset S \setminus \partial S\) with the following properties.

1. \#\(\Gamma_k\) = \(N\)
2. \(\chi(S) - \#\Gamma_k < 0\)
3. The hyperbolic metrics \(h_k\) on \(S \setminus \Gamma_k\) guaranteed by **Lemma 4.6**, have the property that each connected component of \(\partial S\) has length uniformly bounded away from \(0\) and \(\infty\).

**Proof** Observe that if \(\partial S = \emptyset\), then **Lemma 4.10** is trivially true, so henceforth we assume \(\partial S \neq \emptyset\). Letting \(\psi_{i,k}: \Sigma_\epsilon = S^1 \times [0, \epsilon) \to S\) be the maps as in the assumptions of **Proposition 3.9**, we denote the metrics \(\tilde{g}_{i,k} := (u_k \circ \psi_{i,k})^*g_{i,k}\), which converge in \(C^\infty\) to the metrics \(\tilde{g}_{i,\infty}\) on \(\Sigma_\epsilon\). By the uniformization theorem (and possibly restricting the domains of the \(\psi_{i,k}\)) we may assume that for each \(i\) we have \(\tilde{g}_{i,\infty} = e^{f_i}(dx^2 + dy^2)\); in other words the limiting conformal structures on \(\Sigma_\epsilon\) are standard. We then define \(\tilde{\Gamma}_{i,k} := \{\psi_{i,k}(0, \epsilon/4), \psi_{i,k}(0, \epsilon/3), \psi_{i,k}(0, \epsilon/2)\}\), and
\( \tilde{\Gamma}_k := \bigcup_i \tilde{\Gamma}_{i,k} \). Since \( S \) is connected with at least one boundary component, it follows that \( \chi(S) - \#\tilde{\Gamma}_k < 0 \); we then let \( \tilde{h}_k \) be the hyperbolic metrics on \( S \setminus \tilde{\Gamma}_k \) guaranteed by Lemma 4.6.

We now claim that the \( \tilde{h}_k \) length of each boundary component of \( S \) is uniformly bounded. To prove this, we observe that since the \( \tilde{\mathbb{g}} \in \epsilon_k \mathbb{W} \) on \( \Sigma \), it follows from Lemma 4.8 that each boundary component of \( S \) has an annular neighborhood of modulus at least \( \epsilon / 5 \). Then Lemma 4.9 guarantees that the \( \tilde{h}_k \)–lengths of the boundary components of \( S \) are uniformly bounded.

Before completing the proof of Lemma 4.10, we will need to make use of the following result.

**Lemma 4.11** (Hyperbolic neighborhood)  
Let \( S \) and \( \psi_{i,k} \) be as in Proposition 3.9, and let \( \tilde{\Gamma}_k \), \( \tilde{h}_k \), \( \Sigma \) be as above. Let \( \partial_i S \) denote the \( i \)–th boundary component of \( S \), and define the open set

\[
O_{\delta}^{\tilde{h}_k} (\partial S) := \{ \zeta \in S : \text{dist}_{\tilde{h}_k}(\zeta, \partial S) < \delta \}.
\]

Then there exists \( \mu > 0 \) and \( \delta_{i,k} > 0 \) such that the \( O_{\delta_{i,k}}^{\tilde{h}_k} (\partial_i S) \) are annular neighborhoods of the \( \partial_i S \) with modulus equal to \( \mu \), and are contained in every annular neighborhood of \( \partial_i S \) with modulus at least \( \epsilon / 5 \).

**Proof**  
We begin by defining \( \hat{\hat{S}}_k := S \setminus \tilde{\Gamma}_k \), and the doubled surfaces

\[
2\hat{\hat{S}}_k := (\hat{\hat{S}}_k \cup \hat{\hat{S}}_k) / \sim
\]

where \( \sim \) is the identification via the identity map along\(^6\) \( \partial \hat{\hat{S}}_k \). Observe that since the components of \( \partial S \) are \( \tilde{h}_k \)–geodesics, it follows that the \( \tilde{h}_k \) extend via reflection to smooth hyperbolic metrics on \( 2\hat{\hat{S}}_k \); we abuse notation by also denoting these metrics \( \tilde{h}_k \).

Next note that there is a natural inclusion \( \partial \hat{\hat{S}}_k \hookrightarrow 2\hat{\hat{S}}_k \), and the image of the \( i \)–th boundary component is a simple \( \tilde{h}_k \)–geodesic of length \( \ell_{i,k} \leq C < \infty \). Next, it is straight-forward to show that the maps

\[
\phi_{i,k} : ((\mathbb{R} / \ell_{i,k} \mathbb{Z}) \times \mathbb{R}, h) \to (2\hat{\hat{S}}_k, \tilde{\tilde{h}}_k),
\]

defined as in property (2) of Lemma 4.9 (and associated to the simple closed geodesics \( \partial_i \hat{\hat{S}}_k \) of length \( \ell_{i,k} \)), are isometric covering maps and hence conformal. Combining these maps with the conformal diffeomorphisms

\[
\varphi_{i,k} : ((\mathbb{R} / \ell_{i,k} \mathbb{Z}) \times [0, \delta), [h]) \to (\Sigma 2\pi \ell_{i,k} \arctan(\sinh(\delta)), [\tilde{\mathbb{g}}])
\]

\(^6\)To be clear, \( \partial \hat{\hat{S}}_k = \partial S \), or in other words, \( \partial \hat{\hat{S}}_k \) does not contain the “degenerate boundary components” \( \Gamma_k \).
given by property (3) of Lemma 4.9, we observe that any annular neighborhood of $\partial_i \hat{S}_k$ can be conformally lifted by $\varphi_{i,k} \circ \phi_{i,k}^{-1}$ to annular neighborhoods of $\Sigma_0 \subset \Sigma_\infty$ with the standard conformal structure. Next, observe that as a consequence of Lemma 4.7, there exists a $\mu > 0$ such that any annular neighborhood of $\Sigma_0 \subset \Sigma_\infty$ of modulus at least $\epsilon/5$ contains $\Sigma_\mu$. Thus to complete the proof of Lemma 4.11, it is sufficient to show that there exist $\delta_{i,k} > 0$ such that

$$2\pi \arctan(\sinh(\delta_{i,k})) = \mu.$$  \hspace*{2cm} (34)

Without loss of generality, we may assume that $\mu < \inf_{i,k} \pi^2 \ell_{i,k}^{-1}$, however in this case $\arctan \circ \sinh$ is invertible, and the existence of the $\delta_{i,k}$ that satisfy Equation (34) follows immediately. This completes the proof of Lemma 4.11. \hfill \square

With Lemma 4.11 proved, we now finish the proof of Lemma 4.10. Indeed, let $\Gamma_k := \hat{\Gamma}_k \cup \{\xi_{1,k}, \ldots, \xi_{n,k}\}$ where $\xi_{i,k} = \phi_{i,k} \circ \varphi_{i,k}^{-1}(0, \mu/2)$, and $\mu$, $\phi_{i,k}$, and $\varphi_{i,k}$ are defined as in the proof of Lemma 4.11. By construction, properties (1) and (2) of Lemma 4.10 are satisfied. To prove property (3), we note that by definition each boundary component of $S \setminus \Gamma_k$ has an annular neighborhood of modulus $\mu/4 > 0$, so again by property (3) of Lemma 4.9, it follows that the $h_k$–lengths of the components of $\partial S$ are uniformly bounded. All that remains then is to show that the $h_k$–lengths of the components of $\partial S$ are uniformly bounded away from 0. Note that if this were not the case, it would follow from property (3) of Lemma 4.9 that for any fixed $\delta > 0$, there would exist an $i$ and $k$ such that $\partial_i S$ has a metric annular neighborhood $O_{h_k}^\delta(\partial_i S) \subset S \setminus \Gamma_k$ of modulus as large as we wish (in particular, greater than $\epsilon/5$). But then

$$\phi_{i,k} \circ \varphi_{i,k}^{-1}(\Sigma_\mu) = O_{h_k}^\delta(\partial_i S) \subset O_{\delta_{i,k}}^\delta(\partial_i S),$$

where the equality follows by construction of $\phi$ and $\varphi$, and containment follows from Lemma 4.11 since

$$\mod_{\hat{\Gamma}_k}(O_{\delta_{i,k}}^\delta(\partial_i S)) > \epsilon/5$$

by assumption. However, this is impossible because $\Gamma_k \cap \phi_{i,k} \circ \varphi_{i,k}^{-1}(\Sigma_\mu) \neq \emptyset$ by definition of $\Gamma_k$ and $\Gamma_k \cap O_{\delta_{i,k}}^\delta(\partial_i S \setminus \Gamma_k) = \emptyset$ as a consequence of the definition of $h_k$. This contradiction shows that the $h_k$–lengths of the components of $\partial S$ are uniformly bounded away from zero, and thus the proof of Lemma 4.10 is complete. \hfill \square

Before proceeding with the proof of Proposition 3.9, we need one more technical result.

**Lemma 4.12** (Convergence near the boundary) Let $u_k = (u_k, S, j_k, J_k)$, $\psi_{i,k}$ and $\Sigma_\epsilon$ be as in the statement of Proposition 3.9; also let $\varphi_{i,k}$ and $\phi_{i,k}$ be the maps defined
as in proof of Lemma 4.11. Then after passing to a subsequence, there exists δ > 0 such that the restricted maps

\[ u_k \circ \phi_{i,k} \circ \varphi_{i,k}^{-1} : \Sigma_\delta \to M \]

converge in \( C^\infty(\Sigma_\delta, M) \).

Proof Recall that by assumption the \( u_k \circ \psi_{i,k} \) converge in \( C^\infty \), so in order to prove Lemma 4.12, it is sufficient to prove the \( \psi_{i,k}^{-1} \circ \phi_{i,k} \circ \varphi_{i,k}^{-1} : \Sigma_\delta \to \Sigma_\epsilon \) converge in \( C^\infty \). To that end we treat these maps as pseudoholomorphic curves with a real one-dimensional Lagrangian boundary condition. Indeed, we observe that for some \( \delta > 0 \) we must have uniform gradient bounds, since otherwise one could “bubble-off” a nonconstant holomorphic map from \( \mathbb{C} \) (or the upper half plane) to a compact set in \( S^1 \times \mathbb{R} \), which is impossible. Elliptic regularity then guarantees \( C^\infty \) bounds on \( \varphi_{i,k} \), and thus by passing to a subsequence we have the desired \( C^\infty \) convergence. This completes the proof of Lemma 4.12.

Finally, we finish the proof of Proposition 3.9. The remainder of this proof is fairly standard, so we simply sketch the argument. We first note that by construction, the marked \( J_k \)–curves \( (u_k, \mu_k) \) with \( \mu_k := \Gamma_k \) are all stable, and these marked curves will remain stable even after more marked points are added. Next we note that either we have uniform \( h_k \)–gradient bounds on the \( u_k \), or else we don’t. If we do, then Deligne–Mumford compactness (and the uniformization theorem) guarantee the existence of a decorated nodal Riemann surface \( (S, j, \mu, D, r) \) and diffeomorphisms \( \phi_k : S^{D,r} \to S_k \) such that properties (2)–(4) of Definition 2.11 (ie Gromov Convergence) are satisfied. Elliptic regularity and Arzelà–Ascoli yield property (6), or rather the desired \( C_{loc}^\infty \)–convergence away from nodes and boundary. Smooth convergence in boundary neighborhoods then follows from Lemma 4.12. Property (5), in other words \( C_0 \)–convergence on \( S^{D,r} \), then follows from Gromov’s removable singularity theorem, monotonicity of area, and the uniform gradient bounds with respect to the hyperbolic metric.

On the other hand, we may not have uniform \( h_k \)–gradient bounds on the \( u_k \). In this case, one applies the usual bubbling analysis to guarantee the existence of a sequence of finite sets \( \hat{\mu}_k \supset \mu_k = \Gamma_k \), which satisfy the conclusions of Lemma 4.10 and for which one indeed has uniform \( \hat{h}_k \)–gradient bounds. Note that as a consequence of Lemma 4.12, we have \( \text{dist}_{\hat{h}_k}(\hat{\mu}_k, \partial S_k) \geq \epsilon > 0 \) for some \( \epsilon > 0 \) independent of \( k \). The arguments of the previous paragraph then apply, and we again conclude Gromov convergence. This completes the proof of Proposition 3.9. □
4.3 Proof of Proposition 3.12

Fix $\epsilon > 0$. Recall Lemma 2.9, which guarantees that for each $z \in \mathcal{Z}_u$ there exists holomorphic coordinate charts $\phi_z: \mathcal{O}_z(z) \subset S \rightarrow \mathcal{O}_z(0) \subset \mathbb{C} \simeq \mathbb{R}^2$ and polar geodesic coordinate charts $\Phi_z: \mathcal{O}_z(u(z)) \subset M \rightarrow \mathcal{O}_z(0) \subset \mathbb{C}^n \simeq \mathbb{R}^{2n}$ which satisfy $\phi_z(z) = 0$, $\Phi_z(u(z)) = 0$, $(\Phi_z^* J)(0) = i = J_0$, and

$$\Phi_z \circ u \circ \phi_z^{-1}(\rho) = (\rho^{k_z}, 0, \ldots, 0) + F_z(\rho) \in \mathbb{C}^n \simeq \mathbb{R}^{2n}$$

where $\phi_z(\xi) = \rho = s + it$, $F_z(\rho) = O_{k_z+1}(|\rho|^{k_z+1})$, $k_z \geq 2$, and the subscript $z$ denotes dependence on $z \in \mathcal{Z}$. Consequently we make the following definition.

**Definition 4.13** Let $g_0$ be the standard metric on $\mathbb{R}^{2n}$, and let $g$, $J_0$, $F_z$, $\Phi_z$, $\phi_z$, and $u$ be as above. Then define $\epsilon_0 > 0$ to be a positive constant for which the following hold.

1. $\epsilon_0 < \min(1, \epsilon)$.
2. The sets $\mathcal{B}_{\epsilon_0}(z) := \{ \xi \in S : \text{dist}_r(z, \xi) < \epsilon_0 \}$ are pair-wise disjoint as $z$ varies over $\mathcal{Z}_u$.
3. $\mathcal{B}_{\epsilon_0}(z) \subset \mathcal{O}_z(z) \subset S$ for all $z \in \mathcal{Z}_u$.
4. $|F_z(\rho)| < \epsilon_0$ for all $\rho \in \phi_z(\mathcal{B}_{\epsilon_0}(z))$ and $z \in \mathcal{Z}_u$.
5. $\mathcal{B}_{\epsilon_0}(u(z)) \subset \mathcal{O}_z(u(z)) \subset M$ for each $z \in \mathcal{Z}_u$.
6. $\|dF_z(\rho)\|_{g_0} \leq \frac{1}{2}|\rho|^{k_z-1}$ for all $\rho \in \phi_z(\mathcal{B}_{\epsilon_0}(z))$.

Next define a smooth cut-off function $\beta: \mathbb{R} \rightarrow [0, 1]$ for which $\beta' \leq 0$ and

$$\beta(a) = \begin{cases} 1 & \text{if } a \leq \frac{1}{4}, \\ 0 & \text{if } a \geq \frac{3}{4}. \end{cases}$$

Also define the following family of perturbed maps for $\delta \in [0, \epsilon_0)$.

$$\hat{u}(\xi) = \begin{cases} u(\xi) & \text{if } \xi \in S \setminus \bigcup_{z \in \mathcal{Z}_u} \mathcal{B}_{\epsilon_0}(z), \\ \Phi_z^{-1} \circ \hat{v}_z \circ \phi_z(\xi) & \text{if } \xi \in \mathcal{B}_{\epsilon_0}(z), \end{cases}$$

where for each $z \in \mathcal{Z}_u$ we have $\hat{v}_z: \mathcal{O}_z(0) \subset \mathbb{C} \simeq \mathbb{R}^2 \rightarrow \mathbb{C}^n \simeq \mathbb{R}^{2n}$ given by

$$\hat{v}_z(\rho) = \Phi_z \circ u \circ \phi_z^{-1}(\rho) + (0, \delta^{k_z-1} \beta(|\rho|/r_0) \rho, 0, \ldots, 0)$$

where $r_0 \in (0, \epsilon_0)$ has been chosen so that

$$D_{r_0} := \{ \rho \in \mathbb{C} : |\rho| < r_0 \} \subset \bigcap_{z \in \mathcal{Z}_u} \phi_z(\mathcal{B}_{\epsilon_0}(z)).$$
More concisely, our locally defined family of perturbed maps is given by
\[ \hat{u}(\rho) = (\rho^k, \delta^{k-1} \beta(|\rho|/r_0) \rho, 0, \ldots, 0) + F(\rho) \]
where \( F(\rho) = O_{k+1}(|\rho|^{k+1}) \) and we have stopped denoting \( z \) dependance. We now take a moment to verify that the \( \hat{u} \) are well-defined. Indeed, each \( \hat{u}_z \) is well defined on \( \mathcal{O}_z(0) \), so it is sufficient to show that \( \hat{u}_z \circ \phi_z(\xi) \subset \Phi_z(\mathcal{O}_z(u(z))) \) for each \( z \in \mathcal{Z}_u \) and \( \xi \in \phi_z^{-1}(\mathcal{D}_r) \), and that \( u(\xi) = \Phi_z^{-1} \circ \hat{u}_z \circ \phi_z(\xi) \) for all \( \xi \) near \( \partial B_{\epsilon_0}(z) \subset S \). To that end, define \( v_z := \hat{u}_z|_{\delta=0} \) and observe that \( \text{supp}(\hat{u}_z - v_z) \subset \mathcal{D}_r \subset \phi_z(B_{\epsilon_0}(z)) \subset \mathbb{C} \), and thus indeed \( u(\xi) = \Phi_z^{-1} \circ \hat{u}_z \circ \phi_z(\xi) \) for all \( \xi \) near \( \partial B_{\epsilon_0}(z) \subset S \). Also observe that since \( \text{supp}(\hat{u}_z - v_z) \subset \mathcal{D}_r \), it follows that for \( \rho \in \mathcal{D}_r \), we have
\[ |\hat{u}_z(\rho)| \leq |\rho^k| + \delta^{k-1}|\rho| + |\beta(|\rho|/r_0)| + |F_z(\rho)| \leq r_0^k + r_0\delta^{k-1} + |F_z(\rho)| < 3\epsilon_0, \]
where we have made use of the fact that \( r_0, \delta \leq \epsilon_0 < 1 \), and (e4). Consequently, by (e5), we have \( \hat{u}_z \circ \phi_z(\xi) \subset \Phi_z(\mathcal{O}_z(u(z))) \) for each \( z \in \mathcal{Z}_u \) and \( \xi \in \phi_z^{-1}(\mathcal{D}_r) \). This shows that the \( \hat{u} \) are well defined perturbations of \( u \).

With the above perturbed maps \( \hat{u} \) defined, our next goal is to show that for all sufficiently small \( \delta > 0 \), all six properties of Proposition 3.12 are satisfied. To that end, let \( \text{pr}_j : \mathbb{C}^n \to \mathbb{C} \) denote the canonical projection to the \( j \)-th complex coordinate; by (e6) it follows that \( d(\text{pr}_1 \circ \hat{u})(\rho) = 0 \) only if \( \rho = 0 \), and by definition of \( \hat{u} \) we have \( d(\text{pr}_z \circ \hat{u})(0) \neq 0 \) provided \( \delta \neq 0 \). Consequently the maps \( \hat{u} \) are immersions for all \( \delta > 0 \) sufficiently small.

Observe that property (D1) follows from (e2) and Equation (35). To prove property (D2), we note that \( \hat{u} \to u \) in \( C^0(S, M) \) (moreover in \( C^\infty(S, M) \)) as \( \delta \to 0 \), and hence (D2) is also satisfied for all sufficiently small \( \delta > 0 \).

We now prove property (D3). First observe that for any compact region \( \mathcal{K} \subset S \setminus \mathcal{Z}_u \), we have \( \hat{u} \to u \) in \( C^1(\mathcal{K}, M) \) as \( \delta \to 0 \), and the limit is an immersed \( J \)-curve. Since the limit curve has \( J \)-invariant tangent planes, it follows that there exists a \( \delta' > 0 \) (dependent on \( \mathcal{K} \) and \( \epsilon_0 \)) such that the desired estimate holds for all \( \delta \in (0, \delta') \) and \( X \in T_\mathcal{K} \) with \( \xi \in \mathcal{K} \). To prove the result on the complement of \( \mathcal{K} \) we work locally and fix \( z \in \mathcal{Z}_u \) and define \( \tilde{g} := \Phi_z* g \), \( \tilde{J} := \Phi_z* J \), \( F := F_z \), \( k := k_z \), and \( \hat{v} := \hat{u}_z \). To finish proving property (D3), it is then sufficient to prove the following lemma.

**Lemma 4.14** There exist constants \( \delta' > 0 \) and \( 0 < r < r_0/4 \) (dependent on \( \tilde{g} \), \( \tilde{J} \) and \( F \)) with the following significance. If \( \delta \in (0, \delta') \), \( |\rho| \leq r \), and \( X \in \hat{v}_*(T_\rho \mathbb{R}^2) \) with \( \| X \|_{\tilde{g}} = 1 \), then
\[ \| (\tilde{J}X)^\perp \|_{\tilde{g}} \leq \epsilon. \]
Before providing the proof of Lemma 4.14, we first introduce some notation which will be useful later on. We will let $C$ (resp. $c$) denote any sufficiently large (resp. small) positive constant depending on $F$, $\tilde{J}$, and $\tilde{g}$, but not $\delta$. Next, consider a plane $\mathcal{P} \subset T_q \mathbb{R}^{2n}$. Then we can define the $\tilde{g}$ and $g_0$ orthogonal projections

$$\Pi_{(q,\mathcal{P})}^{T\tilde{g}}: T_q \mathbb{R}^{2n} \to \mathcal{P}, \quad \Pi_{(q,\mathcal{P})}^{Tg_0}: T_q \mathbb{R}^{2n} \to \mathcal{P}$$

$$\Pi_{(q,\mathcal{P})}\ll T\tilde{g} \gg: T_q \mathbb{R}^{2n} \to \mathcal{P} \ll T\tilde{g} \gg, \quad \Pi_{(q,\mathcal{P})}\ll Tg_0 \gg: T_q \mathbb{R}^{2n} \to \mathcal{P} \ll Tg_0 \gg.$$ 

Note that we may identify each tangent space $T_q \mathbb{R}^{2n}$ with $\mathbb{R}^{2n}$ via coordinate translation, and in this manner we may regard the above projections simply as maps from $\mathbb{R}^{2n}$ to $\mathcal{P}$, $\mathcal{P} \ll T\tilde{g} \gg$ and $\mathcal{P} \ll Tg_0 \gg \subset \mathbb{R}^{2n}$. In particular, this allows one to add, subtract, compose, etc. these projections even with different $(q, \mathcal{P})$. We clarify this last point. Without a fixed identification of the fibers $T_q \mathbb{R}^{2n}$, the following quantity would be nonsensical:

$$\Pi_{(q_1,\mathcal{P}_1)}^{T\tilde{g}}(X_{q_1}) + \Pi_{(q_2,\mathcal{P}_2)}^{T\tilde{g}}(Y_{q_2}).$$

Moreover, even with the above identification defined, the following statements hold in general:

$$\Pi_{(q_1,\mathcal{P})}^{T\tilde{g}} \circ \Pi_{(q_2,\mathcal{P})}\ll T\tilde{g} \gg \neq 0 \quad \text{(36)}$$

$$\Pi_{(q_1,\mathcal{P})}\ll T\tilde{g} \gg \circ \Pi_{(q_2,\mathcal{P})}^{T\tilde{g}} = 0. \quad \text{(37)}$$

The point of (36) is that in general $q_1 \neq q_2$, and thus the inner products $\tilde{g}|_{q_1}$ and $\tilde{g}|_{q_2}$ need not be equal, and thus neither do the orthogonal compliments of $\mathcal{P}$. Of course, if $q_1 = q_2$, then the nonequality in (36) should be replaced with an equality. Given this discussion, one may expect that in general (37) should be false, however the point here is that $\Pi_{(q,\mathcal{P})}\ll T\tilde{g} \gg|_{\mathcal{P}} \equiv 0$, independent of $q$. We make use of these facts below.

We now abuse this notation for the application we have in mind. Indeed, for smooth immersions $\varphi, \psi: D_{r_0} \subset \mathbb{R}^2 \to \mathbb{R}^{2n}$ we will use the notation

$$\Pi_{(\varphi,\psi, T\varphi)}^{\perp} = \Pi_{(\varphi(\rho), \psi\star(T\rho D_{r_0}))}^{\perp},$$

and similarly for the other projections. It will also be convenient to define the complex polynomial $P(\rho) = (\rho^k, \delta^k, \rho, 0, \ldots, 0)$, so that for $|\rho| < r_0/4$ we have $\hat{\nu}(\rho) = P(\rho) + F(\rho)$, where $F(\rho)$ where $F(\rho) = O_{k+1}(|\rho|^{k+1})$. With this notation established, we are now prepared to prove Lemma 4.14.
Proof of Lemma 4.14  Let $X$ be a $\tilde{g}$–unit vector tangent to the image of $\tilde{v}$, and define the following.

$$
\mathcal{E}_1 := (\Pi_{(\tilde{v}, T\tilde{v})}^{\perp g_0} - \Pi_{(P, TP)}^{\perp g_0})(J_0 X)
$$
$$
\mathcal{E}_2 := \Pi_{(\tilde{v}, T\tilde{v})}^{\perp g_0}((\tilde{J} - J_0) X)
$$
$$
\mathcal{E}_3 := (\Pi_{(\tilde{v}, T\tilde{v})}^{\perp \tilde{g}} - \Pi_{(\tilde{v}, T\tilde{v})}^{\perp g_0})(\tilde{J} X),
$$
so that

$$
(38) \quad \Pi_{(\tilde{v}, T\tilde{v})}^{\perp \tilde{g}}(\tilde{J} X) = \Pi_{(P, TP)}^{\perp g_0}(J_0 X) + \mathcal{E}_1 + \mathcal{E}_2 + \mathcal{E}_3.
$$

Next we recall the estimates $|\tilde{v}(\rho)| \leq C|\rho|$, $\|\tilde{g}(q) - g_0(q)\|_{g_0} \leq C|q|^2$, and also $\|\tilde{J}(q) - J_0(q)\|_{g_0} \leq C|q|$, so that

$$
(39) \quad \|\mathcal{E}_2\|_{g_0} + \|\mathcal{E}_3\|_{g_0} \leq C|\rho|.
$$

To estimate $\mathcal{E}_1$, we note that $\|dP\|_{g_0} = (|\rho|^{2k-1} + \delta^{2k-2})^{1/2}$, and since $P$ is a complex polynomial, it follows that the linear maps

$$
\|dP\|_{g_0}^{-1} TP: T_\rho \mathbb{R}^2 \to T_P(\rho) \mathbb{R}^{2n}
$$
are $g_0$–isometries. Furthermore $\|dF\|_{g_0} \leq C|\rho|^k \leq C|\rho|\|dP\|_{g_0}$, so

$$
\|\|dP\|_{g_0}^{-1} TP - \|dP\|_{g_0}^{-1} T\tilde{v}\|_{g_0} \leq C|\rho|,
$$
from which it follows that

$$
(40) \quad \|\Pi_{(\tilde{v}, T\tilde{v})}^{\perp g_0} - \Pi_{(P, TP)}^{\perp g_0}\| \leq C|\rho|,
$$
and thus

$$
(41) \quad \|\mathcal{E}_1\|_{g_0} \leq C|\rho|.
$$
Lastly, we observe that since $P$ is a complex polynomial, $J_0$ preserves the tangent and $g_0$–normal bundles along the image of $P$; consequently $J_0$ and $\Pi_{(P, TP)}^{\perp g_0}$ commute. It then follows from (40) that

$$
(42) \quad \|\Pi_{(P, TP)}^{\perp g_0}(J_0 X)\|_{g_0} \leq C|\rho|.
$$
Combining the above inequalities then yields

$$
\|(JX)^{\perp \tilde{g}}\|_{g_0} \leq C|\rho|,
$$
which then proves Lemma 4.14, and completes the proof of property (D3).
Observe that \( u_\delta \to u \) uniformly in \( C^1(S, M) \) (in fact, in \( C^\infty \)), and \( S \) is compact, so that (D4) follows immediately.

We now move on to the proof of property (D5). Here we consider two cases: compact sets of \( D_{r_0} \setminus \{0\} \), and small neighborhoods of \( 0 \in D_{r_0} \). We handle the former case first.

**Lemma 4.15** For each compact set \( K \subset D_{r_0} \setminus \{0\} \), there exists \( \delta' > 0 \) with the following significance. For each \( \delta \in (0, \delta') \), the following estimate holds for all \( \rho \in K \):

\[
K_{\hat{v}^* \tilde{g}}(\rho) \leq K_{v^* \tilde{g}}(\rho) + \epsilon.
\]

**Proof** Observe that \( \hat{v} \to v \) in \( C^\infty(D_{r_0}, \mathbb{R}^{2n}) \) as \( \delta \to 0 \), and \( v \) is immersed on \( D_{r_0} \setminus \{0\} \), so \( K_{\hat{v}^* \tilde{g}} \to K_{v^* \tilde{g}} \) in \( C^\infty_{\text{loc}}(D_{r_0} \setminus \{0\}, \mathbb{R}^{2n}) \). The result is then immediate. \( \square \)

The proof in the case of neighborhoods of \( 0 \) is more complicated, however we claim it follows quickly from the following technical result.

**Lemma 4.16** There exist constants \( 0 < r < r_0/4 \) and \( \delta' > 0 \), which depend on \( F \) and \( \tilde{g} \) (but not \( \delta \)) with the following significance. For all \( \delta \in (0, \delta') \) and \( \rho \in D_{r_0} \), the following inequality holds:

\[
\langle B(\hat{v}_s, \hat{v}_s), B(\hat{v}_t, \hat{v}_t) \rangle_{\tilde{g}} \leq \epsilon + \sup_{q \in M} \frac{1}{2} \| \text{tr}_{P_q} J \nabla J \|_{\tilde{g}}^2 + \epsilon,
\]

with notation as above.

Before proceeding with the proof of Lemma 4.16, let us use it to finish the proof of property (D5). Indeed, recall that the Gauss equations for immersed surfaces guarantee that

\[
K_{\hat{v}^* \tilde{g}}(\rho) = K_{\text{sec}}(\hat{v}_*(T_{\rho} S)) + \frac{\langle B(\hat{v}_s, \hat{v}_s), B(\hat{v}_t, \hat{v}_t) \rangle_{\tilde{g}}}{\| \hat{v}_s \wedge \hat{v}_t \|_{\tilde{g}}^2} - \frac{\| B(\hat{v}_s, \hat{v}_t) \|_{\tilde{g}}^2}{\| \hat{v}_s \wedge \hat{v}_t \|_{\tilde{g}}^2}
\leq \sup_{q \in M} |K_{\text{sec}}(q)| + \sup_{q \in M} \frac{1}{2} \| \text{tr}_{P_q} J \nabla J \|_{\tilde{g}}^2 + \epsilon,
\]

which is precisely the desired result. Thus to prove property (D5), all that remains is to prove Lemma 4.16. To that end, we will make use of our notation from the proof of property (D3) concerning the \( \tilde{g} \)-orthogonal projections \( \Pi^T_{(\cdot, \cdot)} \) and \( \Pi^\perp_{(\cdot, \cdot)} \). Furthermore, for the remainder of the section we will regard \( v_s, \hat{v}_s, v_{ss}, \hat{v}_{ss}, \) etc. as...
either vector fields along the image of \( v \) or \( \hat{v} \) (as appropriate), or else as maps from \( \mathcal{D}_{r_0} \) to \( \mathbb{R}^{2n} \), with the distinction determined by context. Consequently, we may now write
\[
B_v(v_s, v_s) = \Pi_{\mathbf{\hat{v}}}(v_s) \quad \text{and} \quad B_{\hat{v}}(v_s, \hat{v}_s) = \Pi_{\mathbf{\hat{v}}}(\hat{v}_s),
\]
and more importantly it will allow us to estimate quantities like the following:
\[
\| \Pi_{\mathbf{\hat{v}}}(v_s) - \Pi_{\mathbf{\hat{v}}}(\hat{v}_s) \|_{g_0}.
\]
Here, as above, \( g_0 \) is the Euclidian metric, and \( \nabla \) is the Levi-Civita connection associated to \( \mathbf{\hat{g}} \). We locally define the \((1, 2)\)-tensor \( \Gamma \) by the following.
\[
\nabla_X Y = dY(X) + \Gamma(X, Y),
\]
where \( X, Y \) are vector fields on \( \mathbb{R}^{2n} \). As above, it will be important to track the point \( q \in \mathbb{R}^{2n} \) at which \( \Gamma \) is evaluated, and we denote this \( \Gamma_q(X, Y) \). Abusing notation as before, we will also write \( \Gamma_v(X, Y) = \Gamma_v(q)(X, Y) \).

We are nearly ready to prove Lemma 4.16, but we need just a few simple estimates, which are collected in the following result.

**Lemma 4.17** For all \( \rho \in \mathcal{D}_c \), the following inequalities hold:

\[
1 - C|\rho| \| \hat{v}_s \|_{g_0} \leq \| \hat{v}_t \|_{g_0} \leq (1 + C|\rho|) \| \hat{v}_s \|_{g_0}
\]

(43)
\[
\| v_s \|_{\mathbf{\hat{g}}} \leq C \| \hat{v}_s \|_{\mathbf{\hat{g}}}
\]

(44)
\[
\| v_t \|_{\mathbf{\hat{g}}} \leq C \| \hat{v}_t \|_{\mathbf{\hat{g}}}
\]

(45)
\[
\| \hat{v}_s \|_{\mathbf{\hat{g}}} \hat{v}_t \|_{\mathbf{\hat{g}}} \leq (1 + C|\rho|) \| \hat{v}_s \land \hat{v}_t \|_{\mathbf{\hat{g}}}.
\]

(46)

**Proof** We begin by observing that \( \mathbf{\hat{g}}(q) = g_0(q) + O(|q|^2) \), and \( |\hat{v}(\rho)| + |v(\rho)| \leq C|\rho| \), so it is sufficient to prove the above estimates with \( \mathbf{\hat{g}} \) replaced with \( g_0 \). Next recall that \( P(\rho) = (\rho^k, \delta^{k-1} \rho, 0, \ldots, 0) \) and thus \( \hat{v} = P + F \), with \( F \) defined at the beginning of this section. Observe that

\[
\| F_t \|_{g_0} + \| F_s \|_{g_0} \leq C|\rho|^k \leq C|\rho|(\|\rho\|^{2k-2} + \delta^{2k-2})^{1/2}
\]

(47)
\[
\| P_s \|_{g_0} = (\|\rho\|^{2k-2} + \delta^{2k-2})^{1/2} = \| P_t \|_{g_0}.
\]

(48)

Consequently, for all \( \rho \in \mathcal{D}_c \) we have

\[
(1 - C|\rho|)(\|\rho\|^{2k-2} + \delta^{2k-2})^{1/2} \leq \min(\| \hat{v}_s \|_{g_0}, \| \hat{v}_t \|_{g_0})
\]

(49)
\[
\max(\| \hat{v}_s \|_{g_0}, \| \hat{v}_t \|_{g_0}) \leq (1 + C|\rho|)(\|\rho\|^{2k-2} + \delta^{2k-2})^{1/2},
\]

(50)
so inequalities (43) are immediate. Also,

\[
\| v_s \|_{g_0} + \| v_t \|_{g_0} \leq C|\rho|^{k-1} \leq C(\|\rho\|^{2k-2} + \delta^{2k-2})^{1/2}.
\]

(51)
Combining this with (49) proves inequalities (44) and (45). To prove (46), we note that \( \langle P_s, P_t \rangle_{g_0} = 0 \) since \( P \) is a complex polynomial; then by using (47)–(49) we have
\[
|\langle \hat{v}_s, \hat{v}_t \rangle_{g_0}| \leq \|F_s\|_{g_0} \|F_t\|_{g_0} + \|P_s\|_{g_0} \|F_t\|_{g_0} + \|P_t\|_{g_0} \|F_s\|_{g_0} \\
\leq C|\rho| \|\hat{v}_s\|_{g_0} \|\hat{v}_t\|_{g_0},
\]
for all \( \rho \in \mathcal{D}_c \). Consequently
\[
\|\hat{v}_s \wedge \hat{v}_t\|_{g_0}^2 = \|\hat{v}_s\|_{g_0}^2 \|\hat{v}_t\|_{g_0}^2 - \langle \hat{v}_s, \hat{v}_t \rangle_{g_0}^2 \\
\geq (1 - C|\rho|^2) \|\hat{v}_s\|_{g_0}^2 \|\hat{v}_t\|_{g_0}^2,
\]
and inequality (46) follows immediately.

The following result will also be important in the proof of Lemma 4.16.

**Lemma 4.18** Let \((u, S, j, J)\) be an immersed \( J \)-curve in an almost Hermitian manifold \((M, J, g)\), let \( \zeta \in S \), and let \((s, t)\) be local complex coordinates around \( \zeta \) so that \( u_s + Ju_t = 0 \). Then
\[
(\nabla_{u_s} u_s + \nabla_{u_t} u_t)^\top = 0,
\]
where \( \nabla \) is the Levi-Civita connection associated to \( g \), and \( X \mapsto X^\top \) is the orthogonal projection to the tangent space of the image \( u \).

**Proof** We compute
\[
(\nabla_{u_s} u_s + \nabla_{u_t} u_t)^\top = (\nabla_{u_s} u_s + \nabla_{u_t} (J u_s))^\top = (\nabla_{u_s} u_s + J \nabla_{u_t} u_s)^\top \\
= (\nabla_{u_s} u_s)^\top + J(\nabla_{u_t} u_t)^\top = (\nabla_{u_s} u_s)^\top + J^2(\nabla_{u_t} u_s)^\top = 0,
\]
where to obtain the second equality we have employed the Leibniz rule, together with the fact that \( ((\nabla J) u_s)^\top = 0 \). Indeed, this result follows from the fact that the tangent planes of the image of \( u \) are \( J \)-invariant, and \( \langle (\nabla J) X, X \rangle = 0 = \langle (\nabla J) X, JX \rangle \). This latter result is elementary, and a proof was given by the author in [3]. The remaining equalities are then standard.

With our preparations completed, we now finish the proof of property (D5).

**Proof of Lemma 4.16** We begin by defining
\[
\mathcal{E}_1^s := \left( \prod_{(\tilde{v}, T \tilde{v})} \right)_{v_s} \circ \prod_{(u, T \tilde{v})} (v_{ss}) \tag{52}
\]
\[
\mathcal{E}_2^s := \prod_{(\tilde{v}, T \tilde{v})} \left( \Gamma_{\tilde{v}}(\hat{v}_s, \hat{v}_s) \right) - \prod_{(u, T \tilde{v})} (\Gamma_{g}(v_s, v_s)) \tag{53}
\]
Recall that \( \prod_{(\tilde{v}, T \tilde{v})} \circ \prod_{(u, T \tilde{v})} = 0 \), and thus
\[
\prod_{(\tilde{v}, T \tilde{v})} (v_{ss}) = \mathcal{E}_1^s + \prod_{(u, T \tilde{v})} (v_{ss}) \tag{54}
\]
Recall that for any $0 < r < r_0/4$ and $\rho \in D_r$ we have $\beta(|\rho|/r_0) = 1$, so it follows that $\hat{v} - v$ is a linear function on $D_{r_0}$, so $\hat{v}_{ss} = v_{ss}$. Consequently,

$$B_{\hat{v}}(\hat{v}_s, \hat{v}_s) = \prod_{(v, T \hat{v})}^{\frac{1}{g}} (\nabla v_s, v_s) + E_1^s + E_2^s.$$ 

Next we estimate the $E^s$ terms. First note that $\max(|v(\rho)|, |\hat{v}(\rho)|) \leq C |\rho|$ for all $\rho \in D_c$. Combining this with $\|\Gamma_q\|_{g_0} \leq C |q|$ yields

$$\|\Gamma_v(v_s, v_s)\|_{g_0} + \|\Gamma_{\hat{v}}(\hat{v}_s, \hat{v}_s)\|_{g_0} \leq C |\rho| (\|v_s\|^2_{g_0} + \|\hat{v}_s\|^2_{g_0}),$$

and thus by (44) we have

$$\|E^s_2\|_{g_0} \leq C |\rho| \|\hat{v}_s\|^2_{g_0}.$$ 

To estimate $E_1^t$, we first recall that $\tilde{g}(q) = g_0(q) + O(|q|^2)$, and thus for any plane $P \subset \mathbb{R}^{2n} \cong T \mathbb{R}^{2n}$, we have

$$\|\prod_{(q_1, P)}^{\frac{1}{g}} - \prod_{(q_2, P)}^{\frac{1}{g}}\|_{g_0} \leq C(|q_1|^2 + |q_2|^2)$$

for any $q_1, q_2 \in \mathbb{R}^{2n}$ with $\max(|q_1|, |q_2|) \leq c$. Combining this with our estimates for $v, \hat{v}$, and $\Gamma$ yields the following:

$$\|E^t_1\|_{g_0} \leq C |\rho|^2 \|\prod_{(v, T \hat{v})}^{\frac{1}{g}} (v_{ss})\|_{g_0}$$

$$\leq C |\rho|^2 \|\prod_{(v, T \hat{v})}^{\frac{1}{g}} (\nabla v_s, v_s)\|_{g_0} + C |\rho|^3 \|v_s\|^2_{g_0}.$$ 

Combining these inequalities then yields

$$\|E^t_1\|_{g_0} + \|E^t_2\|_{g_0} \leq C |\rho| (\|\prod_{(v, T \hat{v})}^{\frac{1}{g}} (\nabla v_s, v_s)\|_{g_0} + \|\hat{v}_s\|^2_{g_0}).$$

By replacing $s$ with $t$ above, one may define $E^t_1$ and $E^t_2$, and prove

$$B_{\hat{v}}(\hat{v}_t, \hat{v}_t) = \prod_{(v, T \hat{v})}^{\frac{1}{g}} (\nabla v_t, v_t) + E_1^t + E_2^t,$$

with similar estimates for the $E^t$ terms. We now employ Lemma 4.18, and the fact that $H := \text{tr} B = \text{tr}_T J \nabla J$, to obtain

$$\nabla v_s, v_s + \nabla v_t, v_t = J(\nabla v_s, J)v_s + J(\nabla v_t, J)v_t,$$

and consequently

$$\prod_{(v, T \hat{v})}^{\frac{1}{g}} (\nabla v_t, v_t) = -\prod_{(v, T \hat{v})}^{\frac{1}{g}} (\nabla v_s, v_s) + \prod_{(v, T \hat{v})}^{\frac{1}{g}} (J(\nabla v_s, J)v_s + J(\nabla v_t, J)v_t)$$

$$\|\prod_{(v, T \hat{v})}^{\frac{1}{g}} (\nabla v_t, v_t)\|_{g} \leq \|\prod_{(v, T \hat{v})}^{\frac{1}{g}} (\nabla v_s, v_s)\| + C \|\hat{v}_s\|^2_{g}.$$ 
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Combining this with (43) and our above inequalities then yields

$$\sum_{i=1}^{2} \left( \|E_i^s\|_{g_0} + \|E_i^t\|_{g_0} \right) \leq C|\rho|\left( \|\Pi_{(v,T\tilde{v})}^g(\nabla_{v_s} v_s)\|_{g_0} + \|v_s\|_{g_0}^2 \right).$$

For clarity, we then define

$$E^s := E_1^s + E_2^s, \quad E^t := E_1^t + E_2^t, \quad E := \max(E^s, E^t)$$

$$X^s := \Pi_{(v,T\tilde{v})}^g(\nabla_{v_s} v_s), \quad X^t := \Pi_{(v,T\tilde{v})}^g(\nabla_{v_t} v_t)$$

$$V := \Pi_{(v,T\tilde{v})}^g(J(\nabla_{v_s} J)v_s + J(\nabla_{v_t} J)v_t),$$

so that $B_{\tilde{v}}(\hat{v}_s, \hat{v}_s) = X^s + E^s$, $B_{\tilde{v}}(\hat{v}_t, \hat{v}_t) = X^t + E^t$, and $V = X^s + X^t$. Finally, we can estimate

$$\langle B_{\tilde{v}}(\hat{v}_s, \hat{v}_s), B_{\tilde{v}}(\hat{v}_t, \hat{v}_t) \rangle_{g} \leq -\|X^s\|_{g}^2 + \|X^s\|_{g} \|V\|_{g} + 2\|E\|_{g} \|X^s\|_{g}$$

$$+ \|E\|_{g} \|V\|_{g} + \|E\|_{g}^2$$

$$\leq \frac{1}{2}\|V\|_{g}^2 + (-\frac{1}{2} + C|\rho|)\|X^s\|_{g}^2 + C|\rho|\|\hat{v}_s\|_{g}^2.$$ 

Recall that $(1 - C|\rho|)\|\hat{v}_s\|_{g}^4 \leq \|\hat{v}_s \wedge \hat{v}_t\|_{g}^2$, so that if $|\rho|$ is sufficiently small (depending only on the $g$, $J$, $F$, and $e$, but not $\delta$) we find that indeed

$$\langle B_{\tilde{v}}(\hat{v}_s, \hat{v}_s), B_{\tilde{v}}(\hat{v}_t, \hat{v}_t) \rangle_{g} \leq \epsilon + \sup_{q \in M} \sup_{e \in T_{q}M, \|e\|_{g} = 1} \frac{1}{2}\|J(\nabla_{e} J)e + J(\nabla_{J e} J)J e\|_{g}^2,$$

which is precisely the desired inequality. This completes the proof of Lemma 4.16, and hence property (D5) is proven as well.

We now move on to proving property (D6). We begin by showing that Gaussian curvature $K_{u^*g}: S \setminus Z_u \to \mathbb{R}$ is integrable. Since $K_{u^*g}$ is defined and smooth on the compliment of the set of critical points $Z_u \subset S$, it is sufficient to prove that $K_{v^*g}$ is integrable on $D_r$. To that end, recall that the Gauss equations for immersed $J$–curves guarantee that $K_{v^*g}$ is uniformly bounded from above in terms of $\nabla J$ and the sectional curvature of $M$. Since $\text{Area}_{v^*g}(D_r) < \infty$ (more precisely, $D_r$ has finite measure), it follows that a modification of the of the monotone convergence theorem guarantees that $K_{v^*g}$ is integrable whenever

$$\lim_{a \to 0} \int_{D_r \setminus D_a} K_{v^*g} > -\infty.$$
To show this integral is finite, we define for each $a > 0$ the parameterized paths
\[ \alpha(\theta) := v(a e^{i \theta}) = (a^k e^{i k \theta}, 0, \ldots, 0) + F(a e^{i \theta}) \]
\[ \hat{\alpha}(\theta) := (a^k e^{i k \theta}, 0, \ldots, 0). \]
Along the image of $\alpha$ we define the vector field $v(\theta) \in T_{\alpha(\theta)} \mathbb{R}^{2n}$ to be the unique “inward pointing” $\tilde{g}$–unit vector field which is tangent to the image of $v$ and $\tilde{g}$–orthogonal to $v(\partial \mathcal{D}_a)$. We similarly define the $g_0$–unit vector field $\hat{v}$ along the image of $\hat{\alpha}$, which can be explicitly written as
\[ \hat{v}(\theta) = -(e^{i k \theta}, 0, \ldots, 0). \]
Using $\tilde{g}(q) - g_0(q) = O(|q|^2)$ and $\|\Gamma_q\|_{\tilde{g}} \leq C|q|$ it is straightforward to show
\[ \left| \int_0^{2\pi} \frac{\langle \nabla_{\alpha'} \alpha', v \rangle_{\tilde{g}}}{\|\alpha'\|_{\tilde{g}}} \, d\theta - \int_0^{2\pi} \frac{\langle \hat{\alpha}'', \hat{v} \rangle_{g_0}}{\|\hat{\alpha}'\|_{g_0}} \, d\theta \right| \leq C a. \]
Furthermore, letting $\kappa_{u^* \tilde{g}}$ denote the geodesic curvature of $\partial \mathcal{D}_a$, and applying the Gauss–Bonnet theorem, we find
\[ \left| 2\pi k - \left( \int_{\partial \mathcal{D}_r \setminus \mathcal{D}_a} K_{u^* \tilde{g}} - \left( \int_{\partial \mathcal{D}_r} \kappa_{u^* \tilde{g}} \right) \right) \right| = \left| 2\pi k - \int_{\partial \mathcal{D}_a} \kappa_{u^* \tilde{g}} \right| \]
\[ = \left| 2\pi k - \int_0^{2\pi} \frac{\langle \nabla_{\alpha'} \alpha', v \rangle_{\tilde{g}}}{\|\alpha'\|_{\tilde{g}}} \, d\theta \right| \]
\[ \leq C a + \left| 2\pi k - \int_0^{2\pi} \frac{\langle \hat{\alpha}'', \hat{v} \rangle_{g_0}}{\|\hat{\alpha}'\|_{g_0}} \, d\theta \right| \]
\[ = C a, \]
which tends to zero as $a \to 0$, and hence the $K_{u^* g}$ is integrable on $S$. Moving on with the proof of property (D6), we again let $Z_u \subset S$ denote the set of critical points of $u$, and $B_\epsilon(z) := \{ \zeta \in S : \text{dist}_{u^* g}(z, \zeta) < \epsilon \}$. Then we break the open set $\mathcal{U} \subset S$ into three regions:
\[ \mathcal{U}_1 = \bigcup_{z \in Z_u \cap \mathcal{U}} B_\epsilon(z) \]
\[ \mathcal{U}_2 = \mathcal{U} \cap \left( \bigcup_{z \in Z} B_\epsilon(z) \setminus \mathcal{U}_1 \right) \]
\[ \mathcal{U}_3 = \mathcal{U} \setminus (\mathcal{U}_1 \cup \mathcal{U}_2). \]
Note that by construction, for all $\zeta \in \mathcal{U}_3$ we have $u(\zeta) = \tilde{u}(\zeta)$, and thus

\begin{equation}
-\int_{\mathcal{U}_3} K_u^* g = -\int_{\mathcal{U}_3} K_{\tilde{u}}^* g.
\end{equation}

Next, we fix $\epsilon' > 0$ and note that since $K_u^* g$ is integrable and property (D1) holds, without loss of generality we may assume $\epsilon > 0$ is sufficiently small so that

\begin{equation}
\max \left( -\int_{\mathcal{U}_1} K_u^* g, -\int_{\mathcal{U}_2} K_u^* g \right) \leq \sum_{z \in \mathcal{Z}_u} \int_{B_\epsilon(z)} |K_u^* g| \leq \epsilon' / 3.
\end{equation}

Since $\text{Area}_{u^*g}(S)$ is finite, it follows from property (D4) that without loss of generality we may assume that $\epsilon > 0$ is sufficiently small so that the following holds:

\begin{equation}
(\epsilon + C_{\text{geom}}) \text{Area}_{\tilde{u}^*g} \left( \bigcup_{z \in \mathcal{Z}_u} B_\epsilon(z) \right) \leq \epsilon' / 3,
\end{equation}

where

\[ C_{\text{geom}} := \sup_{q \in M} |K_{\text{sec}}(q)| + \sup_{q \in M} \| \text{tr}_{\mathcal{P}_q} J \nabla J \|^2_{g}. \]

Consequently,

\begin{equation}
\int_{\mathcal{U}_2} K_{\tilde{u}}^* g \leq (\epsilon + C_{\text{geom}}) \text{Area}_{\tilde{u}^*g} \left( \bigcup_{z \in \mathcal{Z}_u} B_\epsilon(z) \right)
\leq \epsilon' / 3
\end{equation}

\begin{equation}
\leq 2\epsilon' / 3 + \int_{\mathcal{U}_2} K_u^* g.
\end{equation}

Lastly, recall that the definition of $\tilde{u}$ guarantees that for every $\zeta \in \partial B_\epsilon(z)$ with $z \in \mathcal{Z}_u$ we have $\tilde{u}(\zeta) = u(\zeta)$. Thus we compute

\begin{equation}
-\int_{B_\epsilon(z)} K_{\tilde{u}}^* g = -2\pi + \int_{\partial B_\epsilon(z)} K_{\tilde{u}}^* g
= -2\pi + \int_{\partial B_\epsilon(z)} K_u^* g
\rightarrow 2\pi (k - 1)
\end{equation}

as $\epsilon \to 0$. Recall that $k - 1 = \text{ord}(z)$, so by integrating over $\mathcal{U}_1$ we find that for sufficiently small $\epsilon > 0$ we have

\begin{equation}
(1 - \epsilon')2\pi \sum_{z \in \mathcal{Z}_u \cap \mathcal{U}_\epsilon} \text{ord}(z) \leq -\int_{\mathcal{U}_1} K_{\tilde{u}}^* g.
\end{equation}

Combining (58), (59) (61) and (63) yields the desired estimate:

\[ (1 - \epsilon')2\pi \sum_{z \in \mathcal{Z}_u \cap \mathcal{U}_\epsilon} -\int_{\mathcal{U}} K_u^* g \leq \epsilon' - \int_{\mathcal{U}} K_{\tilde{u}}^* g. \]

This completes the proof of property (D6) as well as Proposition 3.12.  \[ \Box \]
4.4 Proof of Proposition 3.13

The proof of Proposition 3.13 consists of two main parts. The first part consists of passing to the desired subsequence and constructing the finite set $S$ and showing the first part of the proposition holds. The basic argument here is to construct the subsequence and $S$ by iteratively passing to further and further subsequences with $\#S$ getting larger in each subsequent iteration. We then argue that if $\#S$ is arbitrarily large, then by monotonicity the $S_k$ must have arbitrarily large area, which is a contradiction.

The second part of the proof consists of a covering argument which reduces the problem to showing that the integral of the Gaussian curvature on disks cannot be arbitrarily negative; we prove the reduced problem by recalling a differential equation which relates the area of an intrinsic disk to the integral of the Gaussian curvature on said disk, and conclude that since the area is a priori bounded, so too is the desired integral.

Moving on to the actual proof, we note that since the $u_k$ are robustly $K$–proper, there exists a compact set $\mathcal{K}_i$ for $i = 1, 2$ such that

$$\mathcal{K} := \mathcal{K}_0 \subset \mathcal{K}_1 \subset \mathcal{K}_2 \subset M,$$

and for which the $u_k$ are robustly $\mathcal{K}_2$–proper. Next we fix $\delta_0 > 0$ such that the following conditions hold.

1. $O_{10\delta_0}^k(\mathcal{K}_i) \subset \mathcal{K}_{i+1}$ for all $k \in \mathbb{N}$ and $i \in \{0, 1\}$.

2. $10^{10}\delta_0 < \min\left(C_\infty^{-1/2}, \inf_{q \in \mathcal{K}_2} \text{inj}_M^g(q)\right)$, where

$$C_\infty := 2 + \sup_{q \in M} \left|K_{\text{sec}}^g(q)\right| + \sup_{q \in M} \left\|\nabla J\right\|^2_g.$$

3. For each $p \in \mathcal{K}_2$ and $g_k$–geodesic polar coordinates $(x^1, \ldots, x^{2n})$ centered at $p$ for which $J_k(p)\partial_{x^i} = \partial_{x^{i+n}}$ for $i = 1, \ldots, n$ define the differential forms $\tilde{\omega}_p$ and $\tilde{\lambda}_p$ on $O_p := O_{10\delta_0}^k(p)$ by

$$\tilde{\omega}_p := \sum_{i=1}^n dx^i \wedge dx^{i+n} \quad \text{and} \quad \tilde{\lambda}_p := \sum_{i=1}^n x^i dx^{i+n}.$$

We then require that $\delta_0 > 0$ is sufficiently small so that

$$\sup_{p \in \mathcal{K}_2} \left\|\tilde{\lambda}_p\right\|_{L^\infty(O_p)} \leq 1, \quad \sup_{p \in \mathcal{K}_2} \left\|\tilde{\omega}_p\right\|_{L^\infty(O_p)} \leq 2,$$

$$\inf_{q \in O_p} \left|1 - \tilde{\omega}_p(X, JX)/\|X\|^2\right| \leq 10^{-10}.$$

We now aim to prove the following:
After passing to a subsequence (still denoted with subscripts $k$), there exists a finite set $S \subset M$ with the property that for each $\delta \in (0, \delta_0)$ there exists an $\epsilon > 0$ and $k_0 \in \mathbb{N}$ such that if $k \geq k_0$ and $v_k(\xi) \in \tilde{K}_1 \setminus O_{\delta_0}^g (S)$ then $\text{inj}_{g_k}^*(v_k(\xi)) > \epsilon$.

Since by construction $O_{\delta_0}^g (K) \subset \tilde{K}_1$, we see that if (*) holds, then the first part of Proposition 3.13 is true. To find the set $S$ and the desired subsequence one can argue iteratively in the following way. Define $S_0 := \emptyset$, and find a sequence $\xi_1, k \in S_k$ which has the property that a subsequence (denoted with subscripts $k_1$) satisfies

$$v_{k_1}(\xi_{1,k_1}) \in \tilde{K}_1, \quad \text{inj}_{g_{k_1}}^*(v_{k_1}(\xi_{1,k_1})) \rightarrow 0 \quad \text{and} \quad \lim_{k_1 \rightarrow \infty} v_{k_1}(\xi_{1,k_1}) =: \sigma_1 \notin S_0.$$ 

Define $S_1 := S_0 \cup \{\sigma_1\}$, and pass to a further subsequence (denoted with subscripts $k_2$) and find a sequence $\xi_{2,k_2} \in S_{k_2}$ which has the property that

$$v_{k_2}(\xi_{2,k_2}) \in \tilde{K}_1, \quad \text{inj}_{g_{k_2}}^*(v_{k_2}(\xi_{2,k_2})) \rightarrow 0 \quad \text{and} \quad \lim_{k_2 \rightarrow \infty} v_{k_2}(\xi_{2,k_2}) =: \sigma_2 \notin S_1.$$ 

Define $S_2 := S_1 \cup \{\sigma_2\}$, and iterate. Of course if the procedure terminates after a finite number of iterations, then (*) is true; otherwise one can construct a singular set $S_{n_0}$ with $n_0$ distinct points in $\tilde{K}_1$ for $n_0$ arbitrarily large. To derive a contradiction, we assume the latter, in which case we conclude that there exists a point $p \in \tilde{K}_1$, a $k \in \mathbb{N}$, a $\delta'$ satisfying $0 < \delta' < \min(1, \delta_0)/10^{10}$, and points $\{\xi_1, \ldots, \xi_{n_0}\} \subset S_k$ for which the following hold:

1. $n_0 > C_G + 8C_A/(\pi \delta_0^2)$.
2. $v_k(\xi_i) \in O_{\delta_0}^g(p)$ for $i = 1, \ldots, n_0$.
3. $\min_{i \neq j} \text{dist}_{g_k}(v_k(\xi_i), v_k(\xi_j)) \geq \delta'$.
4. $10^{10}\epsilon_k < \pi \delta'^2 \leq \min(1, \delta')$ where $v_k$ is the immersed approximation associated to the pair $(u_k, \epsilon_k)$.
5. $\text{inj}_{g_k}^*(\xi_{i,k}) < \frac{1}{4} \min(\delta'^2/(n_0 10^{10}), C_{\infty}^{-1}, \delta_0) =: \epsilon'$.
6. $\sup_{q \in M} |K_{\text{sec}}^g(q)| + \sup_{q \in M} ||\nabla J_k||_{g_k}^2 + 1 \leq C_{\infty}$.

Since $\delta_0$ can be chosen from an open set, we may assume without loss of generality that the “trimmed” $J_k$–curves given by

$$\tilde{u}_k := (u_k, S_k, j_k, J_k) \quad \text{with} \quad \tilde{S}_k := u_k^{-1}(\overline{O_{\delta_0}^g(p)})$$

are compact curves with smooth boundary, and

$$\partial \tilde{S}_k = u_k^{-1}(\partial O_{\delta_0}^g (p)).$$

---
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Such a choice is possible since the $u_k$ are robustly $\tilde{K}_2$–proper and $O_{10\delta_0}^{g_k}(\tilde{K}_1) \subset \tilde{K}_2$. Recall that by property (D5) of Proposition 3.12, it follows that the Gaussian curvature $K_{v_k^*g_k}(\zeta)$ is uniformly bounded from above by $C_\infty$ for all $\zeta \in S_k$. Since $\inf_{S_k} v_k^*g_k (\zeta_i) \leq C_\infty^{-1} \leq C_\infty^{-1/2}$, it follows that for each $i = 1, \ldots, n_0$, there exists a simple $v_k^*g_k$–unit speed geodesic $\alpha_i : [0, \ell_i] \to S_k$ such that $\zeta_i = \alpha_i(0) = \alpha_i(\ell_i)$ and $\text{Length} v_k^*g_k(\alpha_i) = \ell_i \leq 2\epsilon'$, and the $\alpha_i$ are pair-wise disjoint. Note that in general $\alpha_i'(0) \neq \alpha_i'(\ell_i)$. Observe that $\tilde{S}_k$ need not be connected but it has finitely many connected components; furthermore if we consider the (noncompact) manifold $\tilde{S}_k \setminus \alpha_1$, and recall Definition 2.2, we see that one of the two scenarios must occur:

1. Genus($\tilde{S}_k$) > Genus($\tilde{S}_k \setminus \alpha_1$).
2. The number of connected components of $\tilde{S}_k \setminus \alpha_1$ is strictly larger than the number of connected components of $\tilde{S}_k$.

Indeed, in general removing a simple loop from a surface either decreases its genus, or increases the number of connected components. Since the genus of the $S_k$ (and hence $\tilde{S}_k$) are bounded by $C_G$, and the $\alpha_i$ are pair-wise disjoint and simple, it follows that $\tilde{S}_k \setminus \bigcup_{i=1}^{n_0} \alpha_i$ has at least $n_1 := n_0 - C_G + 1$ connected components of zero genus which have nontrivial intersection with $v_k^{-1}(O_{2\delta_0}^{g_k}(p))$. We label these connected components $\tilde{S}_i$ for $i = 1, \ldots, n_1$. We now make the following claim.

**Lemma 4.19** For each $i = 1, \ldots, n_1$, the connected component $\tilde{S}_i$ has nontrivial intersection with $v_k^{-1}(\partial O_{4\delta_0}^{g_k}(p))$.

Before proceeding with the proof of Lemma 4.19, we use it to finish the proof of the first part of Proposition 3.13. Indeed, as a consequence of the above lemma, it follows that for each $i = 1, \ldots, n_1$ we have $v_k(\partial \tilde{S}_i) \subset O_{2\delta_0}^{g_k}(p) \cup \partial O_{4\delta_0}^{g_k}(p)$, and there exists a $\zeta'_i \in \tilde{S}_i$ with the property that $\text{dist}_{g_k}(p, v_k(\zeta'_i)) = 3\delta_0$. We conclude from the monotonicity of area (Proposition 3.4) that $\pi \delta_0^2 / 8 \leq \text{Area}_{u_k^*g_k}(\tilde{S}_i)$. Then

$$(n_0 - C_G + 1)\pi \delta_0^2 / 8 \leq \sum_{i=1}^{n_1} \text{Area}_{u_k^*g_k}(\tilde{S}_i) \leq \text{Area}_{u_k^*g_k}(S_k) \leq C_A,$$

which is the desired contradiction. The proof of the first part of Proposition 3.13 will be complete once we prove Lemma 4.19. To that end, we will make use of the following lemma.

**Lemma 4.20** Let $(M, J_k, g_k), O_{10\delta_0}^{g_k}(p), (u_k, S_k, j_k, J_k), C_A, v_k \epsilon_k, \omega_p$, and $\tilde{k}_p$ be as above. Furthermore, let $\mathcal{U} \subset S_k$ be an open set for which $v_k(\mathcal{U}) \subset O_{10\delta_0}^{g_k}(p)$. Then

$$|\text{Area}_{u_k^*g_k}(\mathcal{U}) - \int_{\mathcal{U}} v_k^*\omega_p| \leq \frac{1}{2} \text{Area}_{u_k^*g_k}(\mathcal{U}).$$
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Proof Let $E$ be a unit vector tangent to the image of $v$. Define another tangent vector $F := (JE)^\top / \|(JE)^\top\|$ which is orthonormal to $E$; here $X \mapsto X^\top$ is the orthogonal projection to the plane tangent to the image of $v$. Recall that $J_k$ is a $g_k$–isometry, and $\|(JE)^\top\| \leq \varepsilon_k$ by property (D3) of Proposition 3.12, so it is elementary to show that $1 - \varepsilon_k \leq \|(JE)^\top\|$ and $\|JE - F\| \leq 2\varepsilon_k/(1 - \varepsilon_k)$. Employing our above estimates for $\tilde{\omega}$, we then find

$$|1 - \tilde{\omega}(E, F)| \leq |1 - \tilde{\omega}(E, JE)| + |\tilde{\omega}(E, JE - F)| \leq \frac{1}{2}.$$ 

The desired result then follows immediately by integrating.

Proof of Lemma 4.19  Suppose not. Let $\text{cl}(\tilde{S}^i)$ denote the metric compactification of $(\tilde{S}^i, v_k^* g_k)$. For example, if $\tilde{S}_k$ is a torus, and $\tilde{S}^i := \tilde{S}_k \setminus \alpha_1$ is an open cylinder, then $\text{cl}(\tilde{S}^i)$ is a compact cylinder – not a torus – with piece-wise smooth boundary. Note that each boundary component of $\text{cl}(\tilde{S}^i)$ is a copy of the piece-wise smooth geodesic $\alpha_l$ for some $l \in \{1, \ldots, n_1\}$. There are several cases to consider.

Case I  $\partial \text{cl}(\tilde{S}^i) = \emptyset$.

In this case $\tilde{S}^i$ is closed, and $v_k(\tilde{S}^i) \subset O_{4\delta_0}^g (p)$ on which $\tilde{\omega}_p = d\tilde{\lambda}_p$. By Lemma 4.20, we see that $\text{Area}_{v_k^* g_k} (\tilde{S}^i) = 0$, and hence $v_k: \tilde{S}^i \to M$ is a constant map. This is not possible since the $v_k$ are immersions. Contradiction.

Case II  $\partial \text{cl}(\tilde{S}^i)$ has exactly one component.

By assumption $\tilde{S}^i$ has zero genus, is connected, and has empty intersection with $v_k^{-1}(\partial O_{4\delta_0}^g (p))$. Consequently $\tilde{S}^i$ is a disk with boundary component $\alpha_l$. Let $\theta_0 \in [-\pi, \pi]$ denote the exterior angle between $\alpha'_l(0)$ and $\alpha'_l(\ell_i)$. But then we compute the following.

$$\pi \leq 2\pi - \theta_0 = \int_{\tilde{S}^i} K_{v_k^* g_k} \leq C_\infty \text{Area}_{v_k^* g_k} (\tilde{S}^i) \leq 2C_\infty \int_{\tilde{S}^i} v_k^* \omega = 2C_\infty \int_{\partial \tilde{S}^i} v_k^* \lambda \leq 2C_\infty \ell_i \leq 4C_\infty \varepsilon_0 \leq 1,$$

which is a contradiction.

Case III  $\partial \text{cl}(\tilde{S}^i)$ has exactly two components, each of which is a copy of the same $\alpha_l$.

In this case $\text{cl}(\tilde{S}^i)$ is a compact cylinder, and $\tilde{S}^i \cup \alpha_l$ is a torus. As in Case I, it follows that $u_k$ is not generally immersed, which is a contradiction.
Case IV. $\partial \text{cl}(\tilde{S}^i)$ has at least two components $\alpha_l$ and $\alpha_j$ with $l \neq j$.

In this case we note that there exists a $\zeta \in \tilde{S}^i$ such that

$$\min_l \text{dist}_{g_k} (u_k(\zeta), u_k(\alpha_l)) \geq \delta'/10.$$ 

By the monotonicity of area, Proposition 3.4, and property (D4) of Proposition 3.12, it follows that

$$\text{Area}_{v_k^* g_k}(\tilde{S}^i) \geq \pi \delta'^2 / (2 \cdot 10^2) - \epsilon_k \geq \delta'^2/10^3.$$ 

However, we note that $\text{cl}(\tilde{S}^i)$ can have at most $2n_0$ geodesic boundary components. Thus we compute

$$\text{Area}_{v_k^* g_k}(\tilde{S}^i) \leq 2 \int_{\tilde{S}^i} v_k^* \omega = 2 \int_{\partial \tilde{S}^i} v_k^* \lambda \leq 8n_0 \epsilon' < \delta'^2/10^8,$$

but this contradicts (64).

Thus we see that all possible cases lead to contradictions, and thus we have completed the proof of Lemma 4.19.

We have completed the proof of the first part of Proposition 3.13 – indeed, we have proved more, namely the statement (*). We now turn our attention toward proving the second part of Proposition 3.13, namely we will show that for each $0 < \delta < \delta_0/2$ there exists a $C > 0$ such that for all sufficiently large $k$ in the subsequence, we have

$$-\int_{\hat{S}_k^2} K v_k^* g_k \leq C,$$

where $\hat{S}_k^\delta := v_k^{-1}(\text{Int}(K) \setminus \overline{O_k^g(S)})$.

To that end, we begin by fixing $\delta \in (0, \delta_0/2)$, and let $S \subset M$, $k_0 \in \mathbb{N}$, and $\epsilon > 0$ be the set and quantities guaranteed by (*); furthermore we henceforth assume that we have passed to an appropriate subsequence. Observe that as a consequence of properties (D4) and (D5) of Proposition 3.12, it is sufficient to show that for each there exists a $C_K > 0$, $n'_k > 0$, $\delta' > 0$, and open sets $O_{\delta'}^{v_k^* g_k}(\xi_{i,k}) \subset S_k$ for $i = 1, \ldots, n_k$ (all depending on $\delta$) such that

$$(65) \quad \hat{S}_k^{2\delta} \subset \bigcup_{i=1}^{n_k} O_{3\delta'}^{v_k^* g_k}(\xi_{i,k})$$

$$(66) \quad n_k \leq n'_k$$

$$(67) \quad -\int_{O_{3\delta'}^{v_k^* g_k}(\xi_{i,k})} K v_k^* g_k \leq C_K.$$
To that end, we fix \( \delta' \) such that
\[
0 < 6\delta' < \min(\epsilon, 2\delta, C_\infty^{-1/2}).
\]
For each \( k \geq k_0 \) choose \( \xi_{i,k} \in \hat{S}_{2\delta}^k \), for \( i = 1, \ldots, n_k \), so that the sets \( O^*_{\delta'} g_k (\xi_{i,k}) \) are a maximal collection of disjoint sets. In other words, we choose the \( \xi_{i,k} \) so that the sets \( O^*_{\delta'} g_k (\xi_{i,k}) \) are pairwise disjoint, and so that if \( \xi \in \hat{S}_{2\delta}^k \), then
\[
O^*_{\delta'} g_k (\xi_{i,k}) \cap O^*_{\delta'} g_k (\xi) = \emptyset
\]
for some \( i \in \{1, \ldots, n_k\} \). Note that since \( \xi_{i,k} \in \hat{S}_{2\delta}^k \) and \( 6\delta' < \epsilon \) it follows from (*) that \( O^*_{r} g_k (\xi_{i,k}) \) is a disk for all \( r \in (0, 6\delta'] \).

We are now ready to show that (65) holds. Indeed, suppose not; then there exists \( \xi \in \hat{S}_{2\delta}^k \) such that
\[
\xi \notin \bigcup_{i=1}^{n_k} O^*_{3\delta'} g_k (\xi_{i,k}).
\]
By the triangle inequality, it follows that
\[
O^*_{\delta'} g_k (\xi) \cap O^*_{\delta'} g_k (\xi_{i,k}) = \emptyset
\]
for \( i = 1, \ldots, n_k \); however this contradicts the maximality of the \( O^*_{\delta'} g_k (\xi_{i,k}) \). This proves (65).

We now show (66) holds. Recall that since it’s the case that the \( O^*_{\delta'} g_k (\xi_{i,k}) \subset S_k \) are pair-wise disjoint for \( i = 1, \ldots, n_k \), and since it’s the case that \( \text{Area}_{v_k g_k}(S_k) \leq C_A \), it is sufficient to show that there exists a constant \( c > 0 \), which is independent of \( k \), such that
\[
\text{Area}_{v_k g_k} (O^*_{\delta'} g_k (\xi_{i,k})) \geq c.
\]
To that end, we define the functions
\[
A(r) := \text{Area}_{v_k g_k} (O^*_{r} g_k (\xi_{i,k})) \quad \text{and} \quad L(r) := \text{Length}_{v_k g_k} (\partial O^*_{r} g_k (\xi_{i,k})).
\]
By the co-area formula we recall that \( \frac{d}{dr} A(r) = L(r) \). Furthermore the variation of volume formula and Gauss–Bonnet theorem yield
\[
\frac{d}{dr} L(r) = \int_{\partial O^*_{r} g_k (\xi_{i,k})} K_{v_k g_k} = 2\pi - \int_{O^*_{r} g_k (\xi_{i,k})} K_{v_k g_k}.
\]
Thus \( A \) satisfies the differential inequality
\[
A(0) = 0, \quad A'(0) = 0, \quad A''(r) \geq 2\pi - C_\infty A(r),
\]
with \( C_\infty \) defined as above. We now claim the for all \( r \in [0, 6\delta'] \), we must have \( \mathcal{A}(r) \geq \pi r^2 / 2 \). Indeed, if this were not the case, then for some \( r_0 \in (0, 6\delta'] \) we would have \( \mathcal{A}(r) \leq \pi r_0^2 / 2 \) for all \( r \in [0, r_0] \). But then the inequality in (69) yields

\[
\mathcal{A}''(r) \geq 2\pi - C_\infty \pi r_0^2 / 2 \geq 3\pi / 2,
\]

where we have used the fact that \( r_0 \leq 6\delta' < C_\infty^{-1/2} \). Integrating up then yields \( \mathcal{A}(r_0) \geq 3\pi r_0^2 / 4 \) which contradicts our assumption that \( \mathcal{A}(r_0) \leq \pi r_0^2 / 2 \). We conclude that \( \mathcal{A}(r) \geq \pi r^2 / 2 \) for all \( r \in [0, 6\delta'] \). Moreover,

\[
\text{Area}_{v_k^* g_k} \left( \mathcal{O}^{v_k^* g_k}_{6\delta'} (\xi, k) \right) \geq \pi \delta'^2 / 2,
\]

and by our previous discussion, we see that (66) holds.

All that remains to complete the proof of Proposition 3.13, is to show that (67) holds. To that end, we suppose not. Or in other words, for every \( C_K \geq 0 \), there exists \( i \) and \( k \) such that

\[
(70) \quad -\int_{\mathcal{O}^{v_k^* g_k}_{3\delta'} (\xi, k)} K v_k^* g_k \geq C_K.
\]

Our above discussion shows that \( \mathcal{A} \) satisfies the following integral equation and subsequent inequality

\[
\mathcal{A}(r) = \pi r^2 - \int_0^r \int_0^t \left( \int_{\mathcal{O}^{v_k^* g_k}_{r} (\xi, k)} K v_k^* g_k \right) \, ds \, dt \geq \pi r^2 - \frac{1}{2} C_\infty C_A r^2 + \int_0^r \int_0^t \left( \int_{\mathcal{O}^{v_k^* g_k}_{r} (\xi, k)} C_\infty - K v_k^* g_k \right) \, ds \, dt.
\]

(71)

Since we have the point-wise bound \( C_\infty \geq K v_k^* g_k \), the triple integral in (71) is a monotone increasing function in \( r \). Consequently

\[
-\int_{\mathcal{O}^{v_k^* g_k}_{3\delta'} (\xi, k)} K v_k^* g_k \geq C_K \Rightarrow \int_{\mathcal{O}^{v_k^* g_k}_{r} (\xi, k)} (C_\infty - K v_k^* g_k) \geq \begin{cases} 0 & \text{if } r < 3\delta', \\ C_K & \text{if } r \geq 3\delta', \end{cases}
\]

and thus

\[
\mathcal{A}(r) \geq \pi r^2 - \frac{1}{2} C_\infty C_A r^2 + \begin{cases} 0 & \text{if } r < 3\delta', \\ \frac{1}{2} C_K (r - 3\delta')^2 & \text{if } r \geq 3\delta'. \end{cases}
\]

Evaluating the above inequality at \( 6\delta' \) shows that if (70) holds for arbitrarily large \( C_K > 0 \), then \( \mathcal{A}(6\delta') = \text{Area}_{v_k^* g_k} \left( \mathcal{O}^{v_k^* g_k}_{6\delta'} (\xi, k) \right) \) is also arbitrarily large. This contradicts our assumption that the areas of the \( S_k \) are uniformly bounded. This contradiction shows that (67) must hold, which in turn completes the proof of Proposition 3.13. \( \square \)
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