# Long-time behavior of 3-dimensional Ricci flow B: Evolution of the minimal area of simplicial complexes under Ricci flow 

Richard H Bamler

In this second part of a series of papers on the long-time behavior of Ricci flows with surgery, we establish a bound on the evolution of the infimal area of simplicial complexes inside a 3-manifold under the Ricci flow. This estimate generalizes an area estimate of Hamilton, which we will recall in the first part of the paper.

We remark that in this paper we will mostly be dealing with nonsingular Ricci flows. The existence of surgeries will not play an important role.
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## 1 Introduction and statement of the results

Consider a closed 3-manifold $M$ with $\pi_{2}(M)=0$, a finite 2 -dimensional simplicial complex $V$ (see Definition 3.1 below for details), possibly with boundary, and a continuous map $f_{0}: V \rightarrow M$ such that $f_{0}$ restricted to each edge of $\partial V$ is a smooth immersion. Suppose that $\left(g_{t}\right)_{t \in\left[T_{1}, T_{2}\right]}, T_{1}>0$ is a Ricci flow (ie $\partial_{t} g_{t}=-2 \operatorname{Ric}_{g_{t}}$ ) on $M$ such that scal ${ }_{t} \geq-\frac{3}{2 t}$ for all $t \in\left[T_{1}, T_{2}\right]$. For every $t \in\left[T_{1}, T_{2}\right]$ let

$$
A_{t}\left(f_{0}\right):=\inf \left\{\text { area }_{t} f^{\prime}: f^{\prime} \simeq f_{0} \text { relative to } \partial V\right\}
$$

be the infimum over the time- $t$ areas of all maps $f^{\prime}: V \rightarrow M$ that are homotopic to $f_{0}$ relative to $\partial V$. By this we mean that there is a continuous maps $H: V \times[0,1] \rightarrow M$ such that $H(\cdot, 0)=f_{0}, H(\cdot, 1)=f^{\prime}$ and $H(\cdot, s)=f_{0}$ on $\partial V$ for all $s \in[0,1]$. Then the main result of this paper is that in the forward barrier sense ${ }^{1}$

$$
\begin{equation*}
\frac{d}{d t^{+}} A_{t}\left(f_{0}\right) \leq \frac{3}{4 t} A_{t}\left(f_{0}\right)+C_{t} \tag{1-1}
\end{equation*}
$$

[^0]where $C_{t}$ is a time-dependent constant that only depends on the topology of $V$ and the geometry of $\left.f_{0}\right|_{\partial V}$ with respect to the metric $g_{t}$ in a controlled way. We refer to Proposition 5.5 for more details. In Bamler [D], the result of this paper will be applied to simplicial complexes $V$ and maps $f_{0}$ as constructed in Bamler [C] to prove a conjecture of Perelman.

Consider for a moment the case in which $V$ is a compact surface, possibly with boundary. In this case the estimate (1-1) is known, or at least folklore. It follows from an argument due to Hamilton (see [3, Section 11]), which makes use of the fact that for every time $t \in\left[T_{1}, T_{2}\right]$ we can choose a time- $t$ minimal map $f_{t}: V \rightarrow M$ whose area is equal to $A_{t}\left(f_{0}\right)$. The argument also makes use of the Gauss-Codazzi equations and the Gauss-Bonnet theorem. So for example, in the case in which $V$ is closed, the constant $C_{t}$ becomes $-2 \pi \chi(V)$, where $\chi(V)$ denotes the Euler characteristic of $V$. We remark that even in the surface case Hamilton's argument is not quite sufficient for our particular setting, since we cannot exclude the existence of branch points, ie we cannot guarantee that the minimal map $f_{t}$ is an immersion. This issue can however be overcome as we demonstrate in Proposition 2.2 below, where we will establish the case in which $V$ is a disk.

Consider the general case in which $V$ is a simplicial complex. An inspection of the arguments described in the previous paragraph shows that if the existence of an areaminimizing map $f_{t}: V \rightarrow M$ is guaranteed, then all of Hamilton's estimates can be carried out. Here we have to make use of the Euler-Lagrange equations for $f_{t}$ along the edges of $V$, which state that around every edge the faces meet in directions that add up to zero. This additional set of equations implies that certain boundary integrals arising in the application of Gauss-Bonnet cancel each other out.
Unfortunately, an existence and regularity theory for such minimizers $f_{t}$ does not exist to the author's knowledge and seems to be difficult to achieve. We note that, however, if we allow the combinatorial structure of $V$ to vary, then a result of Choe [1] - which relies heavily on this fact - states: for every Riemannian metric $g$ on $M$, there is a finite, 2-dimensional simplicial complex $V_{g}$ and a smooth, minimal embedding $f_{g}: V_{g} \rightarrow M$ such that the complement of $f_{g}\left(V_{g}\right)$ is a topological ball. Such embeddings would be interesting in the final part [D] of our series, but it seems to be difficult to control the number of vertices of $V_{g}$ and this number influences the bound $C_{t}$ in the area evolution estimate of $A_{t}\left(f_{0}\right)$. In fact, it is very likely that there are metrics $g_{1}, g_{2}, \ldots$ on $M$ for which the number of vertices of the corresponding minimal simplicial complex $V_{g_{k}}$ diverges.

In order to get around this issue, we will employ the following trick. Instead of looking for a minimizer of the area functional, we will find a minimizer of the perturbed functional

$$
\begin{equation*}
f \mapsto \text { area } f+\lambda \ell\left(\left.f\right|_{V^{(1)}}\right) . \tag{1-2}
\end{equation*}
$$

Here $\lambda>0$ is a small constant, $\ell\left(\left.f\right|_{V^{(1)}}\right)$ denotes the sum of the lengths of $f$ restricted to all edges of $V$ and $f: V \rightarrow M$ is any map that is homotopic to $f_{0}$. The existence and regularity of a minimizer for the perturbed functional follows now easily (apart from some issues arising from possible self-intersections of the 1 -skeleton). However, the extra term $\lambda \ell\left(\left.f\right|_{V^{(1)}}\right)$ introduces an extra term in the Euler-Lagrange equations along each edge of $V$ and hence the boundary integrals in the evolution estimate for the minimum of this perturbed functional will not cancel each other out, but add up to a new term. Luckily, it will turn out that this term has the right sign to derive an evolution estimate similar to (1-1). Now, letting $\lambda$ go to 0 , we obtain the desired evolution estimate for $A_{t}\left(f_{0}\right)$.

This paper is organized as follows. In Section 2 we present Hamilton's area estimate for spheres (see Proposition 2.1) and for disks (see Proposition 2.2). Both of these estimates will be needed in [D]. For spheres, Hamilton's argument is straightforward and the computations in this case exhibit the idea underlying the subsequent area estimates very clearly. For disks, an issue arises due to possible branch points, which can be resolved by a trick. In Section 3 we define simplicial complexes and Section 4 contains the existence and regularity discussion for maps from simplicial complexes that minimize the perturbed area functional (1-2). The results of this section will then be used in Section 5 to derive the infimal area evolution estimate for simplicial complexes, ie the bound (1-1). Proposition 5.5 in that section will be our main result. We note that Sections 3-5 are independent of Section 2.

Most results in this paper will be phrased in terms of Ricci flows with surgery and precise cutoff $\mathcal{M}$ as introduced in [A]. The reason for this is that we want to apply these results without change in [D]. However, the possible existence of surgeries is inessential and does not create any issues. For the purposes of this paper it is only important to be familiar with properties (1) and (5) of the definition of Ricci flows with surgery and precise cutoff (see [A, Definition 2.11]). Property (1) ensures that we have the bound $\sec _{t} \geq-\frac{3}{2 t}$ for all times $t$, and property (5) implies that areas cannot increase by a trivial surgery. Specifically, this property implies that for every surgery time $T$ whose surgeries are all trivial and every $\chi>0$ there is some $t_{\chi}<T$ such that
for all $t \in\left(t_{\chi}, T\right)$ there is a $(1+\chi)$-Lipschitz map $\xi: \mathcal{M}(t) \rightarrow \mathcal{M}(T)$ that is equal to the identity on the part of the manifold that is not affected by the surgery process at time $T$. We will be able to conclude from this property that quantities of the type $A_{t}\left(f_{0}\right)$ are lower semicontinuous in time.

We refer to the introduction of [0] for acknowledgements and historical remarks.

## 2 Area evolution of spheres and disks

In this subsection we recall area estimates for minimal spheres and disks under Ricci flow. They were first developed by Hamilton [3, Section 11]. The estimates needed in this series of papers are however slightly different from those of Hamilton, which is why we have decided to carry out their proofs.

The first proposition gives us an area estimate for 2 -spheres and will be used in the proof of [D, Proposition 4.5] to show that after some time, all time slices in a Ricci flow with surgery are irreducible and all subsequent surgeries are trivial.

Proposition 2.1 Let $\mathcal{M}$ be a (3-dimensional) Ricci flow with surgery and precise cutoff and closed time slices, defined on the time interval $\left[T_{1}, T_{2}\right]$ with $0<T_{1}<T_{2}$. Assume that the surgeries are all trivial and that $\pi_{2}(\mathcal{M}(t)) \neq 0$ for all $t \in\left[T_{1}, T_{2}\right]$. For every time $t \in\left[T_{1}, T_{2}\right]$ denote by $A(t)$ the infimum of the areas of all homotopically nontrivial immersed 2 -spheres. Then the quantity

$$
t^{1 / 4}\left(t^{-1} A(t)+16 \pi\right)
$$

is monotonically nonincreasing on $\left[T_{1}, T_{2}\right]$. Moreover,

$$
T_{2}<\left(1+\frac{1}{16 \pi} T_{1}^{-1} A\left(T_{1}\right)\right)^{4} T_{1}
$$

Proof Compare also with [9, Lemmas 18.10 and 18.11]. Let $t_{0} \in\left[T_{1}, T_{2}\right)$. By [13] and either [2] or [8], there is a noncontractible, conformal, minimal immersion $f: S^{2} \rightarrow \mathcal{M}\left(t_{0}\right)$ with $\operatorname{area}_{t_{0}} f=\operatorname{area}_{S^{2}} f^{*}\left(g\left(t_{0}\right)\right)=A\left(t_{0}\right)$. We remark that, using the methods in the proof of Proposition 2.2 below, it is enough to assume that $f$ is only smooth. Call $\Sigma=f\left(S^{2}\right) \subset \mathcal{M}(t)$. Then $\Sigma$ is either a 2 -sphere or an $\mathbb{R} P^{2}$ with a finite number of self-intersections. We can estimate the infinitesimal change of the area of $\Sigma$ (we count the area twice if $\Sigma$ is an $\mathbb{R} P^{2}$ ) while we vary the metric in positive time direction (and keep $f$ constant!). Using the $t_{0}^{-1}$-positivity of the curvature on
$\mathcal{M}\left(t_{0}\right)$, the fact that the interior sectional curvatures are not larger than the ambient ones as well as Gauss-Bonnet, we conclude

$$
\begin{aligned}
\left.\frac{d}{d t^{+}}\right|_{t=t_{0}} \operatorname{area}_{t}(\Sigma) & =-\int_{\Sigma} \operatorname{tr}_{t_{0}}\left(\operatorname{Ric}_{t_{0}} \mid T \Sigma\right) d \operatorname{vol}_{t_{0}} \\
& =-\frac{1}{2} \int_{\Sigma} \operatorname{scal}_{t_{0}} d \operatorname{vol}_{t_{0}}-\int_{\Sigma} \sec _{t_{0}}^{\mathcal{M}\left(t_{0}\right)}(T \Sigma) d \operatorname{vol}_{t_{0}} \\
& \leq \frac{3}{4 t_{0}} \operatorname{area}_{t_{0}}(\Sigma)-\int_{\Sigma} \sec ^{\Sigma} d \operatorname{vol}_{t_{0}} \\
& \leq \frac{3}{4 t_{0}} \operatorname{area}_{t_{0}}(\Sigma)-2 \pi \chi(\Sigma)=\frac{3}{4 t_{0}} A\left(t_{0}\right)-4 \pi
\end{aligned}
$$

Here, $\sec _{t_{0}}^{\mathcal{M}\left(t_{0}\right)}(T \Sigma)$ denotes the ambient sectional curvature of $\mathcal{M}\left(t_{0}\right)$ tangential to $\Sigma$ and $\sec _{t_{0}}^{\Sigma}$ denotes the interior sectional curvature of $\Sigma$. We conclude from this calculation that $d\left(t^{1 / 4}\left(t^{-1} A(t)+16 \pi\right)\right) /\left.d t^{+}\right|_{t=t_{0}} \leq 0$ in the barrier sense and, hence, the quantity $t^{1 / 4}\left(t^{-1} A(t)+16 \pi\right)$ is monotonically nonincreasing in $t$ away from the singular times.

We will now show that $A(t)$ is lower semicontinuous. We can restrict ourselves to the case in which $t_{0}$ is a surgery time. Let $t_{k} \nearrow t_{0}$ be a sequence converging to $t_{0}$ and choose minimal 2 -spheres $\Sigma_{k} \subset \mathcal{M}\left(t_{k}\right)$ with area $t_{k} \Sigma_{k}=A\left(t_{k}\right)$. By property (5) of [A, Definition 2.11], we find diffeomorphisms $\xi_{k}: \mathcal{M}\left(t_{k}\right) \rightarrow \mathcal{M}\left(t_{0}\right)$ that are $\left(1+\chi_{k}\right)-$ Lipschitz for $\chi_{k} \rightarrow 0$. So $A\left(t_{0}\right) \leq \liminf _{k \rightarrow \infty}\left(1+\chi_{k}\right)^{2} A\left(t_{k}\right)=\liminf _{k \rightarrow \infty} A\left(t_{k}\right)$.

The lower semicontinuity implies that $t^{1 / 4}\left(t^{-1} A(t)+16 \pi\right)$ is monotonically nonincreasing on $\left[T_{1}, T_{2}\right]$. The bound on $T_{2}$ follows from the fact that $A\left(T_{2}\right)>0$.

In the next proposition we estimate the area evolution of minimal disks that are bounded by a given loop of controlled geodesic curvature. This fact will be used in the main part of the proof of [0, Theorem 1.1], which can be found in [D], to exclude the long-time existence of short contractible loops, as asserted in [D, Proposition 4.4]. Note that in contrast to Hamilton's setting, we cannot exclude the existence of branch points at the boundary of these disks. This difference creates some analytical difficulties.

Proposition 2.2 Let $\mathcal{M}$ be a (3-dimensional) Ricci flow with surgery and precise cutoff and closed time slices, defined on the time interval $\left[T_{1}, T_{2}\right]$ with $T_{2}>T_{1}>0$. Assume that all surgeries of $\mathcal{M}$ are trivial.

Let $\gamma_{t} \subset \mathcal{M}(t)$ be a time-dependent embedded, disjoint loop in $\mathcal{M}(t)$ that does not hit surgery times and is stationary in time (ie between two surgery times $\gamma_{t}$ to a fixed loop).

Assume moreover that $\gamma_{t}$ is contractible in $\mathcal{M}(t)$ for all $t \in\left[T_{1}, T_{2}\right]$ and denote by $A(t)$ the infimum of the areas of all smooth maps $f: D^{2} \rightarrow \mathcal{M}(t)$ whose restriction to $\partial D^{2}=S^{1}$ parametrizes the loop $\gamma_{t}$.

Assume that there are constants $\Gamma, a>0$ such that, for all $t \in\left[T_{1}, T_{2}\right]$,
(i) the geodesic curvatures along $\gamma_{t}$ satisfy the bound $\left|\kappa_{\gamma_{t}, t}\right|<\Gamma t^{-1 / 2}$,
(ii) the length of $\gamma_{t}$ satisfies the bound $\ell\left(\gamma_{t}\right)<a t^{-1 / 2}$.

Then the quantity

$$
t^{1 / 4}\left(t^{-1} A(t)+4(2 \pi-a \Gamma)\right)
$$

is nonincreasing on $\left[T_{1}, T_{2}\right]$.
In particular, if $a \Gamma<2 \pi$, then

$$
T_{2}<\left(1+\frac{T_{1}^{-1} A\left(T_{1}\right)}{4(2 \pi-a \Gamma)}\right)^{4} T_{1}
$$

Proof Let $t_{0} \in\left[T_{1}, T_{2}\right]$. By [10] we find a time- $t_{0}$ area-minimizing continuous map $f: D^{2} \rightarrow \mathcal{M}\left(t_{0}\right)$ that is smooth on $\operatorname{Int} D^{2}$ and whose restriction to the boundary $\partial D^{2}$ parametrizes $\gamma_{t_{0}}$. Moreover, $f$ is almost conformal and harmonic on Int $D^{2}$ and we have $A\left(t_{0}\right)=$ area $f^{*}\left(g\left(t_{0}\right)\right)$. Next, we use [6] to conclude that $f$ is even smooth up to the boundary and an immersion away from finitely many branch points.

Analogously to in the proof of Proposition 2.1, we can carry out the first part of the computation of the infinitesimal change of the area of $f$ as we vary the metric only:

$$
\begin{align*}
\left.\frac{d}{d t}\right|_{t=t_{0}} \text { area } f^{*}(g(t)) & =-\int_{D^{2}} \operatorname{tr} f^{*}\left(\operatorname{Ric}_{t_{0}}^{\mathcal{M}\left(t_{0}\right)}\right)  \tag{2-1}\\
& \leq \frac{3}{4 t_{0}} A\left(t_{0}\right)-\int_{D^{2}} \sec ^{\mathcal{M}\left(t_{0}\right)}(d f) d \operatorname{vol}_{f^{*}\left(g\left(t_{0}\right)\right)}
\end{align*}
$$

where $\sec ^{\mathcal{M}\left(t_{0}\right)}(d f)$ denotes the sectional curvature in the normalized tangential direction of $f$. Observe that the last integrand is a continuous function on $D^{2}$ since the volume form vanishes wherever this tangential sectional curvature is not defined.

In order to avoid issues arising from possible branch points (especially on the boundary of $D^{2}$ ), we employ the following trick (inspired by [12]): Let $\varepsilon>0$ be a small constant and consider the flat Riemannian disk ( $D_{\varepsilon}=D^{2}, \varepsilon^{2} g_{\text {eucl }}$ ). The identity map $h_{\varepsilon}: D^{2} \rightarrow D_{\varepsilon}$ is a conformal and harmonic diffeomorphism and hence the map $f_{\varepsilon}=\left(f, h_{\varepsilon}\right): D^{2} \rightarrow \mathcal{M}\left(t_{0}\right) \times D_{\varepsilon}$ is a conformal and harmonic embedding. Denote
its image by $\Sigma_{\varepsilon}=f_{\varepsilon}\left(D^{2}\right)$. Since the sectional curvatures on the target manifold $\mathcal{M}\left(t_{0}\right) \times D_{\varepsilon}$ arise from pulling back the sectional curvatures on $\mathcal{M}\left(t_{0}\right)$ via the projection onto the first factor, we have

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \int_{\Sigma_{\varepsilon}} \sec ^{\mathcal{M}\left(t_{0}\right) \times D_{\varepsilon}}\left(T \Sigma_{\varepsilon}\right) d \operatorname{vol}_{t_{0}}=\int_{D^{2}} \sec ^{\mathcal{M}\left(t_{0}\right)}(d f) d \operatorname{vol}_{f *}\left(g\left(t_{0}\right)\right) \tag{2-2}
\end{equation*}
$$

We can now proceed as in the proof of Proposition 2.1, using the fact that the interior sectional curvatures of $\Sigma_{\varepsilon}$ are not larger than the corresponding ambient ones as well as the Gauss-Bonnet theorem:

$$
\begin{align*}
\int_{\Sigma_{\varepsilon}} \sec ^{\mathcal{M}\left(t_{0}\right) \times D_{\varepsilon}}\left(T \Sigma_{\varepsilon}\right) d \operatorname{vol}_{t_{0}} & \geq \int_{\Sigma_{\varepsilon}} \sec ^{\Sigma_{\varepsilon}}\left(T \Sigma_{\varepsilon}\right) d \operatorname{vol}_{t_{0}}  \tag{2-3}\\
& =2 \pi \chi\left(\Sigma_{\varepsilon}\right)+\int_{\partial \Sigma_{\varepsilon}} \kappa_{\partial \Sigma_{\varepsilon}, t_{0}}^{\Sigma_{\varepsilon}} d s_{t_{0}}
\end{align*}
$$

Here $\kappa_{\partial \Sigma_{\varepsilon}, t_{0}}^{\Sigma_{\varepsilon}}$ denotes the intrinsic geodesic curvature of $\partial \Sigma_{\varepsilon, t_{0}}$ within $\Sigma_{\varepsilon, t_{0}}$. Note that $\chi\left(\Sigma_{\varepsilon}\right)=\chi\left(D^{2}\right)=1$.

We now estimate the last integral. Let $\gamma_{t_{0}, \varepsilon}: S^{1}\left(l_{t_{0}, \varepsilon}\right) \rightarrow \partial \Sigma_{\varepsilon}$ for $i=1, \ldots, m$ be a unit-speed parametrization of the boundary of $\Sigma_{\varepsilon}$. Denote by $\gamma_{t_{0}, \varepsilon}^{\mathcal{M}\left(t_{0}\right)}(s)$ its component function in $\mathcal{M}\left(t_{0}\right)$ and by $\gamma_{t_{0}, \varepsilon}^{D_{\varepsilon}}(s)$ that in $D_{\varepsilon}$. Furthermore, let $\nu_{t_{0}, \varepsilon}(s)$ be the outwardpointing unit-normal field along $\gamma_{t_{0}, \varepsilon}(s)$ that is tangent to $\Sigma_{\varepsilon}$. As before, denote by $v_{t_{0}, \varepsilon}^{\mathcal{M}\left(t_{0}\right)}(s)$ and $v_{t_{0}, \varepsilon}^{D_{\varepsilon}}(s)$ the components in the direction of $\mathcal{M}\left(t_{0}\right)$ and $D_{\varepsilon}$, respectively. Note that

$$
\begin{equation*}
0=\left\langle\gamma_{t_{0}, \varepsilon}^{\prime}(s), v_{t_{0}, \varepsilon}(s)\right\rangle=\left\langle\left(\gamma_{t_{0}, \varepsilon}^{\mathcal{M}\left(t_{0}\right)}\right)^{\prime}(s), v_{t_{0}, \varepsilon}^{\mathcal{M}\left(t_{0}\right)}(s)\right\rangle+\left\langle\left(\gamma_{t_{0}, \varepsilon}^{D_{\varepsilon}}\right)^{\prime}(s), v_{t_{0}, \varepsilon}^{D_{\varepsilon}}(s)\right\rangle \tag{2-4}
\end{equation*}
$$

Since $f$ is conformal, we obtain that

$$
\begin{aligned}
\left\langle\left(\gamma_{t_{0}, \varepsilon}^{\mathcal{M}\left(t_{0}\right)}\right)^{\prime}(s), v_{t_{0}, \varepsilon}^{\mathcal{M}\left(t_{0}\right)}(s)\right\rangle & =\left\langle d f\left(\left(\gamma_{t_{0}, \varepsilon}^{D_{\varepsilon}}\right)^{\prime}(s)\right), d f\left(v_{t_{0}, \varepsilon}^{D_{\varepsilon}}(s)\right)\right\rangle \\
& =\lambda_{t_{0}, \varepsilon}(s)\left\langle\left(\gamma_{t_{0}, \varepsilon}^{D_{\varepsilon}}\right)^{\prime}(s), v_{t_{0}, \varepsilon}^{D_{\varepsilon}}(s)\right\rangle
\end{aligned}
$$

for some $\lambda_{t_{0}, \varepsilon}(s) \geq 0$. So the first summand on the right-hand side of (2-4) is a nonnegative multiple of the second summand. So these summands cannot have opposite signs and hence

$$
\begin{equation*}
\left\langle\left(\gamma_{t_{0}, \varepsilon}^{\mathcal{M}\left(t_{0}\right)}\right)^{\prime}(s), v_{t_{0}, \varepsilon}^{\mathcal{M}\left(t_{0}\right)}(s)\right\rangle=\left\langle\left(\gamma_{t_{0}, \varepsilon}^{D_{\varepsilon}}\right)^{\prime}(s), v_{t_{0}, \varepsilon}^{D_{\varepsilon}}(s)\right\rangle=0 \tag{2-5}
\end{equation*}
$$

Now note that $\gamma_{t_{0}, \varepsilon}^{\mathcal{M}\left(t_{0}\right)}$ is a parametrization of $\gamma_{t_{0}}$ whose geodesic curvature is bounded by $\Gamma t_{0}^{-1}$. Moreover, the geodesic curvature of $\gamma_{t_{0}, \varepsilon}^{D_{\varepsilon}}$ is equal to $\varepsilon^{-1}$. Denote the
geodesic curvature of $\gamma_{t_{0}}$ in $\mathcal{M}\left(t_{0}\right)$ at any $p \in \gamma_{t_{0}}$ by $\kappa_{\gamma_{t_{0}}, t_{0}}(p)$. Using (2-5), we conclude that

$$
\begin{align*}
\int_{\partial \Sigma_{\varepsilon}} \kappa_{\partial \Sigma_{\varepsilon}, t_{0}}^{\Sigma_{\varepsilon}} d s_{t_{0}}= & -\int_{0}^{l_{t_{0}, \varepsilon}}\left\langle\frac{D}{d s}\left(\frac{d}{d s} \gamma_{t_{0}, \varepsilon}^{\mathcal{M}\left(t_{0}\right)}(s)\right), v_{t_{0}, \varepsilon}^{\mathcal{M}\left(t_{0}\right)}(s)\right\rangle d s  \tag{2-6}\\
& \quad-\int_{0}^{l_{t_{0}, \varepsilon}}\left\langle\frac{D}{d s}\left(\frac{d}{d s} \gamma_{t_{0}, \varepsilon}^{D_{\varepsilon}}(s)\right), v_{t_{0}, \varepsilon}^{D_{\varepsilon}}(s)\right\rangle d s \\
= & \int_{0}^{l_{t_{0}, \varepsilon}}\left\langle\kappa_{\gamma_{t_{0}}, t_{0}}\left(\gamma_{t_{0}, \varepsilon}^{\mathcal{M}\left(t_{0}\right)}(s)\right), v_{t_{0}, \varepsilon}^{\mathcal{M}\left(t_{0}\right)}(s)\right)\left|\left(\gamma_{t_{0}, \varepsilon}^{\mathcal{M}\left(t_{0}\right)}\right)^{\prime}(s)\right|^{2} d s \\
& \quad+\int_{0}^{l_{t_{0}, \varepsilon}} \varepsilon^{-1}\left|\left(\gamma_{t_{0}, \varepsilon}^{D_{\varepsilon}}\right)^{\prime}(s)\right|_{\varepsilon^{2} g_{\text {eucl }}\left|v_{t_{0}, \varepsilon}^{D_{\varepsilon}}(s)\right|_{\varepsilon^{2} g_{\text {eucl }}} d s .} \begin{aligned}
2
\end{aligned}
\end{align*}
$$

As indicated, the norms of the vectors in the last integral are taken with respect to $\varepsilon^{2} g_{\text {eucl }}$.

We now analyze the first integral on the right-hand side of (2-6) by substituting $\gamma_{t_{0}, \varepsilon}^{\mathcal{M}\left(t_{0}\right)}: S^{1}\left(l_{t_{0}, \varepsilon}\right) \rightarrow \gamma_{t_{0}}$ by a unit speed parametrization $\tilde{\gamma}_{t_{0}}: S^{1}\left(l_{t_{0}}\right) \rightarrow \gamma_{t_{0}}$, where $l_{t_{0}}=\ell\left(\gamma_{t_{0}}\right)$. In doing this, we have to replace $s$ by $\left(\gamma_{t_{0}, \varepsilon}^{\mathcal{M}\left(t_{0}\right)}\right)^{-1}\left(\tilde{\gamma}_{t_{0}}(s)\right)$, where $\left(\gamma_{t_{0}, \varepsilon}^{\mathcal{M}\left(t_{0}\right)}\right)^{-1}: \gamma_{t_{0}} \rightarrow S^{1}$ denotes the inverse map of $\gamma_{t_{0}, \varepsilon}^{\mathcal{M}\left(t_{0}\right)}$. Moreover, the length element $d s$ changes by a factor of $\left|\left(\gamma_{t_{0}, \varepsilon}^{\mathcal{M}\left(t_{0}\right)}\right)^{\prime}(s)\right|^{-1}$. So we obtain

$$
\begin{align*}
& \int_{0}^{l_{t_{0}, \varepsilon}}\left\langle\kappa_{\gamma_{t_{0}}, t_{0}}\left(\gamma_{t_{0}, \varepsilon}^{\mathcal{M}\left(t_{0}\right)}(s)\right), v_{t_{0}, \varepsilon}^{\mathcal{M}\left(t_{0}\right)}(s)\right\rangle\left|\left(\gamma_{t_{0}, \varepsilon}^{\mathcal{M}\left(t_{0}\right)}\right)^{\prime}(s)\right|^{2} d s  \tag{2-7}\\
& =\int_{0}^{l_{t_{0}}}\left\langle\kappa_{\gamma_{t_{0}}, t_{0}}\left(\tilde{\gamma}_{t_{0}}(s)\right), v_{t_{0}, \varepsilon}^{\mathcal{M}\left(t_{0}\right)}\left(\left(\gamma_{t_{0}, \varepsilon}^{\mathcal{M}\left(t_{0}\right)}\right)^{-1}\left(\tilde{\gamma}_{t_{0}}(s)\right)\right)\right\rangle \\
& \cdot \\
& \cdot\left|\left(\gamma_{t_{0}, \varepsilon}^{\mathcal{M}\left(t_{0}\right)}\right)^{\prime}\left(\left(\gamma_{t_{0}, \varepsilon}^{D_{\varepsilon}}\right)^{-1}\left(\tilde{\gamma}_{t_{0}}(s)\right)\right)\right| d s .
\end{align*}
$$

Next, we estimate the last integral in (2-6) by substituting the map $\gamma_{t_{0}, \varepsilon}^{D_{\varepsilon}}: \partial D^{2} \rightarrow \partial D^{2}$ by the identity. Similarly to before, we have to replace $s$ by $\left(\gamma_{t_{0}, \varepsilon}^{D_{\varepsilon}}\right)^{-1}(s)$, where $\left(\gamma_{t_{0}, \varepsilon}^{D_{\varepsilon}}\right)^{-1}: \partial D^{2} \rightarrow \partial D^{2}$ denotes the inverse map of $\gamma_{t_{0}, \varepsilon}^{D_{\varepsilon}}$, and change $d s$ by a factor of $\left|\left(\gamma_{t_{0}, \varepsilon}^{D_{\varepsilon}}\right)^{\prime}(s)\right| g_{\text {eucl }}^{-1}$. Additionally, using the fact that the norm of $v_{t_{0}, \varepsilon}^{D_{\varepsilon}}(s)$ with respect to the metric $\varepsilon^{2} g_{\text {eucl }}$ is bounded by 1 , we obtain

$$
\begin{align*}
& \int_{0}^{l_{t_{0}, \varepsilon}} \varepsilon^{-1}\left|\left(\gamma_{t_{0}, \varepsilon}^{D_{\varepsilon}}\right)^{\prime}(s)\right|_{\varepsilon^{2} g_{\text {eucl }}}^{2}\left|v_{t_{0}, \varepsilon}^{D_{\varepsilon}}(s)\right|_{\varepsilon^{2} g_{\text {eucl }}} d s  \tag{2-8}\\
& \leq \varepsilon \int_{0}^{l_{t_{0}, \varepsilon}}\left|\left(\gamma_{t_{0}, \varepsilon}^{D_{\varepsilon}}\right)^{\prime}(s)\right|_{g_{\text {eucl }}}^{2} d s \\
&=\int_{\partial D^{2}}\left|\left(\gamma_{t_{0}, \varepsilon}^{D_{\varepsilon}}\right)^{\prime}\left(\left(\gamma_{t_{0}, \varepsilon}^{D_{\varepsilon}}\right)^{-1}(s)\right)\right|_{\varepsilon^{2} g_{\text {eucl }}} d s
\end{align*}
$$

Now we let $\varepsilon \rightarrow 0$. Observe that, away from the branch points of $f$,

$$
\lim _{\varepsilon \rightarrow 0} v_{t_{0}, \varepsilon}^{\mathcal{M}\left(t_{0}\right)}\left(\left(\gamma_{t_{0}, \varepsilon}^{\mathcal{M}\left(t_{0}\right)}\right)^{-1}(s)\right)=v_{t_{0}}^{f}(s)
$$

where $v_{t_{0}}^{f}$ is the outward-pointing unit normal vector field along $\gamma_{t_{0}}$ that is tangential to $f$. Moreover, away from the branch points of $f$,

$$
\lim _{\varepsilon \rightarrow 0}\left|\left(\gamma_{t_{0}, \varepsilon}^{\mathcal{M}\left(t_{0}\right)}\right)^{\prime}\left(\left(\gamma_{t_{0}, \varepsilon}^{D_{\varepsilon}}\right)^{-1}(s)\right)\right|=1, \quad \lim _{\varepsilon \rightarrow 0}\left|\left(\gamma_{t_{0}, \varepsilon}^{D_{\varepsilon}}\right)^{\prime}\left(\left(\gamma_{t_{0}, \varepsilon}^{D_{\varepsilon}}\right)^{-1}(s)\right)\right|_{\varepsilon^{2} g_{\text {eucl }}}=0 .
$$

So, using (2-6), (2-7) and (2-8) gives us
(2-9) $\lim _{\varepsilon \rightarrow 0} \int_{\partial \Sigma_{\varepsilon}} \kappa_{\partial \Sigma_{\varepsilon}, t_{0}}^{\Sigma_{\varepsilon}} d s_{t_{0}}=\int_{\gamma_{t_{0}}}\left\langle\kappa_{\gamma_{t_{0}}, t_{0}}(s), v_{t_{0}}^{f}(s)\right\rangle d s_{t_{0}} \geq-\Gamma t_{0}^{-1 / 2} \ell\left(\gamma_{t_{0}}\right)>-a \Gamma$.
Combining this with (2-1), (2-2) and (2-3) yields

$$
\left.\frac{d}{d t}\right|_{t=t_{0}} \text { area } f^{*}(g(t)) \leq \frac{3}{4 t_{0}} A\left(t_{0}\right)-2 \pi+a \Gamma
$$

So, in the barrier sense,

$$
\left.\frac{d}{d t^{+}}\right|_{t=t_{0}} A(t) \leq \frac{3}{4 t_{0}} A\left(t_{0}\right)-2 \pi+a \Gamma
$$

Thus,

$$
\frac{d}{d t^{+}}\left[t^{1 / 4}\left(t^{-1} A(t)+4(2 \pi-a \Gamma)\right)\right] \leq 0 .
$$

Analogously to in the proof of Proposition 2.1, we conclude that $A(t)$ is lower semicontinuous. The desired monotonicity follows now immediately. The bound on $T_{2}$ follows again from the fact that $A\left(T_{2}\right)>0$.

## 3 Simplicial complexes

We briefly recall the notion of simplicial complexes, which will be used throughout the whole paper. Note that in the following we will only be interested in simplicial complexes that are 2-dimensional, pure and locally finite. For brevity we will always implicitly assume these properties when referring to the term "simplicial complex".

Definition 3.1 (simplicial complex) A 2-dimensional simplicial complex $V$ is a topological space that is the union of embedded, closed 2 -simplices (triangles), 1 simplices (intervals) and 0 -simplices (points) such that any two distinct simplices are either disjoint or their intersection is equal to another simplex whose dimension is strictly smaller than the maximal dimension of both simplices. $V$ is called finite if the number of these simplices is finite.

In this paper, we assume $V$ moreover to be locally finite and pure. The first property demands that every simplex of $V$ is contained in only finitely many other simplices and the second property states that every 0 - or 1 -dimensional simplex is contained in a 2 -simplex. We will also assume that all 2 - and 1 -simplices are equipped with differentiable parametrizations that are compatible with respect to restriction.

We will often refer to the 2 -simplices of $V$ as faces, the 1 -simplices as edges and the 0 -simplices as vertices. The 1 -skeleton $V^{(1)}$ is the union of all edges and the $0-$ skeleton $V^{(0)}$ is the union of all vertices of $V$. The valency of an edge $E \subset V^{(1)}$ denotes the number of adjacent faces, ie the number of 2 -simplices that contain $E$. The boundary $\partial V$ is the union of all edges of valency 1 .

We will also use the following notion for maps from simplicial complexes into manifolds.

Definition 3.2 (piecewise smooth map) Let $V$ be a simplicial complex, $M$ an arbitrary differentiable manifold (not necessarily 3-dimensional) and $f: V \rightarrow M$ a continuous map. We call $f$ piecewise smooth if $f$ restricted to the interior of each face of $V$ is smooth and bounded in $W^{1,2}$ and if $f$ restricted to each edge $E \subset V^{(1)}$ is smooth away from finitely many points.

Given a Riemannian metric $g$ on $M$ and a sufficiently regular map $f: V \rightarrow M$ (eg piecewise smooth) we define its area, area $(f)$, to be the sum of $\operatorname{area}\left(\left.f\right|_{\operatorname{Int} F}\right)$ over all faces $F \subset V$ and the length of the 1 -skeleton $\ell\left(\left.f\right|_{V^{(1)}}\right)$ to be the sum of the lengths $\ell\left(\left.f\right|_{E}\right)$ over all edges $E \subset V^{(1)}$.

## 4 Existence of minimizers of simplicial complexes

### 4.1 Introduction and overview

In this section $(M, g)$ will always be a compact Riemannian manifold (not necessarily 3-dimensional) with $\pi_{2}(M)=0$. We will also fix the following notation: for every continuous contractible loop $\gamma: S^{1} \rightarrow M$ we denote by $A(\gamma)$ the infimum over the areas of all continuous maps $f: D^{2} \rightarrow M$ that are continuously differentiable on the interior of $D^{2}$, bounded in $W^{1,2}$ and for which $\left.f\right|_{\partial D^{2}}=\gamma$.

Consider a finite simplicial complex $V$ as well as a continuous map $f_{0}: V \rightarrow M$ such that $\left.f_{0}\right|_{\partial V}$ is a smooth embedding. The goal of this section is motivated by the
question of finding an area-minimizer within the same homotopy class of $f_{0}$, ie a map $f: V \rightarrow M$ that is homotopic to $f_{0}: V \rightarrow M$ relative to $\partial V$ and whose area is equal to

$$
A\left(f_{0}\right):=\inf \left\{\text { area } f^{\prime}: f^{\prime} \simeq f_{0} \text { relative to } \partial V\right\}
$$

(Here the maps $f^{\prime}: V \rightarrow M$ are assumed to be continuous and continuously differentiable when restricted to $V \backslash V^{(1)}$ and $V^{(1)}$ as well as bounded in $W^{1,2}$ when restricted to each face of $V$.) This problem, however, seems to be very difficult, since it is not clear how to control eg the length of the 1 -skeleta of a sequence of minimizers.

To get around these analytical issues, we instead seek to minimize the quantity $\operatorname{area}(f)+\ell\left(\left.f\right|_{V^{(1)}}\right)$. Here $\ell\left(\left.f\right|_{V^{(1)}}\right)$ denotes the sum of the lengths of all edges of $V$ under $f$. It will turn out that this change has no negative effect when we apply our results to the Ricci flow in Section 5. To summarize, we are looking for maps $f: V \rightarrow M$ that are homotopic to $f_{0}$ relative to $\partial V$ and for which area $(f)+\ell\left(\left.f\right|_{V^{(1)}}\right)$ is equal (or close) to

$$
A^{(1)}\left(f_{0}\right):=\inf \left\{\operatorname{area}\left(f^{\prime}\right)+\ell\left(\left.f^{\prime}\right|_{V^{1}}\right): f^{\prime} \simeq f_{0} \text { relative to } \partial V\right\}
$$

We will be able to show that such a minimizer exists in a certain sense. More specifically, we will find a map $f: V^{(1)} \rightarrow M$ of regularity $C^{1,1}$ on the 1 -skeleton that can be extended onto $V$ to a minimizing sequence for $A^{(1)}$. This implies that the sum of $A\left(\left.f\right|_{\partial F}\right)$ over all faces $F \subset V$ plus $\ell(f)$ is equal to $A^{(1)}\left(f_{0}\right)$. So the existence problem for $f$ is reduced to solving the Plateau problem for each loop $\left.f\right|_{\partial F}$. The only difficulty that we may encounter then is that $\left.f\right|_{\partial F}$ might a priori have (finitely or infinitely many) self-intersections. Unfortunately, taking this possibility into account makes several arguments quite tedious and might obscure the main idea in a forest of details.

The second goal of this section (see Section 4.4) is to understand the geometry of a minimizer along the 1 -skeleton. In the case in which $f: V^{(1)} \rightarrow M$ is injective, our findings can be presented as follows. In this case we can solve the Plateau problem for the loop $\left.f\right|_{\partial F}$ for each face $F \subset V$ and extend $f: V^{(1)} \rightarrow M$ to a map $f: V \rightarrow M$ that is smooth on $V \backslash V^{(1)}$ and $C^{1,1}$ on $V^{(1)}$ and $C^{1, \alpha}$ on every (closed) face away from the vertices. Consider and edge $E \subset V^{(1)} \backslash \partial V$ of valency $v_{E}$ and denote by $\kappa: E \rightarrow T M$ the geodesic curvature (defined almost everywhere) of $\left.f\right|_{E}$ and let $v_{E}^{(1)}, \ldots, v_{E}^{\left(v_{E}\right)}: E \rightarrow T M$ be unit vector fields that are normal to $\left.f\right|_{E}$ and outward pointing tangential to $f$ restricted to those faces $F \subset V$ that are adjacent to $E$. A simple variational argument will then yield the identities

$$
\begin{equation*}
v_{E}^{(1)}+\cdots+v_{E}^{\left(v_{E}\right)}=\kappa_{E} \quad \text { and } \quad\left\langle v_{E}^{(1)}+\cdots+v_{E}^{\left(v_{E}\right)}, \kappa_{E}\right\rangle \geq 0 . \tag{4-1}
\end{equation*}
$$

This set of equalities and inequalities is the second main result of this section and some time is spent on expressing these identities in the case in which the loops $\left.f\right|_{\partial F}$ are allowed to have self-intersections. We remark that in the case in which $\left.f\right|_{V^{(1)}}$ is injective this equality and a bootstrap argument can be used to show that $f$ is actually smooth on each (closed) face away from $V^{(0)}$.

Observe that in general it might happen that two or more edges are mapped to the same segment under $f$ (this could also happen for subsegments of these edges or for subsegments of one and the same edge). It would then become necessary to take the sum over all faces that are adjacent to either of these edges on the left-hand side of (4-1) and a multiple of $\kappa_{E}$ on the right-hand side of the equation in (4-1). These combinatorics become even more involved by the fact that, at least a priori, $\left.f\right|_{\partial F}$ can for example intersect in a subset of empty interior but positive measure.

All important results of this section will be summarized in Proposition 4.11.

### 4.2 Construction and regularity of the map on the 1 -skeleton

Consider again the given continuous map $f_{0}: V \rightarrow M$ for which $\left.f_{0}\right|_{\partial V}$ is a smooth embedding and let $f_{1}, f_{2}, \ldots: V \rightarrow M$ be a minimizing sequence for $A^{(1)}\left(f_{0}\right)$. More specifically, we want each $f_{k}$ to be continuous and homotopic to $f_{0}$ relative to $\partial V$, continuously differentiable when restricted to $V \backslash V^{(1)}$ and $V^{(1)}$ as well as bounded in $W^{1,2}$ when restricted to each face and

$$
\lim _{k \rightarrow \infty}\left(\operatorname{area}\left(f_{k}\right)+\ell\left(\left.f_{k}\right|_{V^{(1)}}\right)\right)=A^{(1)}\left(f_{0}\right)
$$

By compactness of $M$ we may assume that, after passing to a subsequence, $\left.f_{k}\right|_{V^{(0)}}$ converges pointwise. Next, observe that every edge $E \subset V^{(1)}$ is equipped with a standard parametrization by an interval $[0,1]$ (see Definition 3.1). We can then reparametrize each $f_{k}$ such that for every edge $E \subset V^{(1)}$ the restriction $\left.f_{k}\right|_{E}$ is parametrized by constant speed. Since $\ell\left(\left.f_{k}\right|_{E}\right)$ is uniformly bounded, we can pass to another subsequence such that $\left.f_{K}\right|_{E}$ converges uniformly. So we may assume that $\left.f_{k}\right|_{V^{(1)}}$ converges uniformly to a Lipschitz map $f: V^{(1)} \rightarrow M$ and that $\ell\left(\left.f\right|_{V^{(1)}}\right) \leq$ $\liminf _{k \rightarrow \infty} \ell\left(\left.f_{k}\right|_{V^{(1)}}\right)$. It is our first goal to derive regularity results for $f$. Before doing this we characterize the map $f$, so that we can forget about the sequence $f_{k}$.

Lemma 4.1 The map $f$ is homotopic to $\left.f_{0}\right|_{V^{(1)}}$ relative to $\partial V$ and is parametrized by constant speed, and if $F_{1}, \ldots, F_{n}$ are the faces of $V$, then

$$
A\left(\left.f\right|_{\partial F_{1}}\right)+\cdots+A\left(\left.f\right|_{\partial F_{n}}\right)+\ell(f)=A^{(1)}\left(f_{0}\right)
$$

Moreover, for every continuous map $f^{\prime}: V^{(1)} \rightarrow M$ that is homotopic to $\left.f_{0}\right|_{V^{(1)}}$ relative to $\partial V$ we have

$$
A\left(\left.f^{\prime}\right|_{\partial F_{1}}\right)+\cdots+A\left(\left.f^{\prime}\right|_{\partial F_{n}}\right)+\ell\left(f^{\prime}\right) \geq A^{(1)}\left(f_{0}\right)
$$

Proof The fact that $f$ is homotopic to $\left.f_{0}\right|_{V^{(1)}}$ relative to $\partial V$ follows from the uniform convergence.

For every face $F_{j}$ consider the boundary loop $\left.f\right|_{\partial F_{j}}: \partial F_{j} \approx S^{1} \rightarrow M$ which is a Lipschitz map. Recall that the loops $\left.f_{k}\right|_{\partial F_{j}}$ converge uniformly to $\left.f\right|_{\partial F_{j}}$. So, using the exponential map and assuming that $k$ is large enough, we can find a homotopy $H_{k}: \partial F_{j} \times[0,1] \rightarrow M$ between $\left.f_{k}\right|_{\partial F_{j}}$ and $\left.f\right|_{\partial F_{j}}$ that is Lipschitz on $\partial F_{j} \times[0,1]$ and smooth on $\partial F_{j} \times(0,1)$ and whose area goes to 0 as $k \rightarrow \infty$. Gluing $H_{k}$ together with $\left.f_{k}\right|_{F_{j}}: F_{j} \rightarrow M$ and mollifying around the seam yields a continuous map $f_{j, k}^{*}: F_{j} \rightarrow M$ that is smooth on Int $F_{j}$ such that $\left.f_{j, k}^{*}\right|_{\partial F_{j}}=\left.f\right|_{\partial F_{j}}$ and such that area $f_{j, k}^{*}$ - area $\left.f_{k}\right|_{F_{j}}$ goes to 0 as $k \rightarrow \infty$ (here we are using the fact that $\left.f_{k}\right|_{F_{j}}$ is bounded in $\left.W^{1,2}\right)$. Hence $A\left(\left.f\right|_{\partial F_{j}}\right) \leq \liminf _{k \rightarrow \infty}$ area $\left.f_{k}\right|_{F_{j}}$ and we obtain

$$
\begin{aligned}
A\left(\left.f\right|_{\partial F_{1}}\right)+\cdots+A\left(\left.f\right|_{\partial F_{n}}\right) & +\ell(f) \\
\leq & \liminf _{k \rightarrow \infty}\left(\operatorname{area}\left(\left.f_{k}\right|_{\partial F_{1}}\right)+\cdots+\operatorname{area}\left(\left.f_{k}\right|_{\partial F_{n}}\right)+\ell\left(\left.f_{k}\right|_{V^{(1)}}\right)\right) \\
& =A^{(1)}\left(f_{0}\right)
\end{aligned}
$$

For the reverse inequality it remains to establish the last statement of the claim. This will then also imply that $\lim _{k \rightarrow \infty} \ell\left(\left.f_{k}\right|_{\partial V^{(1)}}\right)=\ell(f)$ and hence that $f$ is parametrized by constant speed.
Consider a continuous and rectifiable map $f^{\prime}: V^{(1)} \rightarrow M$ that is homotopic to $\left.f_{0}\right|_{V^{(1)}}$ relative to $\partial V$. We can find smoothings $f_{k}^{\prime}: V^{(1)} \rightarrow M$ of $f^{\prime}$ such that $f_{k}^{\prime}$ converges uniformly to $f^{\prime}$ and $\lim _{k \rightarrow \infty} \ell\left(f_{k}^{\prime}\right)=\ell\left(f^{\prime}\right)$. Now, for every face $F_{j}$, we can again find a homotopy $H_{j, k}^{\prime}: \partial F_{j} \times[0,1] \rightarrow M$ of small area between $\left.f^{\prime}\right|_{\partial F_{j}}$ and $\left.f_{k}^{\prime}\right|_{\partial F_{j}}$ and by another gluing argument, we can construct continuous maps $f_{j, k}^{\prime \prime}: F_{j} \rightarrow M$ with $\left.f_{j, k}^{\prime \prime}\right|_{\partial F_{j}}=\left.f_{k}^{\prime}\right|_{\partial F_{j}}$ that are smooth on Int $F_{j}$ such that $\lim _{k \rightarrow \infty}$ area $f_{j, k}^{\prime \prime}=A\left(\left.f^{\prime}\right|_{\partial F_{j}}\right)$. Hence, we can extend each $f_{k}^{\prime}: V^{(1)} \rightarrow M$ to a map $f_{k}^{\prime \prime}: V \rightarrow M$ of the right regularity such that

$$
A\left(\left.f^{\prime}\right|_{\partial F_{1}}\right)+\cdots+A\left(\left.f^{\prime}\right|_{\partial F_{n}}\right)+\ell\left(f^{\prime}\right)=\lim _{k \rightarrow \infty}\left(\operatorname{area}\left(f_{k}^{\prime \prime}\right)+\ell\left(\left.f_{k}^{\prime \prime}\right|_{V^{(1)}}\right)\right) \geq A^{(1)}\left(f_{0}\right)
$$

This proves the desired result.
We also need the following isoperimetric inequality:

Lemma 4.2 Let $\gamma: S^{1} \rightarrow \mathbb{R}^{n}$ be a rectifiable loop such that $\gamma$ restricted to the lower semicircle of $S^{1}$ parametrizes an interval on the $x_{1}$-axis $x_{2}=\cdots=x_{n}=0$ and $\gamma$ restricted to the upper semicircle has length $l$. Denote by $a$ the maximum of the euclidean norm of the $\left(x_{2}, \ldots, x_{n}\right)$ component of all points on $\gamma$ (ie the maximal distance from the $x_{1}$-axis). Then $A(\gamma) \leq l a$.

Proof Let $\bar{\gamma}:[0, l] \rightarrow \mathbb{R}^{n}$ be a parametrization by arclength of $\gamma$ restricted to the upper semicircle of $S^{1}$. Let $0=s_{0}<s_{2}<\cdots<s_{m}=l$ be a subdivision of the interval $[0, l]$. Let $y_{i}$ be the $x_{1}$-coordinate of $\bar{\gamma}\left(s_{i}\right)$ and $\sigma_{i}$ a straight segment between $\bar{\gamma}\left(s_{i}\right)$ and $\left(y_{i}, 0, \ldots, 0\right)$ for each $i=0, \ldots, m$. For each $i=1, \ldots, m$, let $\bar{\gamma}_{i}$ be the loop that consists of $\left.\bar{\gamma}\right|_{\left[s_{i-1}, s_{i}\right]}, \sigma_{i-1}, \sigma_{i}$ and the interval between $\left(y_{i-1}, 0, \ldots, 0\right)$ and $\left(y_{i}, 0, \ldots, 0\right)$. We set $A^{*}\left(s_{0}, \ldots, s_{m}\right)=A\left(\gamma_{1}\right)+\cdots+A\left(\gamma_{m}\right)$.

Let $i \in\{1, \ldots, m-1\}$. We claim that if we remove $s_{i}$ from the list of subdivisions, then the value of $A^{*}\left(s_{0}, \ldots, s_{m}\right)$ does not increase. In fact, if $y_{i-1} \leq y_{i} \leq y_{i+1}$ or $y_{i-1} \geq y_{i} \geq y_{i+1}$, then this is claim is true since any two maps $h_{i}, h_{i+1}: D^{2} \rightarrow M$ that restrict to $\gamma_{i}$ and $\gamma_{i+1}$ on $S^{1}$ can be glued together along $\sigma_{i}$. On the other hand, if $y_{i-1} \leq y_{i+1} \leq y_{i}$, then $h_{i}$ and $h_{i+1}$ can be glued together along the union of $\sigma_{i}$ with the interval between $\left(y_{i+1}, 0, \ldots, 0\right)$ and $\left(y_{i}, 0, \ldots, 0\right)$. The other cases follow analogously. Multiple application of this finding yields $A(\gamma) \leq A^{*}\left(s_{0}, \ldots, s_{m}\right)$.
Now let $\gamma_{i}^{\prime}$ be the loop that consists of the straight segment between $\bar{\gamma}\left(s_{i-1}\right)$ and $\bar{\gamma}\left(s_{i}\right)$, the segments $\sigma_{i-1}$ and $\sigma_{i}$, and the interval between $\left(y_{i-1}, 0, \ldots, 0\right)$ and $\left(y_{i}, 0, \ldots, 0\right)$. Moreover, let $\gamma_{i}^{\prime \prime}$ be the loop that consists of the straight segment between $\bar{\gamma}\left(s_{i-1}\right)$ and $\bar{\gamma}\left(s_{i}\right)$ and the curve $\left.\bar{\gamma}\right|_{\left[s_{i-1}, s_{i}\right]}$. Then, by the isoperimetric inequality and some basic geometry,

$$
A\left(\gamma_{i}\right) \leq A\left(\gamma_{i}^{\prime}\right)+A\left(\gamma_{i}^{\prime \prime}\right) \leq a \ell\left(\left.\bar{\gamma}\right|_{\left[s_{i-1}, s_{i}\right]}\right)+C\left(\ell\left(\left.\bar{\gamma}\right|_{\left[s_{i-1}, s_{i}\right]}\right)\right)^{2} .
$$

Adding up this inequality for all $i=1, \ldots, m$ yields

$$
A(\gamma) \leq A^{*}\left(s_{0}, \ldots, s_{m}\right) \leq a l+\sum_{i=1}^{m} C\left(\ell\left(\left.\bar{\gamma}\right|_{\left[s_{i-1}, s_{i}\right]}\right)\right)^{2} .
$$

The right-hand side converges to 0 as the mesh size of the subdivisions approaches zero.

The following lemma is our main regularity result:
Lemma 4.3 The map $f: V^{(1)} \rightarrow M$ has regularity $C^{1,1}$ on every edge $E \subset V^{(1)}$.

Proof Let $E \subset V^{1}$ be an edge and equip $E$ with a smooth parametrization of an interval such that $\left.f\right|_{E}$ is parametrized by constant speed. We now establish the regularity of the map $f_{E}=\left.f\right|_{E}: E \rightarrow M$ up to the endpoints of $E$. Assume $\ell\left(\left.f\right|_{E}\right)>0$, since otherwise we are done. After scaling the interval by which $E$ is parametrized, we may assume without loss of generality that $f_{E}$ is parametrized by arclength, ie that

$$
\ell\left(\left.f_{E}\right|_{\left[s_{1}, s_{2}\right]}\right)=s_{2}-s_{1} \quad \text { for every interval }\left[s_{1}, s_{2}\right] \subset E .
$$

Let $\varepsilon>0$ be smaller than the injectivity radius of $M$ and observe that, whenever we choose exponential coordinates $\left(y_{1}, \ldots, y_{n}\right)$ around a point $p \in M$, under these coordinates we have the following comparison with the euclidean metric $g_{\text {eucl }}$ :

$$
\begin{equation*}
\left|g-g_{\text {eucl }}\right|<C_{1} r^{2} \tag{4-2}
\end{equation*}
$$

for some uniform constant $C_{1}$ (here $r$ denotes the radial distance from $p$ ). Assume moreover that $\varepsilon$ is chosen small enough such that $g$ is 2 -bilipschitz to $g_{\text {eucl }}$.

Consider three parameters $s_{1}, s_{2}, s_{3} \in E$ such that $s_{1}<s_{2}<s_{3}<s_{1}+\frac{1}{10} \varepsilon$. We set $x_{i}=f_{E}\left(s_{i}\right), l=\left|s_{3}-s_{1}\right|=\ell\left(\left.f_{E}\right|_{\left[s_{1}, s_{3}\right]}\right)$ as well as $d=\operatorname{dist}\left(x_{1}, x_{3}\right)$ and we denote by $\gamma$ a minimizing geodesic segment between $x_{1}$ and $x_{3}$. Consider now the competitor map $f^{\prime}$ that agrees with $f$ on $\left(V^{(1)} \backslash E\right) \cup\left(E \backslash\left(s_{1}, s_{2}\right)\right)$ and that maps the interval [ $s_{1}, s_{3}$ ] to the segment $\gamma$.

Let us first bound the area gain for such a competitor. Denote by $\gamma^{*}: S^{1} \rightarrow M$ the loop that consists of the curves $\left.f_{E}\right|_{\left[s_{1}, s_{3}\right]}$ and $\gamma$. Choose geodesic coordinates $\left(y_{1}, \ldots, y_{n}\right)$ around $x_{1}$ such that $\gamma$ can be parametrized by $(t, 0, \ldots, 0)$ and denote by $a$ the maximum of the euclidean norm of the $\left(y_{2}, \ldots, y_{n}\right)$-component of $f_{E}$ on $\left[s_{1}, s_{3}\right]$. By Lemma 4.2 we have

$$
A\left(\gamma^{*}\right) \leq 8 l a .
$$

(Recall that $g$ is 2-bilipschitz to the euclidean metric.) Let $F_{1}, \ldots, F_{v}$ be the faces that are adjacent to $E$. Then for each $j=1, \ldots, v$ we have

$$
A\left(\left.f^{\prime}\right|_{\partial F_{j}}\right) \leq A\left(\left.f\right|_{\partial F_{j}}\right)+A\left(\gamma^{*}\right) \leq A\left(\left.f\right|_{\partial F_{j}}\right)+8 l a .
$$

Moreover, $\ell\left(f^{\prime}\right) \leq \ell(f)-l+d$. So, by the inequality of Lemma 4.1, we obtain

$$
\begin{equation*}
l-d \leq 8 v \cdot l a \tag{4-3}
\end{equation*}
$$

Now let $l^{\prime}$ be the length of the segment parametrized by $\left.f_{E}\right|_{\left[s_{1}, s_{3}\right]}$ with respect to the euclidean metric $g_{\text {eucl }}$ in the coordinate system $\left(y_{1}, \ldots, y_{n}\right)$. Then $\frac{1}{2} l^{\prime} \leq l \leq 2 l^{\prime}$.

Moreover, we obtain the following improved bound on $l^{\prime}$ using (4-2):

$$
\begin{aligned}
l & =\int_{s_{1}}^{s_{3}} \sqrt{g\left(f_{E}^{\prime}(s), f_{E}^{\prime}(s)\right)} d s \geq \int_{s_{1}}^{s_{3}} \sqrt{\left(1-C_{1}\left(l^{\prime}\right)^{2}\right) g_{\text {eucl }}\left(f_{E}^{\prime}(s), f_{E}^{\prime}(s)\right)} d s \\
& \geq \sqrt{1-4 C_{1} l^{2}} l^{\prime}
\end{aligned}
$$

By basic trigonometric estimates with respect to the euclidean metric in the coordinate system $\left(y_{1}, \ldots, y_{n}\right)$ we obtain

$$
d^{2}+4 a^{2} \leq\left(l^{\prime}\right)^{2}
$$

So

$$
\begin{equation*}
\left(1-4 C_{1} l^{2}\right)\left(d^{2}+4 a^{2}\right) \leq l^{2} \tag{4-4}
\end{equation*}
$$

Plugging in (4-3) yields, with $c=\frac{1}{4} v^{-2}$,

$$
\left(1-4 C_{1} l^{2}\right)\left(l^{2} d^{2}+c(l-d)^{2}\right) \leq l^{4}
$$

And hence, for $l<\frac{1}{4} C_{1}^{-1 / 2}$,

$$
\frac{1}{2} c(l-d)^{2} \leq l^{2}(l-d)(l+d)+4 C_{1} l^{4} d^{2} \leq 2 l^{3}(l-d)+4 C_{1} l^{6}
$$

This inequality implies that if $l-d \geq l^{3}$, then $\frac{1}{2} c(l-d) \leq 2 l^{3}+4 C_{1} l^{3}$. So in either case (if $l-d \geq l^{3}$ or if $l-d<l^{3}$ ) there is a universal constant $C_{2}$ such that

$$
\begin{equation*}
l-d \leq C_{2} l^{3} \tag{4-5}
\end{equation*}
$$

In particular, if $l$ is smaller than some uniform constant, then

$$
\frac{1}{2} d \leq l \leq 2 d
$$

We will in the following always assume that this bound holds whenever we compare the intrinsic and extrinsic distance between two close points on $f_{E}$.

Next, we plug (4-5) back into (4-4) and obtain a bound on $a$ for small $l$ :

$$
a \leq \sqrt{\frac{(l-d)(l+d)+4 C_{1} l^{2} d^{2}}{4\left(1-4 C_{1} l^{2}\right)}} \leq \sqrt{C_{2} l^{3} \cdot 2 l+4 C_{1} l^{2} d^{2}} \leq C_{3} l^{2}
$$

for some uniform constant $C_{3}$. Now consider the point $x_{2}$ on $f_{E}\left(\left[s_{1}, s_{3}\right]\right)$, set $l_{1}=$ $\ell\left(\left.f_{E}\right|_{\left[s_{1}, s_{2}\right]}\right)$ and let $\alpha \geq 0$ be the angle between the geodesic segment $\gamma$ from $x_{1}$ to $x_{3}$ and the geodesic segment $\gamma_{1}$ from $x_{1}$ to $x_{2}$. Observe that the angle $\alpha$ between $\gamma$ and $\gamma_{1}$ is the same with respect to both $g$ and $g_{\text {eucl }}$. Moreover, by our previous conclusion applied to $x_{1}$ and $x_{2}$ instead of $x_{1}$ and $x_{3}$, the length of $\gamma_{1}$ is bounded from below by $\frac{1}{2} l_{1}$. So by basic trigonometry we find that there are uniform constants
$\varepsilon_{0}>0$ and $C_{4}<\infty$ such that

$$
\begin{equation*}
\alpha \leq C_{4} l \quad \text { if } l_{1} \geq \frac{1}{2} l \text { and } l<\varepsilon_{0} \tag{4-6}
\end{equation*}
$$

We can now establish the differentiability of $f_{E}$. Let $s, s^{\prime}, s^{\prime \prime} \in E$ be such that $s<s^{\prime}<s^{\prime \prime}<s+\varepsilon_{0}$, set $x=f_{E}(s), x^{\prime}=f_{E}\left(s^{\prime}\right)$ and $x^{\prime \prime}=f_{E}\left(s^{\prime \prime}\right)$, and choose minimizing geodesic segments $\gamma^{\prime}$ between $x$ and $x^{\prime}$ and $\gamma^{\prime \prime}$ between $x$ and $x^{\prime \prime}$. Let $\alpha \geq 0$ be the angle between $\gamma^{\prime}$ and $\gamma^{\prime \prime}$ at $x$. For each $i \geq 1$ for which $s+2^{-i} \in E$ we set $x_{i}=f_{E}\left(s+2^{-i}\right)$ and we choose a minimizing geodesic segment $\gamma_{i}$ between $x$ and $x_{i}$. Choose, moreover, indices $i^{\prime} \geq i^{\prime \prime} \geq 1$ such that $2^{-i^{\prime}} \leq s^{\prime}-s<2^{-i^{\prime}+1}$ and $2^{-i^{\prime \prime}} \leq s^{\prime \prime}-s<2^{-i^{\prime \prime}+1}$. Then, by (4-6),

$$
\begin{aligned}
\alpha & \leq \varangle_{x}\left(\gamma^{\prime \prime}, \gamma_{i^{\prime \prime}}\right)+\varangle_{x}\left(\gamma_{i^{\prime \prime}}, \gamma_{i^{\prime \prime}+1}\right)+\cdots+\varangle_{x}\left(\gamma_{i^{\prime}-2}, \gamma_{i^{\prime}-1}\right)+\varangle_{x}\left(\gamma_{i^{\prime}-1}, \gamma^{\prime}\right) \\
& \leq C_{4}\left(s^{\prime \prime}-s\right)+C_{4} 2^{-i^{\prime \prime}}+C_{4} 2^{-i^{\prime \prime}-1}+\cdots \\
& \leq C_{4}\left(s^{\prime \prime}-s\right)+2 C_{4} 2^{-i^{\prime \prime}} \leq 3 C_{4}\left(s^{\prime \prime}-s\right) .
\end{aligned}
$$

Note also that by (4-5) the quotients $\ell\left(\gamma^{\prime}\right) /\left(s^{\prime}-s\right)$ and $\ell\left(\gamma^{\prime \prime}\right) /\left(s^{\prime \prime}-s\right)$ converge to 1 as $s^{\prime \prime} \rightarrow s$. Altogether, this shows that the right-derivative of $f_{E}$ exists, has unit length and that

$$
\begin{equation*}
\varangle_{x}\left(\frac{d}{d s^{+}} f_{E}(s), \gamma^{\prime \prime}\right) \leq 3 C_{4}\left(s^{\prime \prime}-s\right) . \tag{4-7}
\end{equation*}
$$

The existence of the left-derivative together with the analogous inequality follows in the same way. In order to show that the right- and left-derivatives agree in the interior of $E$, it suffices to show for any $s \in \operatorname{Int} E$, that the angle at $f_{E}(s)$ between the geodesic segments to $f_{E}\left(s-s^{\prime}\right)$ and $f_{E}\left(s+s^{\prime}\right)$ goes to $\pi$ as $s^{\prime} \rightarrow 0$. This follows immediately from (4-6) and the fact that the sum of the angles of small triangles in $M$ goes to $\pi$ as the circumference goes to 0 .

Finally, we establish the Lipschitz continuity of the derivative $f_{E}^{\prime}(s)$. Let $s_{1}, s_{3} \in E$ be such that $s_{1}<s_{3}<s_{1}+\varepsilon_{0}$ and let $s_{2}=\frac{1}{2}\left(s_{1}+s_{3}\right)$ be the midpoint on $f_{E}$. Let $\gamma$ and $\gamma_{1}$ be defined as before and let $\gamma_{3}$ be the geodesic segment between $x_{2}=f_{E}\left(s_{2}\right)$ and $x_{3}=f_{E}\left(s_{3}\right)$. Using (4-2) we find that if we choose geodesic coordinates around $x_{1}$ or $x_{3}$, then we can compare angles at different points on $f_{E}\left(\left[s_{1}, s_{3}\right]\right)$ up to an error of $O\left(\left|s_{3}-s_{1}\right|^{2}\right)$. So we can estimate, using (4-6) and (4-7),

$$
\begin{aligned}
& \varangle\left(f_{E}^{\prime}\left(s_{1}\right), f_{E}^{\prime}\left(s_{3}\right)\right) \\
& \quad \leq \varangle\left(f_{E}^{\prime}\left(s_{1}\right), \gamma_{1}\right)+\varangle\left(\gamma_{1}, \gamma\right)+\varangle\left(\gamma, \gamma_{3}\right)+\varangle\left(\gamma_{3}, f_{E}^{\prime}\left(s_{3}\right)\right)+O\left(\left|s_{3}-s_{1}\right|^{2}\right) \\
& \quad \leq 3 C_{4}\left|s_{2}-s_{1}\right|+2 C_{4}\left|s_{3}-s_{1}\right|+3 C_{4}\left|s_{3}-s_{2}\right|+O\left(\left|s_{3}-s_{1}\right|^{2}\right) \leq C_{5}\left|s_{3}-s_{1}\right|
\end{aligned}
$$

for some uniform constant $C_{5}$. This finishes the proof.

Now if for every face $F \subset V$ the map $\left.f\right|_{\partial F}$ is injective (ie an embedding in a proper parametrization), then by solving the Plateau problem for each face (see [10]) we obtain an extension $\tilde{f}: V \rightarrow M$ of $f$ that is homotopic to $f_{0}$ and for which area $\tilde{f}+\ell\left(\left.\tilde{f}\right|_{V^{(1)}}\right)=A^{(1)}\left(f_{0}\right)$. So in this case the existence of the minimizer is ensured. In general, however, we need take into account the possibility that $\left.f\right|_{\partial F}$ has self-intersections. Note that there might be infinitely many such self-intersections and the set of self-intersections might even have positive 1-dimensional Hausdorff measure. This adds some technicalities to our discussion.

### 4.3 Results on self-intersections and the Plateau problem

The following lemma states that two intersecting curves agree up to order 2 almost everywhere on their set of intersection.

Lemma 4.4 Let $\gamma:[0, l] \rightarrow M$ be a curve of regularity $C^{1,1}$ that is parametrized by arclength. Then the geodesic curvature along $\gamma$ is defined almost everywhere, that is, there is a vector field $\kappa:[0, l] \rightarrow T M$ along $\gamma$, ie $\kappa(s) \in T_{\gamma(s)} M$ for all $s \in[0, l]$, and a null set $N \subset[0, l]$ such that at each $s \in[0, l] \backslash N$ the curve $\gamma$ is twice differentiable and the geodesic curvature at $s$ equals $\kappa(s)$.

Consider now two such curves $\gamma_{1}:\left[0, l_{1}\right] \rightarrow M$ and $\gamma_{2}:\left[0, l_{2}\right] \rightarrow M$ with geodesic curvature vector fields $\kappa_{1}$ and $\kappa_{2}$. Assume additionally that $\gamma_{1}$ and $\gamma_{2}$ are injective embeddings that are contained in a coordinate chart $\left(U,\left(x_{1}, \ldots, x_{n}\right)\right)$ in such a way that there is a vector $v \in \mathbb{R}^{n}$ with the property that $\left\langle\gamma_{i}^{\prime}(s), v\right\rangle \neq 0$ with respect to the euclidean metric for all $s \in\left[0, l_{i}\right]$ and $i=1,2$.

Let $X_{1}=\left\{s \in\left[0, l_{1}\right]: \gamma_{1}(s) \in \gamma_{2}\left(\left[0, l_{2}\right]\right)\right\}$ and $X_{2}=\left\{s \in\left[0, l_{2}\right]: \gamma_{2}(s) \in \gamma_{1}\left(\left[0, l_{1}\right]\right)\right\}$ be the parameter sets of self-intersections. Then there is a continuously differentiable map $\varphi:\left[0, l_{1}\right] \rightarrow \mathbb{R}$ whose derivative vanishes nowhere such that $\varphi\left(X_{1}\right)=X_{2}$ and such that $\gamma_{1}(s)=\gamma_{2}(\varphi(s))$ whenever $s \in X_{1}$. Moreover, there are null sets $N_{i} \subset X_{i}$ such that $\varphi\left(N_{1}\right)=N_{2}$ and such that for all $s \in X_{1} \backslash N_{1}$ we have $\varphi^{\prime}(s)= \pm 1$, $\gamma_{1}^{\prime}(s)=\gamma_{2}^{\prime}(\varphi(s)) \varphi^{\prime}(s)$ and $\kappa_{1}(s)=\kappa_{2}(\varphi(s))$.

Proof The first statement follows from the fact that a Lipschitz function is differentiable almost everywhere. Observe that the geodesic curvature can be computed in terms of the first and second derivatives of the curve in a local coordinate system.

Let $\varphi:\left[0, l_{1}\right] \rightarrow \mathbb{R}$ be the composition of the projection $s \mapsto\left\langle\gamma_{1}(s), v\right\rangle_{\mathbb{R}^{n}}$ with the inverse of the projection $s \mapsto\left\langle\gamma_{2}(s), v\right\rangle_{\mathbb{R}^{n}}$ (the scalar product $\langle\cdot, \cdot\rangle_{\mathbb{R}^{n}}$ is taken in the
coordinates $\left.\left(x_{1}, \ldots, x_{n}\right)\right)$. Then, by definition, $\varphi\left(X_{1}\right)=X_{2}$ and $\gamma_{1}(s)=\gamma_{2}(\varphi(s))$ whenever $s \in X_{1}$. Moreover, $\varphi^{\prime}(s) \neq 0$ for all $s \in\left[0, l_{1}\right]$.

Next, let $N_{i}^{\prime} \subset\left[0, l_{i}\right]$ be the null sets from the first part outside of which $\kappa_{i}$ is equal to the geodesic curvature of $\gamma_{i}$. Let, moreover, $N_{1}^{*} \subset X_{1}$ be the set of isolated points of $X_{i}$. Note that $N_{1}^{*}$ is a null set. We now claim that the lemma holds for $N_{1}=X_{1} \cap\left(N_{1}^{\prime} \cup \varphi^{-1}\left(N_{2}^{\prime}\right) \cup N_{1}^{*}\right)$ and $N_{2}=X_{2} \cap\left(\varphi\left(N_{1}\right) \cup N_{2}^{\prime}\right)$. The sets $N_{1}$ and $N_{2}$ are null sets. Now let $s \in X_{1} \backslash N_{1}$. Observe that, for $s^{\prime}$ close to $s$, we have

$$
\gamma_{1}\left(s^{\prime}\right)=\gamma_{1}(s)+\left(s^{\prime}-s\right) \gamma_{1}^{\prime}(s)+\frac{1}{2}\left(s^{\prime}-s\right)^{2} \kappa_{1}(s)+o\left(\left(s^{\prime}-s\right)^{2}\right) .
$$

Similarly, for every $s^{\prime \prime}$ close to $\varphi(s)$,

$$
\gamma_{2}\left(s^{\prime \prime}\right)=\gamma_{1}(s)+\left(s^{\prime \prime}-\varphi(s)\right) \gamma_{2}^{\prime}(\varphi(s))+\frac{1}{2}\left(s^{\prime \prime}-\varphi(s)\right)^{2} \kappa_{2}(\varphi(s))+o\left(\left(s^{\prime \prime}-\varphi(s)\right)^{2}\right) .
$$

Since $s \notin N_{1}^{*}$, there is a sequence of parameters $s_{k}^{\prime} \rightarrow s$ with $s_{k}^{\prime} \neq s$ and $s_{k} \in X_{1}$ such that, with $s_{k}^{\prime \prime}=\varphi\left(s_{k}^{\prime \prime}\right)$, we have $\gamma_{1}\left(s_{k}^{\prime}\right)=\gamma_{2}\left(s_{k}^{\prime \prime}\right)$. Since $\varphi$ is continuously differentiable,

$$
s_{k}^{\prime \prime}-\varphi(s)=\varphi^{\prime}(s)\left(s_{k}^{\prime}-s\right)+o\left(s_{k}^{\prime}-s\right)
$$

So we obtain from the expansions for $\gamma_{1}$ and $\gamma_{2}$ that

$$
\begin{aligned}
\left(s_{k}^{\prime}-s\right) \gamma_{1}^{\prime}(s)+o\left(s_{k}^{\prime}-s\right) & =\gamma_{1}\left(s_{k}^{\prime}\right)-\gamma_{1}(s) \\
& =\gamma_{2}\left(s_{k}^{\prime \prime}\right)-\gamma_{2}(\varphi(s))=\varphi^{\prime}(s)\left(s_{k}^{\prime}-s\right) \gamma_{2}^{\prime}(\varphi(s))+o\left(s_{k}^{\prime}-s\right)
\end{aligned}
$$

This implies that $\gamma_{1}^{\prime}(s)=\gamma_{2}^{\prime}(\varphi(s)) \varphi^{\prime}(s)$, and $\varphi^{\prime}(s)= \pm 1$ follows from the fact that $\left|\gamma_{1}^{\prime}(s)\right|=\left|\gamma_{2}^{\prime}(s)\right|=1$.

Next, consider the metric $\langle\cdot, \cdot\rangle_{\gamma_{1}(s)}$ at the point $\gamma_{1}(s)$. Use this metric to pair the expansions for $\gamma_{1}$ and $\gamma_{2}$ with an arbitrary vector $v^{*} \in \mathbb{R}^{n}$ that is orthogonal to $\gamma_{1}^{\prime}(s)$ and hence also to $\gamma_{2}^{\prime}(\varphi(s))$ (with respect to $\langle\cdot, \cdot\rangle_{\gamma_{1}(s)}$ ). Then

$$
\begin{aligned}
\frac{1}{2}\left(s_{k}^{\prime}-s\right)^{2}\left\langle\kappa_{1}(s), v^{*}\right\rangle_{\gamma_{1}(s)}+o\left(\left(s_{k}^{\prime}-s\right)^{2}\right) & =\left\langle\gamma_{1}\left(s_{k}^{\prime}\right)-\gamma_{1}(s), v^{*}\right\rangle_{\gamma_{1}(s)} \\
& =\left\langle\gamma_{2}\left(s_{k}^{\prime \prime}\right)-\gamma_{1}(s), v^{*}\right\rangle_{\gamma_{1}(s)} \\
& =\frac{1}{2}\left(s_{k}^{\prime}-s\right)^{2}\left\langle\kappa_{2}(\varphi(s)), v^{*}\right\rangle_{\gamma_{1}(s)}+o\left(\left(s_{k}^{\prime}-s\right)^{2}\right)
\end{aligned}
$$

So $\left\langle\kappa_{1}(s), v^{*}\right\rangle_{\gamma_{1}(s)}=\left\langle\kappa_{2}(\varphi(s)), v^{*}\right\rangle_{\gamma_{1}(s)}$. Since $\kappa_{1}(s)$ and $\kappa_{2}(\varphi(s))$ are orthogonal to $\gamma_{1}^{\prime}(s)$ with respect to $\langle\cdot, \cdot\rangle_{\gamma_{1}(s)}$, we conclude that $\kappa_{1}(s)=\kappa_{2}(\varphi(s))$.

In the remainder of this subsection, we state the solution of the Plateau problem for loops with (possibly infinitely many) self-intersections. We will hereby always make use of the following terminology:

Definition 4.5 Let $\gamma: S^{1} \rightarrow M$ be a continuous and contractible loop. A continuous map $f: D^{2} \rightarrow M$ is called a solution to the Plateau problem for $\gamma$ if $f$ is smooth, harmonic and almost conformal on the interior of $D^{2}$, and if area $f=A(\gamma)$ and there is an orientation-preserving homeomorphism $\varphi: S^{1} \rightarrow S^{1}$ such that $\left.f\right|_{S^{1}}=\gamma \circ \varphi$.

We will also need a variation of the Douglas-type condition.
Definition 4.6 (Douglas-type condition) Let $\gamma: S^{1} \rightarrow M$ be a piecewise $C^{1}$ immersion that is contractible in $M$. We say that $\gamma$ satisfies the Douglas-type condition if for any distinct pair of parameters $s, t \in S^{1}$ with $s \neq t$ and $\gamma(s)=\gamma(t)$, the following is true: Consider the loops $\gamma_{1}$ and $\gamma_{2}$ that arise from restricting $\gamma$ to the arcs of $S^{1}$ between $s$ and $t$. Then

$$
A(\gamma)<A\left(\gamma_{1}\right)+A\left(\gamma_{2}\right)
$$

We can now state a slightly more general solution of the Plateau problem.
Proposition 4.7 Consider a loop $\gamma: S^{1} \rightarrow M$ that is a piecewise $C^{1}$-immersion and that is contractible in $M$. Assume first that $\gamma$ satisfies the Douglas-type condition. Then the following holds:
(a) There is a solution $f: D^{2} \rightarrow M$ to the Plateau problem for $\gamma$.
(b) If $\gamma$ has regularity $C^{1,1}$ on $U \cap S^{1}$ for some open subset $U \subset D^{2}$ then for every $\alpha<1$ the map $f$ (from assertion (a)) locally has regularity $C^{1, \alpha}$ on $U$. Moreover, the restriction $\left.f\right|_{S^{1}}$ has nonvanishing derivative on $U \cap S^{1}$ away from finitely many branch points.
Similarly, if $\gamma$ has regularity $C^{m, \alpha}$ for some $m \geq 2$ and $\alpha \in(0,1)$ on $U \cap S^{1}$, then $f$ locally has regularity $C^{m, \alpha}$ on $U$.
(c) Assume that $\gamma_{k}: S^{1} \rightarrow M$ is a sequence of continuous maps that uniformly converge to $\gamma$. Moreover, assume that each $\gamma_{k}$ is $C$-Lipschitz for some uniform $C<\infty$. Consider solutions to the Plateau problem $f_{k}: D^{2} \rightarrow M$ for each such $\gamma_{k}$. Then there are conformal maps $\psi_{k}: D^{2} \rightarrow D^{2}$ such that the maps $f_{k} \circ \psi_{k}: D^{2} \rightarrow M$ subconverge uniformly on $D^{2}$ and smoothly on Int $D^{2}$ to a map $f: D^{2} \rightarrow M$ that solves the Plateau problem for $\gamma$.
Furthermore, if $\gamma$ has regularity $C^{1,1}$ on $U \cap S^{1}$ for some open subset $U \subset D^{2}$ and $\gamma_{k}$ locally converges to $\gamma$ on $U \cap S^{1}$ in the $C^{1, \alpha}$ sense for some $\alpha \in(0,1)$, then the sequence $f_{k}$ actually converges to $f$ on $U$ in the $C^{1, \alpha^{\prime}}$ sense for every $\alpha^{\prime}<\alpha$.

Next assume that $\gamma$ does not necessarily satisfy the Douglas-type condition and let $p$ be the number of places where $\gamma$ is not differentiable (ie where the right- and leftderivatives don't agree). Then there are finitely or countably infinitely many loops $\gamma_{1}, \gamma_{2}, \ldots: S^{1} \rightarrow M$ that are piecewise $C^{1}$-immersions and contractible in $M$ such that:
(d) The loops $\gamma_{i}$ satisfy the Douglas-type condition.
(e) Each $\gamma_{i}$ is composed of finitely many subsegments of $\gamma$ in such a way that each such subsegment of $\gamma$ is used at most once for the entire sequence $\gamma_{1}, \gamma_{2}, \ldots$.
(f) For each $i$ let $p_{i}$ be the number of places where $\gamma_{i}$ is not differentiable. Then $p_{i}=2$ for all but finitely many $i$ and

$$
\sum_{i}\left(p_{i}-2\right) \leq p-2 .
$$

(g) We have

$$
A(\gamma)=\sum_{i} A\left(\gamma_{i}\right)
$$

(h) For any set of solutions $f_{1}, f_{2}, \ldots: D^{2} \rightarrow M$ to the Plateau problems for $\gamma_{1}, \gamma_{2}, \ldots$ and every $\delta>0$ there is a map $f_{\delta}: D^{2} \rightarrow M$ and an open subset $D_{\delta} \subset D^{2}$ such that the following holds: $\left.f_{\delta}\right|_{S^{1}}=\gamma$ and $f_{\delta}$ restricted to each connected component of $D_{\delta}$ is a diffeomorphic reparametrization of some $f_{i}$ restricted to an open subset of $D^{2}$ in such a way that every $i$ is used for at most one component of $D_{\delta}$. Moreover,

$$
\text { area }\left.f_{\delta}\right|_{D^{2} \backslash D_{\delta}}<\delta \quad \text { and } \quad \text { area } f_{\delta}<A(\gamma)+\delta .
$$

Proof We first prove the first part of assertion (c). Since $\gamma_{k}$ uniformly converges to $\gamma$ and the curves are uniformly Lipschitz, we can find maps $H_{k}: S^{1} \times[0,1] \rightarrow M$ that are $C^{\prime}$-Lipschitz for some uniform $C^{\prime}<\infty$, smooth on $S^{1} \times(0,1)$ and that satisfy $H_{k}(\cdot, 0)=\gamma, H_{k}(\cdot, 1)=\gamma_{k}$ and $\lim _{k \rightarrow \infty}$ area $H_{k}=0$ (compare with the proof of Lemma 4.1). So

$$
\lim _{k \rightarrow \infty} \text { area } f_{k}=\lim _{k \rightarrow \infty} A\left(\gamma_{k}\right)=A(\gamma)
$$

Next, recall that there are orientation-preserving homeomorphisms $\varphi_{k}: S^{1} \rightarrow S^{1}$ such that $\left.f_{k}\right|_{S^{1}}=\gamma_{k} \circ \varphi_{k}$. Let $s_{1}, s_{2}, s_{3} \in S^{1}$ be three pairwise distinct points and choose orientation-preserving conformal maps $\psi_{k}: D^{2} \rightarrow D^{2}$ such that $\psi_{k}\left(s_{i}\right)=\varphi_{k}^{-1}\left(s_{i}\right)$ for all $i=1,2,3$ and $k=1,2, \ldots$. Then each map $f_{k} \circ \psi_{k}$ is still a solution to the

Plateau problem for $\gamma_{k}$ and $\left.\left(f_{k} \circ \psi_{k}\right)\right|_{S^{1}}=\gamma_{k} \circ \varphi_{k} \circ \psi_{k}$. So we may replace $f_{k}$ by $f_{k} \circ \psi_{k}$ and $\varphi_{k}$ by $\varphi_{k} \circ \psi_{k}$ and assume in the following, without loss of generality, that $\varphi_{k}\left(s_{i}\right)=s_{i}$ for each $i=1,2,3$ and $k=1,2, \ldots$.

By compactness and since the maps $\varphi_{k}$ are monotone (ie $\varphi_{k}$ restricted to the arcs between $s_{1}, s_{2}$ and $s_{3}$ is monotone), we may pass to a subsequence and assume that the $\varphi_{k}$ converge pointwise to some monotone map $\varphi: S^{1} \rightarrow S^{1}$ with $\varphi\left(s_{i}\right)=s_{i}$. We claim that $\varphi$ is continuous. Assume not. Then there is a point $s_{0} \in S^{1}$ such that the left and right limits $t_{-}=\lim _{s \nearrow s_{0}} \varphi(s)$ and $t_{+}=\lim _{s} \_{0} \varphi(s)$ at $s_{0}$ don't agree, ie $t_{-} \neq t_{+}$. If $\gamma\left(t_{-}\right) \neq \gamma\left(t_{+}\right)$, then we can derive a contradiction as in [11, Lemma 9.3.2]. Note that, due to almost conformality of $f_{k}$, its energy satisfies

$$
\int_{\text {Int } D^{2}}\left|d f_{k}\right|^{2}=2 \text { area } f_{k}=2 A\left(\gamma_{k}\right)
$$

It remains to consider the case $\gamma\left(t_{-}\right)=\gamma\left(t_{+}\right)$. An inspection of the arguments of [11, Lemma 9.3.2] shows that we can still derive a contradiction under the following assumption: there are constants $d, \delta>0$ such that, for any $0<\varepsilon<\delta$ and sufficiently large $k$ (depending on $\varepsilon$ ), any embedded smooth curve $\sigma:[0,1] \rightarrow D^{2}$ that connects a point in $\left[s_{0}-\delta, s_{0}-\varepsilon\right]$ with a point in $\left[s_{0}+\varepsilon, s_{0}+\delta\right]$ (in $S^{1}$ ) satisfies $\ell\left(f_{k} \circ \sigma\right) \geq d$.

We will now assume that this assumption does not hold. That is, for any $d, \delta>0$ there is an $0<\varepsilon<\delta$ and a sequence $\sigma_{k}:[0,1] \rightarrow D^{2}$ of embedded smooth curves that connect a point in $\left[s_{0}-\delta, s_{0}-\varepsilon\right]$ with a point in $\left[s_{0}+\varepsilon, s_{0}+\delta\right]$ such that $\ell\left(f_{k} \circ \sigma_{k}\right)<d$ for infinitely many $k$. Note that, since $\varphi_{k} \rightarrow \varphi$ pointwise and $\varphi$ is monotone, we can find for any $\eta>0$ a $\delta>0$ such that, for any $0<\varepsilon<\delta$ and sufficiently large $k$ (depending on $\varepsilon$ ), we have $\left|t_{-}-\varphi_{k}(s)\right|<\eta$ for all $s \in\left[s_{0}-\delta, s_{0}-\varepsilon\right]$ and $\left|t_{+}-\varphi_{k}(s)\right|<\eta$ for all $s \in\left[s_{0}+\varepsilon, s_{0}+\delta\right]$. Combining these two facts, we can pass to a subsequence and find a sequence of embedded smooth curves $\sigma_{k}:[0,1] \rightarrow D^{2}$ whose endpoints lie in $S^{1}$ such that $\sigma_{k}(0), \sigma_{k}(1) \rightarrow s_{0}, \varphi_{k}\left(\sigma_{k}(0)\right) \rightarrow t_{-}, \varphi_{k}\left(\sigma_{k}(1)\right) \rightarrow t_{+}$and

$$
\lim _{k \rightarrow \infty} \ell\left(f_{k} \circ \sigma_{k}\right)=0
$$

We will now argue that such a scenario contradicts the Douglas-type condition for $\gamma$. Let $\bar{\gamma}_{1}, \bar{\gamma}_{2}: S^{1} \rightarrow M$ be the loops arising from restricting $\gamma$ to the arcs $a_{1}, a_{2} \subset S^{1}$ between $t_{-}$and $t_{+}$. For every $k$ let $D_{1, k}$ and $D_{2, k}$ be the closures of the two components of $D^{2} \backslash \sigma_{k}([0,1])$, so that for each $i=1,2$, the arc $\varphi_{k}\left(\partial D_{i, k} \cap \partial D^{2}\right)$ contains more and more points of $a_{i}$ as $k \rightarrow \infty$. For each $i=1,2$ and $k=1,2, \ldots$ we can combine $\left.f_{k}\right|_{D_{i, k}}$ with $H_{k}$ restricted to the subset $\left(\partial D_{i, k} \cap \partial D^{2}\right) \times[0,1] \subset \partial D^{2} \times[0,1]$, mollify
around the seam and obtain a continuous map $f_{i, k}^{\prime}: D^{2} \rightarrow M$ whose restriction to the interior is smooth and bounded in $W^{1,2}$ and such that

$$
\begin{equation*}
\lim _{k \rightarrow \infty}\left(\operatorname{area} f_{i, k}^{\prime}-\left.f_{k}\right|_{D_{i, k}}\right)=0 . \tag{4-8}
\end{equation*}
$$

Moreover, $\left.f_{i, k}^{\prime}\right|_{\partial D^{2}}$ describes the loop that is the concatenation of $\left.\gamma\right|_{\varphi_{k}\left(\partial D_{i, k} \cap \partial D^{2}\right)}$, $f_{k} \circ \sigma_{k}$ and two curves corresponding to $H_{k}$ restricted to the two radial lines of $\left(\partial D_{i, k} \cap \partial D^{2}\right) \times[0,1]$, whose lengths go to 0 as $k \rightarrow \infty$. So $\left.f_{i, k}^{\prime}\right|_{\partial D^{2}}$ can be obtained from $\bar{\gamma}_{i}$ by attaching a loop of length $l_{k} \rightarrow 0$ along a subsegment and deleting the overlap. Using the isoperimetric inequality and (4-8), it follows that, for some uniform $C^{\prime \prime}<\infty$,

$$
A\left(\bar{\gamma}_{i}\right) \leq \liminf _{k \rightarrow \infty}\left(\operatorname{area} f_{i, k}^{\prime}+C l_{k}^{2}\right)=\liminf _{k \rightarrow \infty} \text { area }\left.f_{k}\right|_{D_{i, k}}
$$

Letting $k \rightarrow \infty$ yields

$$
A\left(\gamma_{1}\right)+A\left(\gamma_{2}\right) \leq \liminf _{k \rightarrow \infty}\left(\text { area }\left.f_{k}\right|_{D_{1, k}}+\text { area }\left.f_{k}\right|_{D_{2, k}}\right)=\lim _{k \rightarrow \infty} \text { area } f_{k}=A(\gamma),
$$

which contradicts the Douglas-type condition.
Summarizing our findings, we have shown that $\varphi: S^{1} \rightarrow S^{1}$ is continuous. Since $\varphi$ is monotone and $\varphi\left(s_{i}\right)=s_{i}$ for $i=1,2,3$, we deduce that $\varphi$ is also surjective and has mapping degree 1 . Moreover, by the monotonicity of the $\varphi_{k}$, we obtain that the convergence $\varphi_{k} \rightarrow \varphi$ is actually uniform. So $\left.f_{k}\right|_{S^{1}}$ converges uniformly to $\gamma \circ \varphi$. The subconvergence of the $f_{k}$ to a harmonic and conformal $f: D^{2} \rightarrow M$ with $\left.f\right|_{S^{1}}=\gamma \circ \varphi$ now follows as in the proof of [11, Theorem 9.4.3]. Note that in this proof, the sequence " $z_{n}$ " coming from [11, Lemma 9.4.8] can be chosen to be the sequence $f_{k}$ and [11, Theorem 9.4.2] is redundant, since the $f_{k}$ are already energy-minimizing. The fact that $\gamma$ may have self-intersections does not create any issues, since it was only used in the proof of [11, Lemma 9.4.8]. In order to finish the proof of the first part of assertion (c), it only remains to show that $\varphi$ is injective, ie that $\varphi$ cannot be constant on a nonempty, open arc $a \subset S^{1}$. Assume that such an arc $a$ existed and choose $p \in M$ such that $\{p\}=f(a)=\gamma(\varphi(a))$. Let $\gamma^{*}:(-1,1) \rightarrow M$ be any smooth, embedded curve with $\gamma(0)=p$ and choose an open $U \subset D^{2}$ such that $p \in U \cap \partial D^{2} \subset a$. Using [6], we obtain that $f$ must be constant on $U$, which is a contradiction.

Next, we prove assertion (a) using the first part of assertion (c). By perturbing $\gamma$, we can find a sequence of smooth embeddings $\gamma_{k}: S^{1} \rightarrow M$ that are uniformly Lipschitz and that uniformly converge to $\gamma$. Using [11, Theorem 9.4.3] (see also [10]), there
is a solution $f_{k}: D^{2} \rightarrow M$ to the Plateau problem for each $\gamma_{k}$. By the first part of assertion (c), we can pass to a limit and obtain a solution to the Plateau problem for $\gamma$. The proof of assertion (b) in the case in which $\gamma$ is $C^{2}$ on $U \cap S^{1}$ can be found in [6]. We remark that in the case in which $\gamma$ is only $C^{1,1}$ on $U \cap S^{1}$ and $g$ is locally flat on $U$, assertion (b) is a consequence of [7]. For our purposes, however, it is enough to note that the methods of the proof of [6] carry over to the case in which $\gamma$ is only $C^{1,1}$ on $U \cap S^{1}$. We briefly point out how this can be done: The first step in [6] consists of the choice of a local coordinate system $\left(x_{1}, \ldots, x_{n}\right)$ in which $\gamma$ is locally mapped to the $x_{n}$-axis. For the subsequent estimates, this coordinate system has to be of class $C^{2}$. In the case in which $\gamma$ is only $C^{1,1}$ on $U \cap S^{1}$, we can choose a sequence of coordinate systems $\left(x_{1}^{k}, \ldots, x_{n}^{k}\right)$ that are uniformly bounded in the $C^{2}$ sense, and that converge to a coordinate system $\left(x_{1}^{\infty}, \ldots, x_{n}^{\infty}\right)$ of regularity $C^{1,1}$ in every $C^{1, \alpha}$ norm and in this coordinate system $\gamma$ is locally mapped to the $x_{n}$-axis. The minimal surface equation in the coordinate system $\left(x_{1}^{k}, \ldots, x_{n}^{k}\right)$ implies an equation of the form $\left|\Delta y^{k}\right| \leq \beta\left|\nabla y^{k}\right|^{2}$ for $y^{k}=\left(x_{1}^{k}, \ldots, x_{n-1}^{k}\right) \circ f$, where $\beta$ can be chosen independently of $k$. Moreover, $y^{k}$ restricted to $U \cap S^{1}$ converges to 0 in every $C^{1, \alpha}$ norm as $k \rightarrow \infty$. Let $U^{\prime \prime \prime} \Subset U^{\prime \prime} \Subset U^{\prime} \Subset U$ be arbitrary compactly contained open subsets. A closer look at the proof of the "Hilfssatz" in [5] yields that for every $r>0$ we have the estimate $\left|y^{k}\right|<C r$ on $U^{\prime} \cap\left(D^{2}(1-r) \backslash D^{2}(1-2 r)\right)$ if $k$ is large depending on $r$. Here $C$ is independent of $k$. It thus follows that $\left\|y^{k}\right\|_{C^{1}\left(U^{\prime \prime} \cap D^{2}(1-r)\right)}<C$ for every $r>0$ and large $k$. This implies $\left\|y^{\infty}\right\|_{C^{1}\left(U^{\prime \prime}\right)}<C$ and hence $\left\|y^{k}\right\|_{C^{1}\left(U^{\prime \prime}\right)}<2 C$ for large $k$. Standard elliptic estimates applied to the equation $\left|\triangle y^{k}\right|<4 \beta C^{2}$ then yield that $\left\|y^{k}\right\|_{C^{1, \alpha}\left(U^{\prime \prime \prime}\right)}<C^{\prime}$ for large $k$. The regularity of $x_{n}^{k} \circ f$ and the fact that branch points are isolated also follow similarly to in [6].

The second part of assertion (c) follows in a similar manner. We just need to choose the local coordinate systems $\left(x_{1}^{k}, \ldots, x_{n}^{k}\right)$ so that both $\left(x_{1}^{k}, \ldots, x_{n}^{k}\right) \circ \gamma$ and $\left(x_{1}^{k}, \ldots, x_{n}^{k}\right) \circ \gamma_{k}$ locally converge to the $x_{n}$-axis in the $C^{1, \alpha}$ sense.

Now consider the case in which $\gamma$ does not satisfy the Douglas-type condition. Then the remaining assertions follow from the methods of Hass [4]. For completeness, we briefly recall his proof.

We will inductively construct a (finite or infinite) sequence of straight segments $\sigma_{1}, \sigma_{2}, \ldots \subset D^{2}$ between pairs of points $s, t \in S^{1}$ with $\gamma(s)=\gamma(t)$ such that any two distinct segments don't intersect in their interior and such that the following holds for all $k \geq 0$ : Consider the (unique) extension $\gamma_{k}: S^{1} \cup \sigma_{1} \cup \cdots \cup \sigma_{k} \rightarrow M$ of the map $\gamma$ that is constant on each $\sigma_{i}$. Then the sum $A\left(\left.\gamma_{k}\right|_{\partial \Omega}\right)$ over all connected components
$\Omega \subset \operatorname{Int} D^{2} \backslash\left(\sigma_{1} \cup \cdots \cup \sigma_{k}\right)$ is equal to $A(\gamma)$. (Note that every such component is bounded by some of the $\sigma_{i}$ and some $\operatorname{arcs}$ of $S^{1}$.)

Having constructed segments $\sigma_{1}, \ldots, \sigma_{k}$, we will choose $\sigma_{k+1}$ as follows: Consider all components $\Omega \subset \operatorname{Int} D^{2} \backslash\left(\sigma_{1} \cup \cdots \cup \sigma_{k}\right)$ such that $\left.\gamma_{k}\right|_{\partial \Omega}$ does not satisfy the Douglas-type condition (or, to be precise, such that the loop that is composed of the restriction of $\gamma$ to $S^{1} \cap \partial \Omega$ does not satisfy the Douglas-type condition). If there is no such $\Omega$, then we are done. Otherwise we pick an $\Omega$ for which $\ell\left(\left.\gamma\right|_{S^{1} \cap \partial \Omega}\right)$ is maximal. By our assumption, we can find a straight segment $\sigma \subset D^{2}$ connecting two distinct parameters $s, t \in S^{1} \cap \partial \Omega$ such that, if we denote by $\Omega^{\prime}$ and $\Omega^{\prime \prime}$ the two components of $\Omega \backslash \sigma^{\prime}$, then

$$
\begin{equation*}
A\left(\left.\gamma_{k}\right|_{\partial \Omega}\right)=A\left(\left.\gamma_{k}\right|_{\partial \Omega^{\prime}}\right)+A\left(\left.\gamma_{k}\right|_{\partial \Omega^{\prime \prime}}\right) \tag{4-9}
\end{equation*}
$$

So if we choose $\sigma_{k+1}=\sigma$ for any such $\sigma$, then the extension

$$
\gamma_{k+1}: S^{1} \cup \sigma_{1} \cup \cdots \cup \sigma_{k+1} \rightarrow M
$$

still satisfies the same assumption as above. Now pick $\sigma$ amongst all such straight segments such that $\min \left\{\ell\left(\left.\gamma\right|_{S^{1} \cap \partial \Omega^{\prime}}\right), \ell\left(\left.\gamma\right|_{S^{1} \cap \partial \Omega^{\prime \prime}}\right)\right\}$ is larger than $\frac{1}{2}$ times the supremum of this quantity over all such $\sigma$ and set $\sigma_{k+1}=\sigma$.

Having constructed the sequence $\sigma_{1}, \sigma_{2}, \ldots$, we let $X \subset D^{2}$ be the closure of $\sigma_{1} \cup \sigma_{2} \cup \cdots$ and we let $\gamma_{X}: S^{1} \cup X \rightarrow M$ be the direct limit of all extensions $\gamma_{k}$. Then all components $\Omega \subset$ Int $D^{2} \backslash X$ are bounded by finitely many straight segments and arcs of $S^{1}$. We now show that $A(\gamma)$ is equal to the sum of $A\left(\left.\gamma_{X}\right|_{\partial \Omega}\right)$ over all such components: Let $\Omega_{1}, \ldots, \Omega_{N}$ be arbitrary, pairwise distinct components of Int $D^{2} \backslash X$. Then there is a $k_{0}$ such that for all $k>k_{0}$ these components lie in different components $\Omega_{1, k}, \ldots, \Omega_{N, k}$ of Int $D^{2} \backslash\left(\sigma_{1} \cup \cdots \cup \sigma_{k}\right)$. Moreover, $\Omega_{j, k} \rightarrow \Omega_{j}$ as $k \rightarrow \infty$. So $\lim _{k \rightarrow \infty} A\left(\left.\gamma_{X}\right|_{\partial \Omega_{j, k}}\right)=A\left(\left.\gamma_{X}\right|_{\partial \Omega_{j}}\right)$ for each $j=1, \ldots, N$. Since the choice of the $\Omega_{j}$ was arbitrary, this shows that the sum of $A\left(\left.\gamma_{X}\right|_{\partial \Omega}\right)$ over all connected components $\Omega \subset \operatorname{Int} D^{2} \backslash X$ is not larger than $A(\gamma)$. The other direction follows from the subadditivity of $A$ applied to a large but finite number of components of $\operatorname{Int} D^{2} \backslash X$ along with an isoperimetric estimate bounding the area of the remaining components.
Next we show that, for each component $\Omega \subset$ Int $D^{2} \backslash X$, the loop $\left.\gamma_{X}\right|_{\partial \Omega}$ satisfies the Douglas-type condition. If not, then we could separate $\Omega$ into two nonempty components $\Omega^{\prime}$ and $\Omega^{\prime \prime}$ along a straight line $\sigma$ between two parameters $s, t \in S^{1}$ for which $\gamma(s)=\gamma(t)$ so that (4-9) holds for $\gamma_{X}$ instead of $\gamma_{k}$. Choose a sequence $\Omega_{k} \subset \operatorname{Int} D^{2} \backslash\left(\sigma_{1} \cup \cdots \cup \sigma_{k}\right)$ such that $\Omega_{1} \supset \Omega_{2} \supset \cdots$ and such that $\Omega_{k} \rightarrow \Omega$ as
$k \rightarrow \infty$. Let, moreover, $\Omega_{k}^{\prime}$ and $\Omega_{k}^{\prime \prime}$ be the components of $\Omega_{k} \backslash \sigma$ such that $\Omega_{k}^{\prime} \rightarrow \Omega^{\prime}$ and $\Omega_{k}^{\prime \prime} \rightarrow \Omega^{\prime \prime}$. Then $\lim _{k \rightarrow \infty} A\left(\left.\gamma_{k}\right|_{\partial \Omega_{k}}\right)=A\left(\left.\gamma_{X}\right|_{\partial \Omega}\right)$ and $\lim _{k \rightarrow \infty} A\left(\left.\gamma_{k}\right|_{\partial \Omega_{k}^{\prime}}\right)=$ $A\left(\left.\gamma_{X}\right|_{\partial \Omega^{\prime}}\right)$ and $\lim _{k \rightarrow \infty} A\left(\left.\gamma_{k}\right|_{\partial \Omega_{k}^{\prime \prime}}\right)=A\left(\left.\gamma_{X}\right|_{\partial \Omega^{\prime \prime}}\right)$. Moreover, for all $k \geq 1$,

$$
\begin{aligned}
A\left(\left.\gamma_{1}\right|_{\partial \Omega_{1}^{\prime}}\right)+A\left(\left.\gamma_{1}\right|_{\partial \Omega_{1}^{\prime \prime}}\right) & \leq A\left(\left.\gamma_{k}\right|_{\partial \Omega_{k}^{\prime}}\right)+A\left(\left.\gamma_{k}\right|_{\partial\left(\Omega_{1}^{\prime} \backslash \Omega_{k}^{\prime}\right.}\right)+A\left(\left.\gamma_{k}\right|_{\partial \Omega_{k}^{\prime \prime}}\right)+A\left(\left.\gamma_{k}\right|_{\partial\left(\Omega_{1}^{\prime \prime} \backslash \Omega_{k}^{\prime \prime}\right.}\right) \\
& =A\left(\left.\gamma_{k}\right|_{\partial \Omega_{k}^{\prime}}\right)+A\left(\left.\gamma_{k}\right|_{\partial \Omega_{k}^{\prime \prime}}\right)+A\left(\left.\gamma_{k}\right|_{\partial\left(\Omega_{1} \backslash \Omega_{k}\right)}\right) \\
& =A\left(\left.\gamma_{k}\right|_{\partial \Omega_{k}^{\prime}}\right)+A\left(\left.\gamma_{k}\right|_{\partial \Omega_{k}^{\prime \prime}}\right)+A\left(\left.\gamma_{k}\right|_{\partial \Omega_{1}}\right)-A\left(\left.\gamma_{k}\right|_{\partial \Omega_{k}}\right) .
\end{aligned}
$$

Letting $k \rightarrow \infty$ yields

$$
A\left(\left.\gamma_{1}\right|_{\partial \Omega_{1}^{\prime}}\right)+A\left(\left.\gamma_{1}\right|_{\partial \Omega_{1}^{\prime \prime}}\right) \leq A\left(\left.\gamma_{1}\right|_{\partial \Omega_{1}}\right) .
$$

Since the opposite inequality is trivially true, we must have equality. This, however, yields a contradiction, because by our construction of the sequence $\sigma_{1}, \sigma_{2}, \ldots$ we must have picked $\sigma$ earlier and hence $\sigma_{k}=\sigma$ for some $k$.

Assertions (d), (e) and (g) are direct consequences of the construction. By the fact that $\gamma$ is a piecewise immersion, we can deduce that all but finitely many components of $\Omega \subset \operatorname{Int} D^{2} \backslash X$ are bounded by exactly two straight segments and two arcs. Assertion (f) follows by counting edges and vertices. Finally, the functions $f_{\delta}$ of assertion (h) can be constructed by parametrizing the solutions $f_{i}$ by the corresponding component of Int $D^{2} \backslash X$ and mollifying.

The following variational property is a direct consequence of assertion (h) and will be used twice in this paper.

Lemma 4.8 Consider a contractible, piecewise $C^{1}$-immersion $\gamma: S^{1} \rightarrow M$, let $\gamma_{i}$ be the loops from the second part of Proposition 4.7 and consider solutions $f_{i}: D^{2} \rightarrow M$ to the Plateau problem for each $\gamma_{i}$. Let $\left(g_{t}\right)_{t \in[0, \varepsilon)}$ be a smooth family of Riemannian metrics such that $g_{0}=g$ (not necessarily a Ricci flow) and denote by $A_{t}(\gamma)$ the infimum over the areas of all spanning disks with respect to the metric $g_{t}$. Then, in the barrier sense,

$$
\left.\frac{d}{d t^{+}}\right|_{t=0} A_{t}(\gamma) \leq\left.\sum_{i} \int_{D^{2}} \frac{d}{d t}\right|_{t=0} d \operatorname{vol}_{f_{i}^{*}\left(g_{t}\right)}
$$

(Here $d \operatorname{vol}_{f_{i}^{*}\left(g_{t}\right)}$ denotes the volume form of the pull-back metric $f_{i}^{*}\left(g_{t}\right)$.)
Proof Due to the smoothness of the family $\left(g_{t}\right)$, we can find a constant $C<\infty$ such that for any two vectors $v, w \in T M$ based at the same point and every $t \in\left[0, \frac{1}{2} \varepsilon\right)$ we have

$$
\left|g_{t}(v, w)-g_{0}(v, w)-t \partial_{t} g_{0}(v, w)\right| \leq C t^{2}|v|_{0}|w|_{0}
$$

Now let $\delta>0$ be a small constant and consider the map $f_{\delta}: D^{2} \rightarrow M$ from Proposition 4.7(h). It follows that there is a constant $C^{\prime}<\infty$ which is independent of $\delta$ and such that, for small $t$,

$$
\left.\left|\operatorname{area}_{t} f_{\delta}-\operatorname{area}_{0} f_{\delta}-t \int_{D^{2}} \frac{d}{d t}\right|_{t=0} d \operatorname{vol}_{f_{\delta}^{*}\left(g_{t}\right)} \right\rvert\, \leq C^{\prime} t^{2} \operatorname{area}_{0} f_{\delta}
$$

So we find that

$$
A_{t}(\gamma) \leq \operatorname{area}_{0} f_{\delta}+\left.t \int_{D^{2}} \frac{d}{d t}\right|_{t=0} d \operatorname{vol}_{f_{\delta}^{*}\left(g_{t}\right)}+C^{\prime} t^{2} \operatorname{area}_{0} f_{\delta}
$$

By the properties of $f_{\delta}$ and the fact that the integrand in the previous integral is bounded by a multiple of $d \operatorname{vol}_{f_{\delta}^{*}\left(g_{t}\right)}$ independently of $\delta$, it follows that for fixed $t$ and for $\delta \rightarrow 0$ the right-hand side of the previous inequality goes to

$$
A_{0}(\gamma)+\left.t \sum_{i} \int_{D^{2}} \frac{d}{d t}\right|_{t=0} d \operatorname{vol}_{f_{i}^{*}\left(g_{t}\right)}+C^{\prime} t^{2} A_{0}(\gamma)
$$

This yields the desired barrier.

### 4.4 The structure of a minimizer along the 1 -skeleton

Consider now, again, the $C^{1,1}$ regular map $f: V^{(1)} \rightarrow M$ from Section 4.2. The goal of this subsection is to derive a variational identity in the spirit of (4-1). However, due to possible self-intersections of $f$, this undertaking becomes a quite delicate issue and it will be important to analyze the combinatorics of these self-intersections. Note that, at least a priori, there could be infinitely many such self-intersections and the set of self-intersections could have positive measure (and possibly empty interior). Our main result will be Lemma 4.10 and inequality (4-16) therein, which will be needed subsequently. At this point we recall that, by definition, $\left.f\right|_{\partial V}=\left.f_{0}\right|_{\partial V}$ is a smooth embedding. So no edge at the boundary has a self-intersection and any two distinct edges may only intersect in their endpoints.

We denote by $F_{1}, \ldots, F_{n}$ the faces and by $E_{1}, \ldots, E_{m}$ the edges of $V$ in such a way that $E_{1}, \ldots, E_{m_{0}}$ are the edges of $\partial V$. For every $k=1, \ldots, m$ let $l_{k}$ be the length of $\left.f\right|_{E_{k}}$ and let $\gamma_{k}:\left[0, l_{k}\right] \rightarrow M$ be a parametrization of $\left.f\right|_{E_{k}}$ by arclength. Since the maps $\gamma_{k}$ have regularity $C^{1,1}$ (see Lemma 4.3), we can find for each $k=1, \ldots, n$ a vector field $\kappa_{k}:\left[0, l_{k}\right] \rightarrow T M$ along $\gamma_{k}$ (ie $\left.\kappa_{k}(s) \in T_{\gamma_{k}(s)} M\right)$ that equals the geodesic curvature of $\gamma_{k}$ almost everywhere (see Lemma 4.4).

Next, we apply Proposition 4.7 for each loop $\left.f\right|_{\partial_{j}}$ for $j=1, \ldots, n$ and obtain loops $\gamma_{j, 1}, \gamma_{j, 2}, \ldots$ which satisfy assertions (d)-(h) of this proposition. Without loss
of generality, we may assume that each $\gamma_{j, i}$ is parametrized by arclength, ie that $\gamma_{j, i}: S^{1}\left(l_{j, i}\right) \rightarrow M$, where $l_{j, i}$ is the length of $\gamma_{j, i}$. As before, we choose vector fields $\kappa_{j, i}: S^{1}\left(l_{j, i}\right) \rightarrow T M$ along each $\gamma_{j, i}$ that represent the geodesic curvature almost everywhere. Now, let $f_{j, i}: D^{2} \rightarrow M$ be an arbitrary solution to the Plateau problem for each loop $\gamma_{j, i}$. Proposition 4.7(b) yields that $f_{j, i}$ is $C^{1, \alpha}$ up to the boundary except at the finitely many points where $\gamma_{j, i}$ is not differentiable. So we can choose unit vector fields $v_{j, i}: S^{1}\left(l_{j, i}\right) \rightarrow T M$ along each $\gamma_{j, i}$ that are orthogonal to $\gamma_{j, i}$ and outward-pointing tangential to $f_{j, i}$ everywhere except at finitely many points.

For each edge $E_{k}$ and each adjacent face $F_{j}$ we can consider the collection of subsegments of the $\gamma_{j, i}$ that lie on $E_{k}$. These subsegments are pairwise disjoint and are equipped with the vector fields $v_{j, i}$. We can hence construct a vector field along $\gamma_{k}$ that is equal to each of the $v_{j, i}$ on the corresponding subsegment and zero everywhere else. Doing this for all faces $F_{j}$ that are adjacent to $E_{k}$ yields vector fields $v_{k}^{(1)}, \ldots, v_{k}^{\left(v_{k}\right)}:\left[0, l_{k}\right] \rightarrow T M$ along $\gamma_{k}$, where $v_{k}$ is the valency of $E_{k}$. Note that $\left|v_{k}^{(u)}\right| \leq 1$ for all $k=1, \ldots, m$ and $u=1, \ldots, v_{k}$.

With this notation at hand we can derive the following variation formula:

Lemma 4.9 For every continuous vector field $X \in C^{0}(M ; T M)$ that vanishes on $f\left(\partial V \cap V^{(0)}\right)$ we have

$$
\begin{aligned}
& \mid \sum_{k=1}^{m} \int_{0}^{l_{k}}\left\langle\sum_{u=1}^{v_{k}} v_{k}^{(u)}(s), X_{\gamma_{k}(s)}\right\rangle d s \\
& \quad+\sum_{k=m_{0}+1}^{m}\left(-\int_{0}^{l_{k}}\left\langle\kappa_{k}(s), X_{\gamma_{k}(s)}\right\rangle d s-\left\langle\gamma_{k}^{\prime}(0), X_{\gamma_{k}(0)}\right\rangle+\left\langle\gamma_{k}^{\prime}\left(l_{k}\right), X_{\left.\left.\gamma_{k}\left(l_{k}\right)\right\rangle\right) \mid}\right.\right. \\
& \qquad \begin{array}{l}
\leq \sum_{k=1}^{m_{0}} \int_{0}^{l_{k}}\left|X_{\gamma_{k}(s)}\right| d s .
\end{array}
\end{aligned}
$$

Proof Let $X \in C^{\infty}(M ; T M)$ be a smooth vector field that vanishes on $f\left(\partial V \cap V^{(0)}\right)$ and consider the smooth flow $\Phi: \mathbb{R} \times M \rightarrow M, \partial_{t} \Phi_{t}=X \circ \Phi_{t}$, of $X$. Observe that $\Phi_{t}(x)=x$ for all $x \in f\left(\partial V \cap V^{(0)}\right)$ and $t \in \mathbb{R}$. For each $t \in \mathbb{R}$ let $f_{t}^{\prime}: V^{(1)} \rightarrow M$ be the map that is equal to $\left.\Phi_{t} \circ f\right|_{V^{(1)} \backslash \partial V}$ on $V^{(1)} \backslash \partial V$ and equal to $\left.f\right|_{\partial V}$ on $\partial V$. By Lemma 4.1, for all $t \in \mathbb{R}$,

$$
A\left(\left.f_{t}^{\prime}\right|_{\partial F_{1}}\right)+\cdots+A\left(\left.f_{t}^{\prime}\right|_{\partial F_{n}}\right)+\ell\left(f_{t}^{\prime}\right) \geq A^{(1)}\left(f_{0}\right)
$$

where equality holds for $t=0$. So we obtain that, in the barrier sense,

$$
\begin{equation*}
\left.\frac{d}{d t^{+}}\right|_{t=0}\left(A\left(\left.f_{t}^{\prime}\right|_{\partial F_{1}}\right)+\cdots+A\left(\left.f_{t}^{\prime}\right|_{\partial F_{n}}\right)+\ell\left(f_{t}^{\prime}\right)\right) \geq 0 \tag{4-10}
\end{equation*}
$$

Next we compute the derivative of each term on the left-hand side. First note that, for all $k=m_{0}+1, \ldots, m$,

$$
\begin{align*}
\left.\frac{d}{d t^{+}}\right|_{t=0} & \ell\left(\Phi_{t} \circ \gamma_{k}\right)  \tag{4-11}\\
& =-\int_{0}^{l_{k}}\left\langle\kappa_{k}(s), X_{\gamma_{k}(s)}\right\rangle d s-\left\langle\gamma_{k}^{\prime}(0), X_{\gamma_{k}(0)}\right\rangle+\left\langle\gamma_{k}^{\prime}\left(l_{k}\right), X_{\gamma_{k}\left(l_{k}\right)}\right\rangle
\end{align*}
$$

Next we estimate the derivatives of the area terms. To do this, note that for each sufficiently differentiable map $h: D^{2} \rightarrow M$ the area of $\Phi_{t} \circ h$ with respect to the metric $g$ is equal to the area of $h$ with respect to the metric $\Phi_{t}^{*}(g)$. So we can use Lemma 4.8 and the first variation formula for the area to deduce that, for each $j=1, \ldots, n$,

$$
\begin{align*}
\left.\frac{d}{d t^{+}}\right|_{t=0} A\left(\left.\Phi_{t} \circ f\right|_{\partial F_{j}}\right) & \leq\left.\sum_{i} \int_{D^{2}} \frac{d}{d t}\right|_{t=0} d \operatorname{vol}_{f_{j, i}^{*}\left(\Phi_{t}^{*}(g)\right)}  \tag{4-12}\\
& =\sum_{i} \int_{D^{2}} \operatorname{div}_{f_{j, i}}\left(X \circ f_{j, i}\right)
\end{align*}
$$

Here

$$
\operatorname{div}_{f_{j, i}}\left(X \circ f_{j, i}\right)=\sum_{u=1}^{2}\left\langle\nabla_{d f_{j, i}\left(e_{u}\right)}\left(X \circ f_{j, i}\right), d f_{j, i}\left(e_{u}\right)\right\rangle
$$

for an orthonormal frame field $e_{1}, e_{2}$ on $D^{2}$ (note that due to almost conformality, the volume form $d \operatorname{vol}_{f_{j, i}^{*}(g)}$ cancels with the inverse of $f_{j, i}^{*}(g)$ ). Since $f_{j, i}$ is harmonic, we have

$$
\operatorname{div}_{f_{j, i}}\left(X \circ f_{j, i}\right)=\sum_{u=1}^{2} \nabla_{d f_{j, i}\left(e_{u}\right)}\left\langle\left(X \circ f_{j, i}\right), d f_{j, i}\left(e_{u}\right)\right\rangle=\sum_{u=1}^{2} \nabla_{e_{u}}\left\langle X \circ f_{j, i}, d f_{j, i}\left(e_{u}\right)\right\rangle
$$

So, by Stokes' theorem,

$$
\int_{D^{2}} \operatorname{div}_{f_{j, i}}\left(X \circ f_{j, i}\right)=\int_{\partial D^{2}}\left\langle X \circ f_{j, i}, d f_{j, i}(s)\right\rangle d s=\int_{S^{1}\left(l_{j, i}\right)}\left\langle v_{j, i}(s), X_{\gamma_{j, i}(s)}\right\rangle d s
$$

where in the second term $s \in \partial D^{2}$ is viewed both as a point in $\partial D^{2}$ and a unit tangent vector. Plugging this back into (4-12) yields

$$
\begin{equation*}
\left.\frac{d}{d t^{+}}\right|_{t=0} A\left(\left.\Phi_{t} \circ f\right|_{\partial F_{j}}\right) \leq \sum_{i} \int_{S^{1}\left(l_{j, i}\right)}\left\langle v_{j, i}(s), X_{\gamma_{j, i}(s)}\right\rangle d s \tag{4-13}
\end{equation*}
$$

Now consider, for each $k=1, \ldots, m_{0}$, the loop that is composed of $\gamma_{k}$ and $\Phi_{t} \circ \gamma_{k}$ (recall that the endpoints of $\gamma_{k}$ are left-invariant by $\Phi_{t}$ ). This loop bounds the disk that is described by the map $H_{t, k}:\left[0, l_{k}\right] \times[0, t] \rightarrow M$ with $\left(s, t^{\prime}\right) \mapsto \Phi_{t^{\prime}}\left(\gamma_{k}(s)\right)$. Note that area $H_{t, k}=t \int_{0}^{l_{k}}\left|X_{\gamma_{k}(s)}\right| d s+O\left(t^{2}\right)$ for small $t$. Moreover, since each loop $\left.f_{t}^{\prime}\right|_{\partial F_{j}}$ can be obtained from $\left.\Phi_{t} \circ f\right|_{\partial F_{j}}$ by possibly replacing some $\gamma_{k}$ by $\Phi_{t} \circ \gamma_{k}$, we have

$$
\begin{aligned}
A\left(\left.f_{t}^{\prime}\right|_{\partial F_{1}}\right)+ & \cdots+A\left(\left.f_{t}^{\prime}\right|_{\partial F_{n}}\right) \\
& \leq A\left(\left.\Phi_{t} \circ f\right|_{\partial F_{1}}\right)+\cdots+A\left(\left.\Phi_{t} \circ f\right|_{\partial F_{n}}\right)+\text { area } H_{t, 1}+\cdots+\text { area } H_{t, m_{0}}
\end{aligned}
$$

So taking the derivative at $t=0$ yields, together with (4-13),

$$
\begin{aligned}
\left.\frac{d}{d t^{+}}\right|_{t=0}\left(A\left(\left.f_{t}^{\prime}\right|_{\partial F_{1}}\right)+\right. & \left.\cdots+A\left(\left.f_{t}^{\prime}\right|_{\partial F_{n}}\right)\right) \\
& \leq \sum_{j=1}^{m} \sum_{i} \int_{S^{1}\left(l_{j, i}\right)}\left\langle v_{j, i}(s), X_{\gamma_{j, i}(s)}\right\rangle d s+\sum_{k=1}^{m_{0}} \int_{0}^{l_{k}}\left|X_{\gamma_{k}(s)}\right| d s .
\end{aligned}
$$

Together with (4-10) and (4-11) this yields

$$
\begin{aligned}
\sum_{j=1}^{m} & \sum_{i} \int_{S^{1}\left(l_{j, i}\right)}\left\langle v_{j, i}(s), X_{\gamma_{j, i}(s)}\right\rangle d s \\
& +\sum_{k=m_{0}+1}^{m}\left(-\int_{0}^{l_{k}}\left\langle\kappa_{k}(s), X_{\gamma_{k}(s)}\right\rangle d s-\left\langle\gamma_{k}^{\prime}(0), X_{\gamma_{k}(0)}\right\rangle\right. \\
& \left.+\left\langle\gamma_{k}^{\prime}\left(l_{k}\right), X_{\gamma_{k}\left(l_{k}\right)}\right\rangle\right) \\
& +\sum_{k=1}^{m_{0}} \int_{0}^{l_{k}}\left|X_{\gamma_{k}(s)}\right| d s \geq 0
\end{aligned}
$$

Note that, by rearrangement,

$$
\sum_{j=1}^{m} \sum_{i} \int_{S^{1}\left(l_{j, i}\right)}\left\langle v_{j, i}(s), X_{\gamma_{j, i}(s)}\right\rangle d s=\sum_{k=1}^{m} \int_{0}^{l_{k}}\left\langle\sum_{u=1}^{v_{k}} v_{k}^{(u)}(s), X_{\gamma_{k}(s)}\right\rangle d s
$$

So our conclusions applied to $X$ and $-X$ show that the desired inequality holds for all smooth vector fields that vanish on $f\left(\partial V \cap V^{(0)}\right)$. By continuity it must also hold for all continuous vector fields that vanish on $f\left(\partial V \cap V^{(0)}\right)$.

We can now use this inequality to derive the following identities:
Lemma 4.10 For every $x \in f\left(V^{(0)}\right) \backslash f\left(V^{(0)} \cap \partial V\right)$ the (normalized) directional derivatives of $f$ at every vertex of $V^{(0)}$ that is mapped to $x$, in the direction of each adjacent edge, add up to zero.

Moreover, for every $k=1, \ldots, m$ and for almost all $s \in\left[0, l_{k}\right]$ the following holds: if $\gamma_{k}(s) \notin f(\partial V)$, then

$$
\begin{equation*}
\sum_{k^{\prime}=1}^{m} \sum_{\substack{s^{\prime} \in E_{k^{\prime}} \\ f\left(s^{\prime}\right)=f(s)}} \sum_{u=1}^{v_{k^{\prime}}} v_{k^{\prime}}^{(u)}\left(s^{\prime}\right)-\left|f^{-1}(f(s))\right| \cdot \kappa_{k}(s)=0 . \tag{4-14}
\end{equation*}
$$

Otherwise,

$$
\begin{equation*}
\left|\sum_{k^{\prime}=1}^{m} \sum_{\substack{s^{\prime} \in E_{k^{\prime}} \\ f\left(s^{\prime}\right)=f(s)}} \sum_{u=1}^{v_{k^{\prime}}} v_{k^{\prime}}^{(u)}\left(s^{\prime}\right)-\left(\left|f^{-1}(f(s))\right|-1\right) \cdot \kappa_{k}(s)\right| \leq 1 . \tag{4-15}
\end{equation*}
$$

Furthermore, we have the integral inequality

$$
\begin{equation*}
\sum_{j=1}^{n} \sum_{i} \int_{S^{1}\left(l_{j, i}\right)}\left\langle v_{j, i}(s), \kappa_{j, i}(s)\right\rangle d s \geq-\sum_{k=1}^{m_{0}} \int_{0}^{l_{k}}\left|\kappa_{k}(s)\right| d s \tag{4-16}
\end{equation*}
$$

Proof Recall that all $\kappa_{k}$ and $\nu_{j, i}$ are uniformly bounded. Let $X$ be a (not necessarily continuous) vector field on $M$ that vanishes on $f\left(\partial V \cap V^{(0)}\right)$. For any $\varepsilon>0$ let $X^{(\varepsilon)}$ be a vector field that agrees with $X$ on $f\left(V^{(0)}\right)$, vanishes outside an $\varepsilon$-neighborhood of $f\left(V^{(0)}\right)$ and satisfies $\left|X^{(\varepsilon)}\right| \leq C$ everywhere for some uniform constant $C<\infty$. For example, $X^{(\varepsilon)}$ can be obtained from $X$ by making $X$ continuous near each point of $f\left(V^{(0)}\right)$ and multiplying with an appropriate cutoff function. If we apply the variation formula in Lemma 4.9 to each such $X^{(\varepsilon)}$, then the contribution of the integrals goes to zero as $\varepsilon \rightarrow 0$, while the other two terms are independent of $\varepsilon$. So letting $\varepsilon \rightarrow 0$ yields

$$
\sum_{k=1}^{m}\left(-\left\langle\gamma_{k}^{\prime}(0), X_{\gamma_{k}(0)}\right\rangle+\left\langle\gamma_{k}^{\prime}\left(l_{k}\right), X_{\gamma_{k}\left(l_{k}\right)}\right\rangle\right)=0
$$

This implies the very first part of the claim and simplifies the variation formula: for every continuous vector field $X \in C^{0}(M ; T M)$ we have

$$
\begin{align*}
\mid \sum_{k=1}^{m} \int_{0}^{l_{k}}\left\langle\sum_{u=1}^{v_{k}} v_{k}^{(u)}(s), X_{\gamma_{k}(s)}\right\rangle d s- & \sum_{k=m_{0}+1}^{m} \int_{0}^{l_{k}}\left\langle\kappa_{k}(s), X_{\gamma_{k}(s)}\right\rangle d s \mid  \tag{4-17}\\
& \leq \sum_{k=1}^{m_{0}} \int_{0}^{l_{k}}\left|X_{\gamma_{k}(s)}\right| d s
\end{align*}
$$

Choose $N<\infty$ large enough that the following holds: each curve $\gamma_{k}$ restricted to a subinterval of length $\frac{1}{N} l_{k}$ is embedded and whenever two curves $\gamma_{k_{1}}$ and $\gamma_{k_{2}}$ restricted to subintervals of length $\frac{1}{N} l_{k_{1}}$ and $\frac{1}{N} l_{k_{2}}$ intersect, then we are in the situation of Lemma 4.4, ie we can find a coordinate chart $\left(U,\left(x_{1}, \ldots, x_{n}\right)\right)$ that contains
these subsegments and in which we can find a vector $v \in \mathbb{R}^{n}$ with the property that $\left\langle\gamma_{k_{1}}^{\prime}, v\right\rangle,\left\langle\gamma_{k_{2}}^{\prime}, v\right\rangle \neq 0$ on both subsegments with respect to the euclidean metric. Consider now the index set $I=\{1, \ldots, m\} \times\{0, \ldots, N-1\}$ and define, for every $(k, e) \in I$ and every subset $I^{\prime} \subset I$ with $(k, e) \in I^{\prime}$, the domain

$$
\mathcal{D}_{k, e, I^{\prime}}=\left\{s \in\left[\frac{e}{N} l_{k}, \frac{e+1}{N} l_{k}\right]: \gamma_{k}(s) \in \gamma_{k^{\prime}}\left(\left[\frac{e^{\prime}}{N} l_{k^{\prime}}, \frac{e^{\prime}+1}{N} l_{k^{\prime}}\right]\right)\right.
$$

if and only if $\left.\left(k^{\prime}, e^{\prime}\right) \in I^{\prime}\right\}$.
These sets are measurable and, for all $(k, e) \in I$,

$$
\bigcup_{\substack{I^{\prime} \subset I \\(k, e) \in I^{\prime}}}^{\bullet} \mathcal{D}_{k, e, I^{\prime}}=\left[\frac{e}{N} l_{k}, \frac{e+1}{N} l_{k}\right] .
$$

Moreover, since $\left.f\right|_{\partial V}=\left.f_{0}\right|_{\partial V}$ is injective, we find that $\mathcal{D}_{k, e, I^{\prime}}$ is empty or finite whenever there are two distinct pairs $\left(k^{\prime}, e^{\prime}\right),\left(k^{\prime \prime}, e^{\prime \prime}\right) \in I^{\prime}$ for which $k^{\prime}, k^{\prime \prime} \leq m_{0}$.

Consider now two pairs $\left(k_{1}, e_{1}\right)$ and $\left(k_{2}, e_{2}\right)$ and $I^{\prime} \subset I$ with $\left(k_{1}, e_{1}\right),\left(k_{2}, e_{2}\right) \in I^{\prime}$ and assume that $\mathcal{D}_{k_{1}, e_{1}, I^{\prime}}$ (and hence also $\mathcal{D}_{k_{2}, e_{2}, I^{\prime}}$ ) is nonempty. We can now apply the second part of Lemma 4.4 and obtain a continuously differentiable map $\varphi:\left[e_{1} / N,\left(e_{1}+1\right) / N\right] \rightarrow \mathbb{R}$, whose derivative vanishes nowhere, for which the following holds: $\varphi\left(\mathcal{D}_{k_{1}, e_{1}, I^{\prime}}\right)=\mathcal{D}_{k_{2}, e_{2}, I^{\prime}}$ and $\gamma_{k_{1}}(s)=\gamma_{k_{2}}(\varphi(s))$ for all $s \in \mathcal{D}_{k_{1}, e_{1}, I^{\prime}}$. Moreover, for almost every $s \in \mathcal{D}_{k_{1}, e_{1}, I^{\prime}}$ we have $\varphi^{\prime}(s)= \pm 1$ and $\kappa_{k_{1}}(s)=\kappa_{k_{2}}(\varphi(s))$. So the following three identities hold for every continuous vector field $X \in C^{0}(M ; T M)$ :

$$
\begin{equation*}
\int_{\mathcal{D}_{k_{1}, e_{1}, I^{\prime}}}\left\langle\kappa_{k_{1}}(s), X_{\gamma_{k_{1}}(s)}\right\rangle d s=\int_{\mathcal{D}_{k_{2}, e_{2}, I^{\prime}}}\left\langle\kappa_{k_{2}}(s), X_{\gamma_{k_{2}}(s)}\right\rangle d s \tag{4-18}
\end{equation*}
$$

(4-19) $\int_{\mathcal{D}_{k_{1}, e_{1}, I^{\prime}}}\left\langle\sum_{u=1}^{v_{k_{2}}} v_{k_{2}}^{(u)}(\varphi(s)), X_{\gamma_{k_{1}}(s)}\right\rangle d s=\int_{\mathcal{D}_{k_{2}, e_{2}, I^{\prime}}}\left\langle\sum_{u=1}^{v_{k_{2}}} v_{k_{2}}^{(u)}(s), X_{\gamma_{k_{2}}(s)}\right\rangle d s$,

$$
\begin{equation*}
\int_{\mathcal{D}_{k_{1}, e_{1}, I^{\prime}}}\left\langle\sum_{u=1}^{v_{k_{2}}} v_{k_{2}}^{(u)}(\varphi(s)), \kappa_{k_{1}}(s)\right\rangle d s=\int_{\mathcal{D}_{k_{2}, e_{2}, I^{\prime}}}\left\langle\sum_{u=1}^{v_{k_{2}}} v_{k_{2}}^{(u)}(s), \kappa_{k_{2}}(s)\right\rangle d s \tag{4-20}
\end{equation*}
$$

Next we express both sides of (4-17) as sums of integrals over the domains $\mathcal{D}_{k, e, I^{\prime}}$ :

$$
\begin{aligned}
\mid \sum_{I^{\prime} \subset I}\left(\sum_{(k, e) \in I^{\prime}} \int_{\mathcal{D}_{k, e, I^{\prime}}}\left\langle\sum_{u=1}^{v_{k}} v_{k}^{(u)}(s), X_{\gamma_{k}(s)}\right\rangle d s\right. & \left.\sum_{\substack{(k, e) \in I^{\prime} \\
k>m_{0}}} \int_{\mathcal{D}_{k, e, I^{\prime}}}\left\langle\kappa_{k}(s), X_{\gamma_{k}(s)}\right\rangle d s\right) \mid \\
& \leq \sum_{\substack{I^{\prime} \subset I}} \sum_{\substack{k, e) \in I^{\prime} \\
k \leq m_{0}}} \int_{\mathcal{D}_{k, e, I^{\prime}}}\left|X_{\gamma_{k}(s)}\right| d s .
\end{aligned}
$$

We will now group integrals whose values are the same. To do this set

$$
I_{0}=\left\{1, \ldots, m_{0}\right\} \times\{0, \ldots, N-1\}
$$

and, for each $\varnothing \neq I^{\prime} \subset I$, choose a pair $\left(k_{I^{\prime}}, e_{I^{\prime}}\right) \in I^{\prime}$ such that $\left(k_{I^{\prime}}, e_{I^{\prime}}\right) \in I_{0}$ whenever $I^{\prime} \cap I_{0} \neq \varnothing$. Using (4-18) and (4-19) we may then express the integrals over the domains $\mathcal{D}_{k, e, I^{\prime}}$ in the last inequality in terms of integrals over the domains $\mathcal{D}_{k_{I^{\prime}}, e_{I^{\prime}}, I^{\prime}}$. This yields

$$
\begin{align*}
& \mid \sum_{\varnothing \neq I^{\prime} \subset I} \int_{\mathcal{D}_{k_{I^{\prime}, e}, I^{\prime}, I^{\prime}}}\left\langle\sum_{k=1}^{m} \sum_{\substack{s^{\prime} \in E_{k} \\
f\left(s^{\prime}\right)=f(s)}} \sum_{u=1}^{v_{k}} v_{k}^{(u)}\left(s^{\prime}\right)\right.  \tag{4-21}\\
&\left.-\left|I^{\prime} \cap\left(I \backslash I_{0}\right)\right| \cdot \kappa_{k_{I^{\prime}}}(s), X_{\gamma_{k_{I^{\prime}}}}(s)\right\rangle d s \mid \\
& \leq \sum_{\substack{\varnothing \neq I^{\prime} \subset I \\
I^{\prime} \cap I_{0} \neq \varnothing}} \int_{\mathcal{D}_{k_{I^{\prime}, e^{\prime}, I^{\prime}}}}\left|X_{\gamma_{k}(s)}\right| d s .
\end{align*}
$$

Note that all summands involving $\varnothing \neq I^{\prime} \subset I$ for which $I^{\prime} \cap I_{0}$ contains more than one element vanish since those consist of integrals over a finite set. So, for all remaining summands and all $(k, e) \in I^{\prime} \subset I$, for almost every $s \in \mathcal{D}_{k, e, I^{\prime}}$ the quantity $\left|I^{\prime} \cap\left(I \backslash I_{0}\right)\right|$ is equal to $\left|f^{-1}(f(s))\right|$ if $\gamma_{k}(s) \notin f(\partial V)$ (or equivalently if $I^{\prime} \cap I_{0}=\varnothing$ ) or equal to $\left|f^{-1}(f(s))\right|-1$ if $\gamma_{k}(s) \in f(\partial V)$ (or equivalently if $\left|I^{\prime} \cap I_{0}\right|=1$ ). So the first factor in the scalar product on the left-hand side of (4-21) is equal to the left-hand side of (4-14) or (4-15), depending on $I^{\prime}$, almost everywhere.

We will now show by induction on $\left|I^{\prime}\right|$ that, for every $\varnothing \neq I^{\prime} \subset I$, (4-14) or (4-15) holds for almost every $s \in \mathcal{D}_{k_{I^{\prime}}, n_{I^{\prime}}, I^{\prime}}$. Using the previous conclusions, which related $\mathcal{D}_{k, e, I^{\prime}}$ to $\mathcal{D}_{k_{I^{\prime}, e}, I_{I^{\prime}}, I^{\prime}}$ for any other $(k, e) \in I^{\prime}$, this will then imply the desired statement. So let $\varnothing \neq I^{*} \subset I$ and assume that, for all $\varnothing \neq I^{\prime} \subsetneq I^{*}$, (4-14) or (4-15) holds for almost every $s \in \mathcal{D}_{k_{I^{\prime}}, n_{I^{\prime}}, I^{\prime}}$. This implies that the terms involving subsets $I^{\prime}$ in the sums on both sides of the inequality (4-21) vanish whenever $\varnothing \neq I^{\prime} \subsetneq I$ and $I^{\prime} \cap I_{0}=\varnothing$.

Consider now some $s_{0} \in \mathcal{D}_{k_{I^{*}, e_{I^{*}}, I^{*}} \text {. Then we can find an open neighborhood } U \subset M}$ around $\gamma_{k^{*}}\left(s_{0}\right)$ such that

$$
\gamma_{k}\left(\left[\frac{e}{N} l_{k}, \frac{e+1}{N} l_{k}\right]\right) \cap U \neq \varnothing
$$

if and only if $(k, e) \in I^{*}$. So as long as $X \in C^{0}(M ; T M)$ is supported in $U$, the summands in (4-21) involving $\varnothing \neq I^{\prime} \subset I$ with $\varnothing \neq I^{\prime} \not \subset I^{*}$ vanish. Therefore the
only summands that are not a priori zero are the summand involving the subset $I^{\prime}=I$ and all proper subsets $I^{\prime} \subsetneq I^{*}$ for which $\left|I^{\prime} \cap I_{0}\right|=1$.

Consider first the case in which $I^{*} \cap I_{0}=\varnothing$. Then the previous conclusion implies that only the summand involving $I^{*}$ on the left-hand side of (4-21) is not a priori zero and that the right-hand side of this equation is zero. So

$$
\int_{\mathcal{D}_{k_{I^{*}}, e_{I^{*}}, l^{*}}}\left\langle\sum_{k=1}^{m} \sum_{\substack{s^{\prime} \in E_{k} \\ f\left(s^{\prime}\right)=f(s)}} \sum_{u=1}^{v_{k}} v_{k}^{(u)}\left(s^{\prime}\right)-\right| f^{-1}(f(s))\left|\cdot \kappa_{k_{I^{*}}}(s), X_{\gamma_{k_{I^{*}}}(s)}\right\rangle d s=0
$$

for all $X \in C^{0}(M ; T M)$ that are supported in $U$. Since the restriction of $\gamma_{k_{I^{*}}(s)}$ to $\left[\left(e_{I^{*}} / N\right) l_{k_{I^{*}}},\left(\left(e_{I^{*}}+1\right) / N\right) l_{k_{I^{*}}}\right]$ is an embedding, this implies that

$$
\int_{\mathcal{D}_{k_{I^{*}, e}}}\left\langle\sum_{k=1}^{m} \sum_{\substack{s^{\prime} \in E_{k} \\ f\left(s^{\prime}\right)=f(s)}} \sum_{u=1}^{v_{k}} v_{k}^{(u)}\left(s^{\prime}\right)-\right| f^{-1}(f(s))\left|\cdot \kappa_{k}(s), X(s)\right\rangle d s=0
$$

for every compactly supported continuous vector function

$$
X \in C^{0}\left(\gamma_{k_{I^{*}}}^{-1}(U) \cap\left[\frac{e_{I^{*}}}{N} l_{k_{I^{*}}}, \frac{e_{I^{*}}+1}{N} l_{k_{I^{*}}}\right]\right)
$$

So (4-14) holds almost everywhere on

$$
\mathcal{D}_{k_{I^{*}, e_{I^{*}}, l^{*}} \cap \gamma_{k_{I^{*}}}^{-1}(U) \cap\left[\frac{e_{I^{*}}}{N} l_{k_{I^{*}}}, \frac{e_{I^{*}+1}}{N} l_{k_{I^{*}}}\right] . . . . . . ~}
$$

Since $s_{0}$ was chosen arbitrarily within $\mathcal{D}_{k_{I^{*}, e_{I^{*}}, I^{*}}}$, this shows that (4-14) holds for almost every $s \in \mathcal{D}_{k_{I^{*}, e_{I^{*}}, l^{*}}}$, which finishes the induction in the first case.

Next consider the case in which $I^{*} \cap I_{0}=\left\{\left(k_{I^{*}}, e_{I^{*}}\right)\right\}$. Then for every nonzero summand in (4-21) involving $I^{\prime}$ we have $\left(k_{I^{\prime}}, e_{I^{\prime}}\right)=\left(k_{I^{*}}, e_{I^{*}}\right)=:\left(k_{0}, e_{0}\right)$. Since the union of all domains $\mathcal{D}_{k_{0}, e_{0}, I^{\prime}}$ for which $\left(k_{0}, e_{0}\right) \in I^{\prime}$ is equal to the interval $\left[\left(e_{0} / N\right) l_{k_{0}},\left(\left(e_{0}+1\right) / N\right) l_{k_{0}}\right]$, inequality (4-21) implies that

$$
\begin{array}{r}
\left|\int_{\frac{e_{0}}{N} l_{k_{0}}}^{\frac{e_{0}+1}{N} l_{k_{0}}}\left\langle\sum_{k=1}^{m} \sum_{\substack{s^{\prime} \in E_{k} \\
f\left(s^{\prime}\right)=f(s)}} \sum_{u=1}^{v_{k}} v_{k}^{(u)}\left(s^{\prime}\right)-\left(\left|f^{-1}(f(s))\right|-1\right) \cdot \kappa_{k_{0}}(s), X_{\gamma_{k_{0}}(s)}\right\rangle d s\right| \\
\leq \int_{\frac{e_{0}}{N} l_{k_{0}}}^{\frac{e_{0}+1}{N} l_{k_{0}}}\left|X_{\gamma_{k}(s)}\right| d s
\end{array}
$$

for all $X \in C^{0}(M ; T M)$ that are supported in $U$. As in the first case, we conclude that

$$
\begin{array}{r}
\left|\int_{\frac{e_{0}}{N} l_{k_{0}}}^{\frac{e_{0}+1}{N} l_{k_{0}}}\left\langle\sum_{k=1}^{m} \sum_{\substack{s^{\prime} \in E_{k} \\
f\left(s^{\prime}\right)=f(s)}} \sum_{u=1}^{v_{k}} v_{k}^{(u)}\left(s^{\prime}\right)-\left(\left|f^{-1}(f(s))\right|-1\right) \cdot \kappa_{k_{0}}(s), X(s)\right\rangle d s\right| \\
\leq \int_{\frac{e_{0}}{N} l_{k_{0}}}^{\frac{e_{0}+1}{N} l_{k_{0}}}|X(s)| d s
\end{array}
$$

for every compactly supported continuous vector function

$$
X \in C^{0}\left(\gamma_{k_{0}}^{-1}(U) \cap\left[\frac{e_{0}}{N} l_{k_{0}}, \frac{e_{0}+1}{N} l_{k_{0}}\right]\right)
$$

Thus (4-15) holds for almost all $s \in \mathcal{D}_{k_{0}, e_{0}, I^{*}} \subset\left[\left(e_{0} / N\right) l_{k_{0}},\left(\left(e_{0}+1\right) / N\right) l_{k_{0}}\right]$ and finishes the induction in the second case.

Finally, we prove (4-16). Observe that by rearrangement we have

$$
\sum_{j=1}^{n} \sum_{i} \int_{S^{1}\left(l_{j, i}\right)}\left\langle v_{j, i}(s), \kappa_{j, i}(s)\right\rangle d s=\sum_{k=1}^{m} \sum_{u=1}^{v_{k}} \int_{0}^{l_{k}}\left\langle v_{k}^{(u)}(s), \kappa_{k}(s)\right\rangle d s
$$

Using (4-20) we conclude further that

$$
\begin{aligned}
\sum_{j=1}^{n} \sum_{i} \int_{S^{1}\left(l_{j, i}\right)}\left\langle v_{j, i}(s)\right. & \left., \kappa_{j, i}(s)\right\rangle d s \\
& =\sum_{k=1}^{m} \sum_{u=1}^{v_{k}} \int_{0}^{l_{k}}\left\langle v_{k}^{(u)}(s), \kappa_{k}(s)\right\rangle d s \\
& =\sum_{I^{\prime} \subset I} \sum_{(k, e) \in I^{\prime}} \int_{\mathcal{D}_{k, e, I^{\prime}}}\left\langle\sum_{u=1}^{v_{k}} v_{k}^{(u)}(s), \kappa_{k}(s)\right\rangle d s \\
& =\sum_{\varnothing \neq I^{\prime} \subset I} \int_{\mathcal{D}_{k_{I^{\prime}, e}, I^{\prime}, I^{\prime}}}\left\langle\sum_{k=1}^{m} \sum_{\substack{s^{\prime} \in E_{k} \\
f\left(s^{\prime}\right)=f(s)}} \sum_{u=1}^{v_{k}} v_{k}^{(u)}\left(s^{\prime}\right), \kappa_{k_{I^{\prime}}}(s)\right\rangle d s
\end{aligned}
$$

We now apply (4-14) to all summands for which $I^{\prime} \cap I_{0}=\varnothing$ and (4-15) to all summands for which $I^{\prime} \cap I_{0} \neq \varnothing$. Then we obtain that the right-hand side of the previous equation is bounded from below by

$$
\begin{aligned}
\sum_{\substack{\varnothing \neq I^{\prime} \subset I \\
I^{\prime} \cap I_{0}=\varnothing}} \int_{\mathcal{D}_{k_{I^{\prime}, n_{I^{\prime}}, I^{\prime}}}\left|I^{\prime}\right| \cdot\left\langle\kappa_{k_{I^{\prime}}}(s), \kappa_{k_{I^{\prime}}}(s)\right\rangle d s} & \\
& +\sum_{\substack{\varnothing \neq I^{\prime} \subset I \\
I^{\prime} \cap I_{0} \neq \varnothing}} \int_{\mathcal{D}_{k_{I^{\prime}}, n_{I^{\prime}, I^{\prime}}}}\left(\left(\left|I^{\prime}\right|-1\right) \cdot\left\langle\kappa_{k_{I^{\prime}}}(s), \kappa_{k_{I^{\prime}}}(s)\right\rangle-\left|\kappa_{k_{I^{\prime}}}(s)\right|\right) d s \\
& \geq-\sum_{\substack{\varnothing \neq I^{\prime} \subset I \\
I^{\prime} \cap I_{0} \neq \varnothing}} \int_{\mathcal{D}_{k_{I^{\prime}, n}, n_{I^{\prime}}, I^{\prime}}}\left|\kappa_{k_{I^{\prime}}}(s)\right| d s \\
& =-\sum_{k=1}^{m} \int_{0}^{l_{k}}\left|\kappa_{k}(s)\right| d s .
\end{aligned}
$$

This establishes the claim.

### 4.5 Summary

We conclude this section by summarizing the important results that are needed in Section 5.

Proposition 4.11 Consider a compact Riemannian manifold $(M, g)$ with $\pi_{2}(M)=0$. Let $V$ be a finite simplicial complex whose faces are $F_{1}, \ldots, F_{n}$ and $f_{0}: V \rightarrow M$ a continuous map such that $\left.f_{0}\right|_{\partial V}$ is a smooth embedding. Furthermore, let $\gamma_{k}:\left[0, l_{k}\right] \rightarrow M$ for $k=1, \ldots, m_{0}$ be arclength parametrizations of $f$ restricted to the edges of $\partial V$ and $\kappa_{k}:\left[0, l_{k}\right] \rightarrow T M$ the geodesic curvature of $\gamma_{k}$

Then the following is true:
(a) There is a map $f: V^{(1)} \rightarrow M$ that restricted to every edge $E \subset V^{(1)}$ is a $C^{1,1}$-immersion such that $f$ is homotopic to $\left.f_{0}\right|_{V^{(1)}}$ relative to $\partial V$ and

$$
A\left(\left.f\right|_{\partial F_{1}}\right)+\cdots+A\left(\left.f\right|_{\partial F_{n}}\right)+\ell(f)=A^{(1)}\left(f_{0}\right)
$$

(b) Consider for each $j=1, \ldots, n$ the loop $\left.f\right|_{\partial F_{j}}$ and apply Proposition 4.7 to obtain the loops $\gamma_{j, i}: S^{1}\left(l_{j, i}\right) \rightarrow M$. Let $p_{j, i}$ be the (finitely many) places where $\gamma_{j, i}$ is not differentiable. Then $p_{j, i}=2$ for almost every $i$ and $j$, and

$$
\sum_{i}\left(p_{j, i}-2\right) \leq 1
$$

(c) For each loop $\gamma_{j, i}$, as defined in assertion (b), consider an arbitrary solution $f_{j, i}: D^{2} \rightarrow M$ to the associated Plateau problem with respect to the metric $g$.

Consider moreover a smooth family $\left(g_{t}\right)_{t \in[0, \varepsilon)}$ of metrics with $g_{0}=g$ and denote by $A_{t}(\cdot)$, the infimal area $A(\cdot)$ with respect to the metric $g_{t}$. Then for any $j=1, \ldots, n$ we have in the barrier sense

$$
\left.\frac{d}{d t^{+}}\right|_{t=0} A_{t}\left(\left.f\right|_{\partial F_{j}}\right) \leq\left.\sum_{i} \int_{D^{2}} \frac{d}{d t}\right|_{t=0} d \operatorname{vol}_{f_{j, i}^{*}\left(g_{t}\right)}
$$

(d) For each loop $\gamma_{j, i}$ the geodesic curvature $\kappa_{j, i}: S^{1}\left(l_{j, i}\right) \rightarrow T M$ is defined almost everywhere. Consider again the maps $f_{j, i}: D^{2} \rightarrow M$ from before and let $v_{j, i}: S^{1}\left(l_{j, i}\right) \rightarrow T M$ be unit vector fields along $\gamma_{j, i}$ that are orthogonal to $\gamma_{j, i}$ and outward pointing tangential to $f_{j, i}$. Then

$$
\sum_{j=1}^{n} \sum_{i} \int_{S^{1}\left(l_{j, i}\right)}\left\langle v_{j, i}(s), \kappa_{j, i}(s)\right\rangle d s \geq-\sum_{k=1}^{m_{0}} \int_{0}^{l_{k}}\left|\kappa_{k}(s)\right| d s
$$

Proof Assertion (a) is a consequence of Lemma 4.1, the preceding discussion and Lemma 4.3. Assertion (b) is a restatement of Proposition 4.7(f). For this, note that $\left.f\right|_{\partial F_{j}}$ is differentiable everywhere except possibly at its three corners. Assertion (c) is a restatement of Lemma 4.8 and (d) is a restatement of (4-16) in Lemma 4.10.

Remark 4.12 For any $\lambda>0$ consider the quantity

$$
A^{(\lambda)}\left(f_{0}\right):=\inf \left\{\operatorname{area}\left(f^{\prime}\right)+\lambda \ell\left(\left.f^{\prime}\right|_{V^{(1)}}\right): f^{\prime} \simeq f_{0} \text { relative to } \partial V\right\}
$$

Then all assertions of Proposition 4.11 hold with $A^{(1)}$ replaced by $A^{(\lambda)}$ (in (a) we have to insert the factor $\lambda$ in front of $\ell(f)$ ). This follows by rescaling the metric $g$ by a factor of $\lambda$.

## 5 Area evolution under Ricci flow

### 5.1 Overview

In this section let $M$ be a closed 3-manifold with $\pi_{2}(M)=0$. Consider a finite simplicial complex $V$ whose faces are denoted by $F_{1}, \ldots, F_{n}$ and a continuous map $f_{0}: V \rightarrow M$ such that $\left.f_{0}\right|_{\partial V}$ is a smooth embedding.

Consider a Ricci flow $\left(g_{t}\right)_{t \in\left[T_{1}, T_{2}\right]}$ on $M$ such that scal ${ }_{t} \geq-\frac{3}{2 t}$ on $M$ for all $t \in\left[T_{1}, T_{2}\right]$. The goal of this section is to study the evolution of the time-dependent quantity

$$
A_{t}\left(f_{0}\right):=\inf \left\{\operatorname{area}_{t} f^{\prime}: f^{\prime} \simeq f_{0} \text { relative to } \partial V\right\}
$$

as introduced in Section 4. We now explain our strategy in this section. Assume first that for some time $t_{0} \in\left[T_{1}, T_{2}\right]$ there is an embedded minimizer $f: V \rightarrow M$ in the homotopy class of $f_{0}$ (relative to $\partial V$ ), ie area $t_{0} f=A_{t_{0}}\left(f_{0}\right)$. Then by a simple variational argument, we can conclude that at every edge $E \subset V^{(1)} \backslash \partial V$ the unit vector fields $v_{E}^{(1)}, \ldots, v_{E}^{\left(v_{E}\right)}$ along $\left.f\right|_{E}$ that are orthogonal to $\left.f\right|_{E}$ and outward-pointing tangential to the $v_{E}$ faces which are adjacent to $E$ satisfy the identity

$$
\begin{equation*}
v_{E}^{(1)}+\cdots+v_{E}^{\left(v_{E}\right)}=0 \tag{5-1}
\end{equation*}
$$

We can then use Hamilton's method (as presented in the proofs of Propositions 2.1 and 2.2) to compute the time derivative of the area of the minimal disk $\left.f\right|_{F_{j}}$, for every $j=1, \ldots, n$,

$$
\begin{equation*}
\left.\frac{d}{d t}\right|_{t=t_{0}} \operatorname{area}_{t}\left(\left.f\right|_{F_{j}}\right) \leq \frac{3}{4 t_{0}} \operatorname{area}_{t_{0}}\left(\left.f\right|_{F_{j}}\right)+\pi-\int_{\partial F_{j}}\left\langle v_{\partial F_{j}}, \kappa_{\partial F_{j}}\right\rangle \tag{5-2}
\end{equation*}
$$

Here $\nu_{\partial F_{j}}$ is the unit vector field which is normal to $\left.f\right|_{\partial F_{j}}$ and outward-pointing tangential to $\left.f\right|_{F_{j}}$ and $\kappa_{\partial F_{j}}$ is the geodesic curvature of $\left.f\right|_{\partial_{F_{j}}}$. Now we add up these inequalities for $j=1, \ldots, n$. The sum of the integrals on the right-hand side can be rearranged and grouped into integrals over each edge of $\partial V$. By (5-1), the integrals over each edge $E \subset V^{(1)} \backslash \partial V$ cancel each other out and we are left with the integrals over edges $E \subset \partial V$. So

$$
\left.\frac{d}{d t}\right|_{t=t_{0}} \text { area }_{t} f \leq \frac{3}{4 t_{0}} \operatorname{area}_{t_{0}}\left(\left.f\right|_{F_{j}}\right)+\pi n+\sum_{E \subset \partial V} \int_{E}\left|\kappa_{E}\right|
$$

This implies that, in the barrier sense,

$$
\begin{equation*}
\left.\frac{d}{d t^{+}}\right|_{t=t_{0}} A_{t}\left(f_{0}\right) \leq \frac{3}{4 t_{0}} \operatorname{area}_{t_{0}}\left(\left.f\right|_{F_{j}}\right)+\pi n+\sum_{E \subset \partial V} \int_{E}\left|\kappa_{E}\right| \tag{5-3}
\end{equation*}
$$

Unfortunately, as mentioned in Section 4, an existence theory for such a minimizer $f$ is hard to come by. We will however be able to establish the bound (5-3) without the knowledge of this existence using the following trick. For every $\lambda>0$ consider the quantity

$$
A_{t}^{(\lambda)}\left(f_{0}\right):=\inf \left\{\operatorname{area}_{t}\left(f^{\prime}\right)+\lambda \ell_{t}\left(\left.f^{\prime}\right|_{V^{(1)}}\right): f^{\prime} \simeq f_{0} \text { relative to } \partial V\right\}
$$

as introduced in Remark 4.12. It is not hard to see that, for each $t \in\left[T_{1}, T_{2}\right]$,

$$
\begin{equation*}
A_{t}^{(\lambda)}\left(f_{0}\right) \geq A_{t}\left(f_{0}\right) \quad \text { and } \quad \lim _{\lambda \rightarrow 0} A_{t}^{(\lambda)}\left(f_{0}\right)=A_{t}\left(f_{0}\right) \tag{5-4}
\end{equation*}
$$

The existence theory for a minimizer of $A_{t}^{(\lambda)}\left(f_{0}\right)$ is far easier and has been carried out in Section 4. Assume for the purpose of clarity that for some time $t_{0}$ there is an embedded, smooth minimizer $f: V \rightarrow M$ for the corresponding minimization problem, ie $\operatorname{area}_{t_{0}} f+\lambda \ell_{t_{0}}\left(\left.f\right|_{V^{(1)}}\right)=A_{t_{0}}^{(\lambda)}\left(f_{0}\right)$. Then identity (5-1) becomes (compare with (4-1))

$$
v_{E}^{(1)}+\cdots+v_{E}^{\left(v_{E}\right)}=\lambda \kappa_{E} .
$$

So, when adding up inequality (5-2) for all $j=1, \ldots, n$ and grouping the integrals on the right-hand side by edge, we find that, luckily, the extra term that arises due to this modified identity has the right sign:

$$
\begin{aligned}
\left.\frac{d}{d t}\right|_{t=t_{0}} \operatorname{area}_{t} f & \leq \frac{3}{4 t_{0}} \operatorname{area}_{t_{0}}\left(\left.f\right|_{F_{j}}\right)+\pi n+\sum_{E \subset \partial V} \int_{E}\left|\kappa_{E}\right|-\sum_{E \subset V^{(1)} \backslash \partial V} \int_{E}\left\langle\lambda \kappa_{E}, \kappa_{E}\right\rangle \\
& \leq \frac{3}{4 t_{0}} \operatorname{area}_{t_{0}}\left(\left.f\right|_{F_{j}}\right)+\pi n+\sum_{E \subset \partial V} \int_{E}\left|\kappa_{E}\right|
\end{aligned}
$$

Now choose a function $\lambda:\left[T_{1}, T_{2}\right] \rightarrow(0,1)$ such that $\lambda^{\prime}(t)<-K_{t} \lambda(t)$, where $K_{t}$ is a bound on the Ricci curvature at time $t$. This is always possible. Then we can check that

$$
\left.\frac{d}{d t}\right|_{t=t_{0}} A_{t}^{(\lambda(t))}\left(f_{0}\right) \leq \frac{3}{4 t_{0}} \operatorname{area}_{t_{0}}\left(\left.f\right|_{F_{j}}\right)+\pi n-\sum_{E \subset \partial V} \int_{E}\left|\kappa_{\partial F_{j}}\right|
$$

Since $\lambda(t)$ can be chosen arbitrarily small, we are able to derive (5-3) using (5-4).
Note that this is a simplified picture of the arguments that will be presented in the next subsection. The main difficulty that needs to be overcome stems from the fact that $f: V \rightarrow M$ is in general only defined on the 1 -skeleton and not smooth there, and that $f$ might have self-intersections.

### 5.2 Main part

In the following lemma we deduce a bound on a curvature integral over a minimal disk with smooth boundary. The statement and its proof are similar to parts of the proofs of Propositions 2.1 and 2.2.

Lemma 5.1 Let $f: D^{2} \rightarrow M$ be a smooth, harmonic, almost conformal map and set $\gamma=f_{\partial D^{2}}$. Denote by $\kappa: S^{1}=\partial D^{2} \rightarrow T M$ the geodesic curvature of $\gamma$ and by
$\nu: S^{1} \rightarrow T M$ the unit vector field along $\gamma$ that is orthogonal to $\gamma$ and outward-pointing tangential to $f$ away from possible branch points. Then

$$
\int_{D^{2}} \sec ^{M}(d f) d \operatorname{vol}_{f^{*}(g)} \geq 2 \pi+\int_{S^{1}}\langle v(s), \kappa(s)\rangle \cdot\left|\gamma^{\prime}(s)\right| d s
$$

(Here $\sec ^{M}(d f)$ denotes the sectional curvature of $M$ in the direction of the image of $d f$. Note that the integrand on the left-hand side is well-defined since the volume form vanishes whenever $d f$ is not injective.)

Proof In order to avoid issues arising from possible branch points (especially on the boundary of $\Sigma$ ), we employ the following trick (compare with the proof of Proposition 2.2): Let $g_{\text {eucl }}$ be the euclidean metric on $D^{2}$ and consider for every $\varepsilon>0$ the Riemannian manifold $\left(D_{\varepsilon}=D^{2}, \varepsilon g_{\text {eucl }}\right)$. The identity map $h_{\varepsilon}: D^{2} \rightarrow\left(D^{2}, \varepsilon g_{\text {eucl }}\right)$ is a harmonic and conformal diffeomorphism and hence the map

$$
f_{\varepsilon}=\left(f, h_{\varepsilon}\right): D^{2} \rightarrow M \times D_{\varepsilon}
$$

is a harmonic and conformal embedding. Denote its image by $\Sigma_{\varepsilon}=f_{\varepsilon}\left(D^{2}\right) \subset M \times D_{\varepsilon}$. Since the sectional curvatures on the target manifold are bounded, we have

$$
\lim _{\varepsilon \rightarrow 0} \int_{\Sigma_{\varepsilon}} \sec ^{M \times D_{\varepsilon}}\left(T \Sigma_{\varepsilon}\right) d \mathrm{vol}=\int_{\Sigma} \sec ^{M}(d f) d \operatorname{vol}_{f *}(g)
$$

where $d \mathrm{vol}$ on the left-hand side denotes the induced volume form and the integrand denotes the function on $\Sigma_{\varepsilon}$ that assigns to each point the (ambient) sectional curvature of $M \times D_{\varepsilon}$ in the direction of its tangent space.

Since $\Sigma_{\varepsilon}$ is a minimal surface, its interior sectional curvatures are not larger than the corresponding ambient ones. So, combining this with Gauss-Bonnet, we obtain

$$
\int_{\Sigma_{\varepsilon}} \sec ^{M \times D_{\varepsilon}}\left(T \Sigma_{\varepsilon}\right) d \mathrm{vol} \geq \int_{\Sigma_{\varepsilon}} \sec ^{\Sigma_{\varepsilon}} d \mathrm{vol}=2 \pi+\int_{\partial \Sigma_{\varepsilon}} \kappa_{\partial \Sigma_{\varepsilon}}^{\Sigma_{\varepsilon}} d s
$$

Here $\kappa_{\partial \Sigma_{\varepsilon}}^{\Sigma_{\varepsilon}}$ denotes the geodesic curvature of the boundary circle viewed as a curve within $\Sigma_{\varepsilon}$. Now, similarly to in the proof of Proposition 2.2 (more specifically, see (2-9)), we can estimate the last integral. Then we obtain that

$$
\lim _{\varepsilon \rightarrow 0} \int_{\partial \Sigma_{\varepsilon}} \kappa_{\partial \Sigma_{\varepsilon}}^{\Sigma_{\varepsilon}} d s=\int_{S^{1}}\langle v(s), \kappa(s)\rangle\left|\gamma^{\prime}(s)\right| d s
$$

This implies the claim.

Next, we extend the bound of Lemma 5.1 to minimal disks that are bounded by not necessarily embedded, piecewise $C^{1,1}$ loops which satisfy the Douglas-type condition.

Lemma 5.2 Let $\gamma: S^{1} \rightarrow M$ be a continuous loop that is a piecewise $C^{1,1}$-immersion and let $\theta_{1}, \ldots, \theta_{p}$ be the angles between the right- and left-derivatives of $\gamma$ at the points where $\gamma$ is not differentiable. (Observe that $\theta_{i}=0$ means that both derivatives agree.) Assume that $\gamma$ satisfies the Douglas-type condition (see Definition 4.6). Then there is a solution to the Plateau problem $f: D^{2} \rightarrow M$ for $\gamma$ which has the following property: The function $f$ is $C^{1, \alpha}$ up to the boundary away from finitely many points. Let $\nu: S^{1} \rightarrow T M$ be the unit vector field along $\gamma$ that is orthogonal to $\gamma$ and outwardpointing tangential to $f$ away from possibly finitely many points and let $\kappa$ : $S^{1} \rightarrow T M$ be almost everywhere equal to the geodesic curvature of $\gamma$. Then

$$
\int_{D^{2}} \sec ^{M}(d f) d \operatorname{vol}_{f^{*}(g)} \geq 2 \pi-\theta_{1}-\cdots-\theta_{p}+\int_{S^{1}}\langle v(s), \kappa(s)\rangle \cdot\left|\gamma^{\prime}(s)\right| d s
$$

Proof The proof uses an approximation method.
Let $s_{1}, \ldots, s_{p} \in S^{1}$ be the places where $\gamma$ is not differentiable and choose a small constant $\varepsilon>0$. Observe that there is a function $\phi:(0,1) \rightarrow(0,1)$ with $\lim _{x \rightarrow 0} \phi(x)=0$ (which may depend on $(M, g)$ and $\gamma$ ) such that: we can replace $\gamma$ in a small neighborhood of each $s_{i}$ by a small arc of length $\leq\left(\theta_{i}+\phi(\varepsilon)\right) \varepsilon$ and geodesic curvature bounded by $\varepsilon^{-1}$ such that the resulting curve $\gamma^{*}: S^{1} \rightarrow M$ is a $C^{1}$-immersion. It then follows that if $\kappa^{*}: S^{1} \rightarrow M$ is almost everywhere equal to the geodesic curvature of $\gamma^{*}$, we have

$$
\int_{S^{1}}\left|\kappa^{*}(s)-\kappa(s)\right| \cdot\left|\gamma^{* \prime}(s)\right| d s \leq \theta_{1}+\cdots+\theta_{p}+p \phi(\varepsilon)+p C \varepsilon
$$

Here $C$ is a $C^{1,1}$ bound on $\gamma$. Next, we mollify $\gamma^{*}$ to obtain a smooth immersion $\gamma^{* *}: S^{1} \rightarrow M$ such that if $\kappa^{* *}: S^{1} \rightarrow M$ is the geodesic curvature of $\gamma^{* *}$, we have

$$
\int_{S^{1}}\left|\kappa^{* *}(s)-\kappa(s)\right| \cdot\left|\gamma^{* * \prime}(s)\right| d s \leq \theta_{1}+\cdots+\theta_{p}+p \phi(\varepsilon)+p C \varepsilon+\varepsilon
$$

Finally, we perturb $\gamma^{* *}$ to a smooth embedding $\gamma^{* * *}: S^{1} \rightarrow M$ whose geodesic curvature $\kappa^{* * *}: S^{1} \rightarrow M$ satisfies

$$
\int_{S^{1}}\left|\kappa^{* * *}(s)-\kappa(s)\right| \cdot\left|\gamma^{* * * \prime}(s)\right| d s \leq \theta_{1}+\cdots+\theta_{p}+p \phi(\varepsilon)+p C \varepsilon+2 \varepsilon
$$

These constructions have shown that we can find a sequence $\gamma_{1}, \gamma_{2}, \ldots: S^{1} \rightarrow M$ of smoothly embedded loops with uniform Lipschitz constant that uniformly converge
to $\gamma$ and that locally converge on $S^{1} \backslash\left\{s_{1}, \ldots, s_{q}\right\}$ to $\gamma$ in the $C^{1, \alpha}$ sense such that the geodesic curvatures $\kappa_{k}: S^{1} \rightarrow T M$ satisfy

$$
\begin{equation*}
\limsup _{k \rightarrow \infty} \int_{S^{1}}\left|\kappa_{k}(s)-\kappa(s)\right| \cdot\left|\gamma_{k}^{\prime}(s)\right| d s \leq \theta_{1}+\cdots+\theta_{q} \tag{5-5}
\end{equation*}
$$

Now let $f_{1}, f_{2}, \ldots: D^{2} \rightarrow M$ be solutions of the Plateau problem for these loops. By Proposition 4.7(b) the maps $f_{k}$ are smooth up to the boundary. Moreover, by Proposition 4.7(c) we conclude that, after passing to a subsequence and a possible conformal reparametrization, the maps $f_{k}: D^{2} \rightarrow M$ converge uniformly on $D^{2}$ and smoothly on Int $D^{2}$ to a map $f: D^{2} \rightarrow M$, which solves the Plateau problem for $\gamma$. By Proposition 4.7(b) the map $f$ has local regularity $C^{1, \alpha}$ up to the boundary away from finitely many points for all $\alpha<1$. So, by Proposition 4.7(c), the convergence $f_{k} \rightarrow f$ is locally in $C^{1, \alpha}$ away from finitely many points.

We now conclude first that

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \int_{D^{2}} \sec ^{M}\left(d f_{k}\right) d \operatorname{vol}_{f_{k}^{*}(g)}=\int_{D^{2}} \sec ^{M}(d f) d \operatorname{vol}_{f^{*}(g)} \tag{5-6}
\end{equation*}
$$

Moreover, if we denote by $v_{k}: S^{1} \rightarrow M$ the unit normal vectors to $\gamma_{k}$ that are outward tangential to $f_{k}$, we obtain that

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \int_{S^{1}}\left\langle v_{k}(s), \kappa(s)\right\rangle \cdot\left|\gamma_{k}^{\prime}(s)\right| d s=\int_{S^{1}}\langle v(s), \kappa(s)\rangle \cdot\left|\gamma^{\prime}(s)\right| d s \tag{5-7}
\end{equation*}
$$

Note also that

$$
\begin{aligned}
\left|\int_{S^{1}}\left\langle v_{k}(s), \kappa_{k}(s)\right\rangle \cdot\right| \gamma_{k}^{\prime}(s)\left|d s-\int_{S^{1}}\left\langle v_{k}(s), \kappa(s)\right\rangle \cdot\right| \gamma_{k}^{\prime}(s) \mid & d s \mid \\
& \leq \int_{S^{1}}\left|\kappa_{k}(s)-\kappa(s)\right| \cdot\left|\gamma_{k}^{\prime}(s)\right|
\end{aligned}
$$

Together with (5-5) and (5-7), this implies

$$
\liminf _{k \rightarrow \infty} \int_{S^{1}}\left\langle v_{k}(s), \kappa_{k}(s)\right\rangle \cdot\left|\gamma_{k}^{\prime}(s)\right| d s \geq-\theta_{1}-\cdots-\theta_{q}+\int_{S^{1}}\langle\nu(s), \kappa(s)\rangle \cdot\left|\gamma^{\prime}(s)\right| d s
$$

Finally, applying Lemma 5.1 for each $f_{k}$, we obtain together with (5-6) and the previous estimate that

$$
\begin{aligned}
\int_{D^{2}} \sec ^{M}(d f) d \operatorname{vol}_{f *}(g) & =\lim _{k \rightarrow \infty} \int_{D^{2}} \sec ^{M}\left(d f_{k}\right) d \operatorname{vol}_{f_{k}^{*}(g)} \\
& \geq 2 \pi+\liminf _{k \rightarrow \infty} \int_{S^{1}}\left\langle v_{k}(s), \kappa_{k}(s)\right\rangle \cdot\left|\gamma_{k}^{\prime}(s)\right| d s \\
& \geq 2 \pi-\theta_{1}-\cdots-\theta_{p}+\int_{S^{1}}\langle v(s), \kappa(s)\rangle \cdot\left|\gamma^{\prime}(s)\right| d s
\end{aligned}
$$

We can now apply the previous bound together with the results of Proposition 4.11 to control the time derivative of the quantity $A_{t}^{(\lambda)}$. We remark that the proof of this lemma is again similar to parts of Propositions 2.1 and 2.2.

Lemma 5.3 Let $0<T_{1}<T_{2}<\infty$ and $\left(g_{t}\right)_{t \in\left[T_{1}, T_{2}\right)}$ be a smooth solution of the Ricci flow on $M$ on which $\operatorname{scal}_{t} \geq-\frac{3}{2 t}$ for all $t \in\left[T_{1}, T_{2}\right)$. Assume that the Ricci curvature of $g_{t}$ is bounded by some constant $K<\infty$ for all $t \in\left[T_{1}, T_{2}\right]$.

Let, moreover, $V$ be a finite simplicial complex whose faces are denoted by $F_{1}, \ldots, F_{n}$ and $f_{0}: V \rightarrow M$ a continuous map such that $\left.f_{0}\right|_{\partial V}$ is a smooth embedding. At every time $t \in\left[T_{1}, T_{2}\right)$ let $\gamma_{k, t}:\left[0, l_{k, t}\right] \rightarrow M$ for $k=1, \ldots, m_{0}$ be time- $t$ arclength parametrizations of $f$ restricted to the edges of $\partial V$ and $\kappa_{k, t}:\left[0, l_{k, t}\right] \rightarrow T M$ the geodesic curvature of each $\gamma_{k, t}$ at time $t$.

Now let $\lambda:\left[T_{1}, T_{2}\right) \rightarrow(0, \infty)$ be a continuously differentiable function such that $\lambda^{\prime}(t) \leq-K \lambda(t)$ for all $t \in\left[T_{1}, T_{2}\right)$. Then we can bound the evolution of the quantity $A_{t}^{(\lambda(t))}\left(f_{0}\right)$ as follows. For every $t \in\left[T_{1}, T_{2}\right)$ we have, in the barrier sense,

$$
\frac{d}{d t^{+}} A_{t}^{(\lambda(t))}\left(f_{0}\right) \leq \frac{3}{4 t} A_{t}^{(\lambda(t))}\left(f_{0}\right)+\pi n+\sum_{k=1}^{m_{0}} \int_{0}^{l_{k, t}}\left|\kappa_{k, t}(s)\right|_{t} d s
$$

Proof Let $t_{0} \in\left[T_{1}, T_{2}\right]$. We first apply Proposition 4.11(a) (see also Remark 4.12) at time $t_{0}$ and obtain a $C^{1,1} \operatorname{map} f: V^{(1)} \rightarrow M$ that is homotopic to $\left.f_{0}\right|_{V^{(1)}}$ relative to $\partial V$ and for which

$$
\sum_{j=1}^{n} A_{t_{0}}\left(\left.f\right|_{\partial F_{j}}\right)+\lambda\left(t_{0}\right) \ell_{t_{0}}(f)=A_{t_{0}}^{\left(\lambda\left(t_{0}\right)\right)}\left(f_{0}\right)
$$

Consider, for each $j=1, \ldots, n$, the loop $\left.f\right|_{\partial F_{j}}$ and apply Proposition 4.7 to obtain the loops $\gamma_{j, i}: S^{1}\left(l_{j, i}\right) \rightarrow M$. As in Proposition 4.11(b) let $p_{j, i}$ be the number of places where $\gamma_{j, i}$ is not differentiable and let $\kappa_{j, i}: S^{1}\left(l_{j, i}\right) \rightarrow T M$ be the geodesic
curvature along $\gamma_{j, i}$. Recall that each $\gamma_{j, i}$ satisfies the Douglas-type condition and that, for each $j=1, \ldots, n$,

$$
\sum_{i} A_{t_{0}}\left(\gamma_{j, i}\right)=A_{t_{0}}\left(\gamma_{j}\right) \quad \text { and } \quad \sum_{i}\left(p_{j, i}-2\right) \leq 1
$$

Next, we apply Lemma 5.2 at time $t_{0}$ to obtain a solution to the Plateau problem $f_{j, i}: D^{2} \rightarrow M$ for each $\gamma_{j, i}$ such that for the unit normal vector field $v_{j, i}: S^{1}\left(l_{j, i}\right) \rightarrow T M$ that is outward-pointing tangential to $f_{j, i}$ we have

$$
\int_{D^{2}} \sec _{t_{0}}^{M}\left(d f_{j, i}\right) d \operatorname{vol}_{f_{j, i}}^{*}\left(g_{t_{0}}\right) \geq \pi\left(2-p_{j, i}\right)+\int_{S^{1}\left(l_{j, i}\right)}\left\langle v_{j, i}(s), \kappa_{j, i}(s)\right\rangle_{t_{0}} d s
$$

We can now apply Proposition 4.11(c) (or Lemma 4.8) and Proposition 4.11(b) to conclude that, in the barrier sense, for all $j=1, \ldots, n$,

$$
\begin{aligned}
&\left.\frac{d}{d t^{+}}\right|_{t=t_{0}} A_{t}\left(\left.f\right|_{\partial F_{j}}\right) \leq\left.\sum_{i} \int_{D^{2}} \frac{d}{d t}\right|_{t=t_{0}} d \operatorname{vol}_{f_{j, i}^{*}\left(g_{t}\right)} \\
&=-\sum_{i} \int_{D^{2}} \operatorname{tr}_{f_{j, i}^{*}\left(g_{t_{0}}\right)}\left(\operatorname{Ric}_{t_{0}}\left(d f_{j, i}, d f_{j, i}\right)\right) d \operatorname{vol}_{f_{j, i}^{*}\left(g_{t_{0}}\right)} \\
&=-\sum_{i}\left(\frac{1}{2} \int_{D^{2}}\left(\operatorname{scal}_{t_{0}} \circ f_{j, i}\right) d \operatorname{vol}_{f_{j, i}^{*}\left(g_{t_{0}}\right)}+\int_{D_{2}} \sec _{t_{0}}^{M}\left(d f_{j, i}\right) d \operatorname{vol}_{f_{j, i}^{*}\left(g_{t_{0}}\right)}\right) \\
& \leq \frac{3}{4 t_{0}} \sum_{i} A_{t_{0}}\left(\gamma_{j, i}\right)+\sum_{i} \pi\left(p_{j, i}-2\right)-\sum_{i} \int_{S^{1}\left(l_{j, i}\right)}\left\langle v_{j, i}(s), \kappa_{j, i}(s)\right\rangle d s \\
& \leq \frac{3}{4 t_{0}} A_{t_{0}}\left(\gamma_{j}\right)+\pi-\sum_{i} \int_{S^{1}\left(l_{j, i}\right)}\left\langle v_{j, i}(s), \kappa_{j, i}(s)\right\rangle d s .
\end{aligned}
$$

Now Proposition 4.11(d) implies that if we sum this inequality over all $j=1, \ldots, n$, then the integral term can be estimated by a boundary integral:

$$
\left.\frac{d}{d t^{+}}\right|_{t=t_{0}} \sum_{j=1}^{n} A_{t}\left(\left.f\right|_{\partial F_{j}}\right) \leq \frac{3}{4 t_{0}} \sum_{j=1}^{n} A_{t_{0}}\left(\gamma_{j}\right)+\pi n+\sum_{k=1}^{m_{0}} \int_{0}^{l_{k, t_{0}}}\left|\kappa_{k, t_{0}}(s)\right|_{t_{0}} d s
$$

It remains to estimate the distortion of the length of $f$. Since the Ricci curvature is bounded by $K$ on $\left[T_{1}, T_{2}\right.$ ], we find

$$
\left.\frac{d}{d t}\right|_{t=t_{0}}\left(\lambda(t) \ell_{t}(f)\right) \leq-K \lambda\left(t_{0}\right) \ell_{t_{0}}(f)+\lambda\left(t_{0}\right) \cdot K \ell_{t_{0}}(f) \leq 0
$$

Finally, observe that for all $t \geq t_{0}$ we have, by Lemma 4.1,

$$
A_{t}^{(\lambda(t))}\left(f_{0}\right) \leq \sum_{j=1}^{n} A_{t}\left(\left.f\right|_{\partial F_{j}}\right)+\lambda(t) \ell_{t}(f)
$$

The equality is strict for $t=t_{0}$ and the time derivative of the right-hand side is bounded by exactly the desired term in the barrier sense. This finishes the proof of the lemma.

Letting the parameter $\lambda$ go to zero yields the following estimate, which does not require a global curvature bound.

Lemma 5.4 Let $0<T_{1}<T_{2} \leq \infty$ and $\left(g_{t}\right)_{t \in\left[T_{1}, T_{2}\right)}$ be a smooth solution of the Ricci flow on $M$ on which scal ${ }_{t} \geq-\frac{3}{2 t}$ for all $t \in\left[T_{1}, T_{2}\right)$.

Let, moreover, $V$ be a finite simplicial complex whose faces are denoted by $F_{1}, \ldots, F_{n}$ and $f_{0}: V \rightarrow M$ a continuous map such that $\left.f_{0}\right|_{\partial V}$ is a smooth immersion. At every time $t \in\left[T_{1}, T_{2}\right)$ let $\gamma_{k, t}:\left[0, l_{k, t}\right] \rightarrow M$ for $k=1, \ldots, m_{0}$ be time- $t$ arclength parametrizations of $f_{0}$ restricted to the edges of $\partial V$ and $\kappa_{k}:\left[0, l_{k, t}\right] \rightarrow T M$ the geodesic curvature of each $\gamma_{k, t}$ at time $t$.

Then we can bound the evolution of $A_{t}\left(f_{0}\right)$ as follows in the barrier sense:

$$
\frac{d}{d t^{+}} A_{t}\left(f_{0}\right) \leq \frac{3}{4 t} A_{t}\left(f_{0}\right)+\pi n+\sum_{k=1}^{m_{0}} \int_{0}^{l_{k, t}}\left|\kappa_{k, t}(s)\right|_{t} d s
$$

Proof Note that by a perturbation argument we only need to consider the case in which $\left.f_{0}\right|_{\partial V}$ is an embedding. Moreover, we can without loss of generality restrict to a time interval on which the Ricci curvature is bounded by some constant $K<\infty$. For brevity set

$$
R_{t}=\pi n+\sum_{k=1}^{m_{0}} \int_{0}^{l_{k, t}}\left|\kappa_{k, t}(s)\right|_{t} d s
$$

Note that $R_{t}$ is continuous with respect to $t$. Let $\varepsilon>0$ be a small constant and apply Lemma 5.3 with $\lambda(t)=\varepsilon \exp (-K t)$. We obtain

$$
\frac{d}{d t^{+}} A_{t}^{(\varepsilon \exp (-K t))}\left(f_{0}\right) \leq \frac{3}{4 t} A_{t}^{(\varepsilon \exp (-K t))}\left(f_{0}\right)+R_{t}
$$

Now let $t_{0} \in\left[T_{1}, T_{2}\right)$ and consider the solution of the differential equation

$$
\frac{d}{d t} F_{t_{0}, \varepsilon}(t)=\frac{3}{4 t} F_{t_{0}, \varepsilon}(t)+R_{t} \quad \text { and } \quad F_{t_{0}, \varepsilon}\left(t_{0}\right)=A_{t_{0}}^{\left(\varepsilon \exp \left(-K t_{0}\right)\right)}\left(f_{0}\right)
$$

It follows that

$$
A_{t}^{(\varepsilon \exp (-K t))}\left(f_{0}\right) \leq F_{t_{0}, \varepsilon}(t) \quad \text { for all } t \geq t_{0}
$$

Letting $\varepsilon \rightarrow 0$ and using the fact that $\lim _{\lambda \rightarrow 0} A_{t}^{(\lambda)}\left(f_{0}\right)=A_{t}\left(f_{0}\right)$ yields

$$
A_{t}\left(f_{0}\right) \leq F_{t_{0}, 0}(t) \quad \text { for all } t \geq t_{0}
$$

where $F_{t_{0}, 0}$ satisfies the differential equation

$$
\frac{d}{d t} F_{t_{0}, 0}(t)=\frac{3}{4 t} F_{t_{0}, 0}(t)+R_{t} \quad \text { and } \quad F_{t_{0}, 0}\left(t_{0}\right)=A_{t_{0}}\left(f_{0}\right)
$$

So $F_{t_{0}, 0}(t)$ is a barrier for $A_{t}\left(f_{0}\right)$ with the required properties.

We can finally state our third main result:
Proposition 5.5 Let $\mathcal{M}$ be a Ricci flow with surgery with precise cutoff defined on a time interval $\left[T_{1}, T_{2}\right.$ ), where $0<T_{1}<T_{2} \leq \infty$, assume that all surgeries are trivial and assume that $\pi_{2}(\mathcal{M}(t))=0$ for all $t \in\left[T_{1}, T_{2}\right)$. Consider a finite simplicial complex $V$ whose faces are denoted by $F_{1}, \ldots, F_{n}$.

Let $f_{0}: V \rightarrow \mathcal{M}\left(T_{1}\right)$ be a continuous map such that $f_{0,0}=\left.f_{0}\right|_{\partial V}$ is a smooth immersion. Consider a smooth family of immersions $f_{0, t}: \partial V \rightarrow \mathcal{M}(t)$ parametrized by time that extend $f_{0,0}$ and that don't meet any surgery points. Assume moreover that there is a constant $\Gamma<\infty$ such that for each $t \in\left[T_{1}, T_{2}\right)$ the following is true: Let $\gamma_{k, t}:\left[0, l_{k, t}\right] \rightarrow \mathcal{M}(t)$ for $k=1, \ldots, m_{0}$ be time- $t$ arclength parametrizations of $f_{0, t}$ restricted to the edges of $\partial V$ and $\kappa_{k}:\left[0, l_{k, t}\right] \rightarrow T \mathcal{M}(t)$ the geodesic curvature of each $\gamma_{k, t}$ at time $t$. Then

$$
\sum_{k=1}^{m_{0}} \int_{0}^{l_{k, t}}\left(\left|\kappa_{k, t}(s)\right|_{t}+\left|\partial_{t} \gamma_{k, t}^{\perp}(s)\right|_{t}\right) d s \leq \Gamma
$$

(Here $\partial_{t} \gamma_{k, t}^{\perp}(s)$ is the component of $\partial_{t} \gamma_{k, t}(s)$ that is perpendicular to $\gamma_{k, t}$. .)
For every time $t \in\left[T_{1}, T_{2}\right)$ denote by $A(t)$ the infimum over the areas of all piecewise smooth maps $f: V \rightarrow \mathcal{M}\left(t_{0}\right)$ such that $\left.f\right|_{\partial V}=f_{0, t}$ and such that there is a homotopy between $f_{0}$ and $f$ in space-time that restricts to $f_{0, t^{\prime}}$ on $\partial V$.

Then the quantity

$$
t^{1 / 4}\left(t^{-1} A(t)-4 \pi n-4 \Gamma\right)
$$

is monotonically nonincreasing on $\left[T_{1}, T_{2}\right)$ and, if $T_{2}=\infty$, we have

$$
\limsup _{t \rightarrow \infty} t^{-1} A(t) \leq 4 \pi n+4 \Gamma
$$

Proof Note that the property of having precise cutoff implies that the metric $g(t)$ has $t^{-1}$-positive curvature, which in turn entails that scal ${ }_{t} \geq-\frac{3}{2 t}$ (see [A, Definitions 2.10 and 2.11(1)]). Note also that we can mollify each $f: V \rightarrow \mathcal{M}(t)$ that is $C^{1}$ on $V^{(1)}$
and $V \backslash V^{(1)}$ and that is $W^{1,2}$ on each face of $V$ to a map that is piecewise smooth. So $A(t)=A_{t}\left(f_{0}\right)$.

So the monotonicity of the desired quantity away from surgery times follows directly from Lemma 5.4 together with a variational estimate dealing with the fact that $f_{0, t}$ can move in time (similarly as in the proof of Lemma 4.9). By [A, Definition 2.11] the value of $A(t)$ cannot increase under a surgery, ie the function $A(t)$ is lower semicontinuous.

## References

[0] R H Bamler, Long-time behavior of 3-dimensional Ricci flow: introduction, Geom. Topol. 22 (2018) 757-774
[A] R H Bamler, Long-time behavior of 3-dimensional Ricci flow, A: Generalizations of Perelman's long-time estimates, Geom. Topol. 22 (2018) 775-844
[C] R H Bamler, Long-time behavior of 3-dimensional Ricci flow, C: 3-manifold topology and combinatorics of simplicial complexes in 3-manifolds, Geom. Topol. 22 (2018) 893-948
[D] R H Bamler, Long-time behavior of 3-dimensional Ricci flow, D: Proof of the main results, Geom. Topol. 22 (2018) 949-1068
[1] J Choe, On the existence and regularity of fundamental domains with least boundary area, J. Differential Geom. 29 (1989) 623-663 MR
[2] R D Gulliver, II, Regularity of minimizing surfaces of prescribed mean curvature, Ann. of Math. 97 (1973) 275-305 MR
[3] R S Hamilton, Non-singular solutions of the Ricci flow on three-manifolds, Comm. Anal. Geom. 7 (1999) 695-729 MR
[4] J Hass, Singular curves and the Plateau problem, Internat. J. Math. 2 (1991) 1-16 MR
[5] E Heinz, Über das Randverhalten quasilinearer elliptischer Systeme mit isothermen Parametern, Math. Z. 113 (1970) 99-105 MR
[6] E Heinz, S Hildebrandt, Some remarks on minimal surfaces in Riemannian manifolds, Comm. Pure Appl. Math. 23 (1970) 371-377 MR
[7] D Kinderlehrer, The boundary regularity of minimal surfaces, Ann. Scuola Norm. Sup. Pisa 23 (1969) 711-744 MR
[8] W H Meeks, III, S T Yau, Topology of three-dimensional manifolds and the embedding problems in minimal surface theory, Ann. of Math. 112 (1980) 441-484 MR
[9] J Morgan, G Tian, Ricci flow and the Poincaré conjecture, Clay Mathematics Monographs 3, Amer. Math. Soc., Providence, RI (2007) MR
[10] C B Morrey, Jr, The problem of Plateau on a Riemannian manifold, Ann. of Math. 49 (1948) 807-851 MR
[11] C B Morrey, Jr, Multiple integrals in the calculus of variations, Grundl. Math. Wissen. 130, Springer (1966) MR
[12] G Perelman, Finite extinction time for the solutions to the Ricci flow on certain threemanifolds, preprint (2003) arXiv
[13] J Sacks, K Uhlenbeck, The existence of minimal immersions of 2-spheres, Ann. of Math. 113 (1981) 1-24 MR

Department of Mathematics, University of California
Berkeley, CA, United States
rbamler@math.berkeley.edu
https://math.berkeley.edu/~rbamler/
Proposed: Tobias H. Colding
Seconded: Bruce Kleiner, Gang Tian

Received: 16 December 2014
Revised: 22 July 2015


[^0]:    ${ }^{1}$ If $h:[a, b) \rightarrow \mathbb{R}$ is a function, $t_{0} \in[a, b)$ and $c \in \mathbb{R}$, then we say that $d h(t) /\left.d t^{+}\right|_{t_{0}} \leq c$ in the forward barrier sense if for any $\delta>0$ the inequality $h(t) \leq h\left(t_{0}\right)+(c+\delta)\left(t-t_{0}\right)$ holds on an interval of the form $\left[t_{0}, t_{0}+\tau_{t_{0}, \delta}\right)$.

