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The Gromov–Hausdorff distance between spheres
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We provide general upper and lower bounds for the Gromov–Hausdorff distance
dGH.Sm;Sn/ between spheres Sm and Sn (endowed with the round metric) for
0 � m < n � 1. Some of these lower bounds are based on certain topological
ideas related to the Borsuk–Ulam theorem. Via explicit constructions of (optimal)
correspondences, we prove that our lower bounds are tight in the cases of dGH.S0;Sn/,
dGH.Sm;S1/, dGH.S1;S2/, dGH.S1;S3/ and dGH.S2;S3/. We also formulate a
number of open questions.
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3734 Sunhyuk Lim, Facundo Mémoli and Zane Smith

1 Introduction

Despite being widely used in Riemannian geometry — see, for example, Burago, Burago
and Ivanov [4] and Petersen [30] — very little is known in terms of the exact value of
the Gromov–Hausdorff distance between two given spaces. In a closely related vein,
Gromov [16, page 141] poses the question of computing/estimating the value of the
box distance �1.S

m;Sn/ (a close relative of dGH) between spheres (viewed as metric
measure spaces). In [14], Funano provides asymptotic bounds for this distance via an
idea due to Colding (see the discussion preceding Proposition 1.2).

The Gromov–Hausdorff distance is also a natural choice for expressing the stability of
invariants in applied algebraic topology — see Carlsson and Mémoli [5; 6; 7] — and has
also been invoked in applications related to shape matching — see Bronstein, Bronstein
and Kimmel [3] and Mémoli and Sapiro [25; 27] — as a notion of dissimilarity between
shapes.

We consider the problem of estimating the Gromov–Hausdorff distance dGH.Sm;Sn/

between spheres (endowed with their round/geodesic distance). In particular we show
that in some cases, topological ideas related to the Borsuk–Ulam theorem yield lower
bounds which turn out to be tight.

1.1 Basic definitions

The Gromov–Hausdorff distance — see Edwards [12] and Gromov [16] — between
two bounded metric spaces .X; dX / and .Y; dY / is defined as

dGH.X;Y / WD inf dH.f .X /;g.Y //;

where dH denotes the Hausdorff distance between subsets of the ambient space Z and
the infimum is taken over all isometric embeddings f and g of X and Y , respectively,
into Z, and over all metric spaces Z. We will henceforth denote by Mb the collection
of all bounded metric spaces.

It is known that dGH defines a metric on compact metric spaces up to isometry [16].
A standard reference is [4]. A useful property is that whenever .X; dX / is a com-
pact metric space and, for some ı > 0, a subset A � X is a ı–net for X , then
dGH

�
.X; dX /; .A; dX jA�A/

�
� ı.

Given two sets X and Y , a correspondence between them is any relation R�X �Y

such that �X .R/DX and �Y .R/D Y where �X WX �Y !X and �Y WX �Y ! Y
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are the canonical projections. Given two bounded metric spaces .X; dX / and .Y; dY /,
and any nonempty relation R�X �Y , its distortion is defined as

dis.R/ WD sup
.x;y/;.x0;y0/2R

jdX .x;x
0/� dY .y;y

0/j:

Remark 1.1 In particular, the graph of any map  W X ! Y is a relation graph. /
between X and Y and this relation is a correspondence whenever  is surjective. The
distortion of the relation induced by  will be denoted by dis. /.

A theorem of Kalton and Ostrovskii [18] proves that the Gromov–Hausdorff distance
between any two bounded metric spaces .X; dY / and .Y; dY / is equal to

(1) dGH.X;Y / WD
1
2

inf
R

dis.R/;

where R ranges over all correspondences between X and Y . It was also observed
in [18] that

(2) dGH.X;Y /D
1
2

inf
'; 

maxfdis.'/; dis. /; codis.';  /g;

where ' WX ! Y and  W Y !X are any (not necessarily continuous) maps, and

codis.';  / WD sup
x2X ;y2Y

jdX .x;  .y//� dY .'.x/;y/j

is the codistortion of the pair .';  /.

Known results on dGH.S
m;Sn/ We will find it useful to refer to the infinite matrix g

such that for m; n 2N WDN [f1g,

gm;n WD dGH.S
m;Sn/I

see Figure 2.

The following lower bound for gm;n, obtained via simple estimates for covering and
packing numbers based on volumes of balls, is in the same spirit as a result by Colding
[10, Lemma 5.10].1 By vn.�/ we denote the normalized volume of an open ball of
radius � 2 .0; �� on Sn (so that the entire sphere has volume 1). Colding’s approach
yields:

Proposition 1.2 For all integers 0<m< n,

dGH.S
m;Sn/� �m;n WD

1
2

sup
�2.0;��

�
v�1

n ı vm

�
1
2
�
�
� �

�
:

1Funano used a similar idea in [14] to estimate Gromov’s box distance between metric measure space
representations of spheres.
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3736 Sunhyuk Lim, Facundo Mémoli and Zane Smith

We relegate the proof of this proposition to Section 3.

Example 1.3 (lower bound for g1;2 via Colding’s idea) In this case, mD 1 and nD 2,
the lower bound provided by Proposition 1.2 above is sup�2.0;��.arccos.1��=�/��/,
which is approximately equal to and bounded below by 0:1605. Thus, g1;2 � 0:0802.
See Remark 1.9 for a comparison with a new lower bound which also arises from
covering/packing arguments via the Lyusternik–Schnirelmann theorem.

In contrast, in this paper, via techniques which include both certain topological ideas
leading to lower bounds and the precise construction of correspondences with matching
(and hence optimal) distortion, we prove results which imply (see Proposition 1.16
below) that, in particular, g1;2 D

�
3
' 1:0472, which is about 13 times larger than the

value obtained by the method above. In [26, Example 5.3] the lower bound g1;2 �
�
12

was obtained via a calculation involving Gromov’s curvature sets K3.S
1/ and K3.S

2/.
Finally, via considerations based on Katz’s precise calculation [19] of the filling radius
of spheres — see Lim, Mémoli and Okutan [21, Corollary 9.3] — yields that g1;n �

�
6

for all n�2 as well as other lower bounds for gm;n for general m<n which are not tight.
In a related vein, in [17] Ji and Tuzhilin determine the precise value of dGH.Œ0; ��;S1/

between an interval of length � > 0 and the circle (with geodesic distance).

1.2 Overview of our results

The diameter of a bounded metric space .X; dX / is the number

diam.X / WD sup
x;x02X

dX .x;x
0/:

For m 2N we view the m–dimensional sphere,

Sm
WD f.x1; : : : ;xmC1/ 2RmC1

j x2
1 C � � �Cx2

mC1 D 1g;

as a metric space by endowing it with the geodesic distance: for any two points
x;x0 2 Sm,

dSm.x;x0/ WD arccos.hx;x0i/D 2 arcsin
�

1
2
dE.x;x

0/
�
;

where dE denotes the canonical Euclidean metric inherited from RmC1.

Note that for mD 0 this definition yields that S0 consists of two points at distance � ,
and that S1 is the unit sphere in `2 with distance given in the expression above.
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Sn

�
2

S1

�
2

S0

�
2

Figure 1: Propositions 1.5 and 1.6 encode the peculiar fact that all triangles
in .Mb; dGH/ with vertices S0;S1, and Sn (for 0< n<1/ are equilateral.

Remark 1.4 First recall [4, Chapter 7] that, for any two bounded metric spaces X

and Y , one always has dGH.X;Y /�
1
2

maxfdiam.X /; diam.Y /g. This means that

(3) dGH.S
m;Sn/� �

2
for all 0�m� n�1:

We first prove the following two propositions, which establish that the above upper
bound is tight in certain extremal cases:

Proposition 1.5 (distance to S0; Chowdhury and Mémoli [9, Proposition 1.2]) For
any integer n� 1,

dGH.S
0;Sn/D �

2
:

Proposition 1.6 (distance to S1) For any integer m� 0,

dGH.S
m;S1/D �

2
:

Proposition 1.5 can be proved as follows: any correspondence between S0 and Sn

induces a closed cover of Sn by two sets; then, by the Lyusternik–Schnirelmann
theorem, one of these blocks must contain two antipodal points. Proposition 1.6 can be
proved in a similar manner; see Figure 1.

Remark 1.7 When taken together, Remark 1.4 and Propositions 1.5 and 1.6 above
might suggest that the Gromov–Hausdorff distance between any two spheres of different
dimension is �

2
. In fact, this is true for the following continuous version of dGH:

d cont
GH .X;Y / WD

1
2

inf
'0; 0

maxfdis.'0/; dis. 0/; codis.'0;  0/g;

where '0 WX ! Y and  0 W Y !X 0 are continuous maps.

Geometry & Topology, Volume 27 (2023)



3738 Sunhyuk Lim, Facundo Mémoli and Zane Smith

Indeed, suppose that n>m� 1. Then, by the Borsuk–Ulam theorem — see Munkholm
[28, Theorem 1] or Matoušek [24, page 29] — for any continuous '0 W Sn ! Sm,
there must be two antipodal points with the same image under '0; that is, there is an
x 2 Sn such that '0.x/ D '0.�x/. This implies that dis.'0/ D � , and consequently
d cont

GH .S
n;Sm/� �

2
. The reverse inequality can be obtained by choosing constant maps

'0 and  0 in the above definition; thus implying that

d cont
GH .S

m;Sn/D �
2
:

In contrast, we prove the following result for the standard Gromov–Hausdorff distance:

Theorem A dGH.Sm;Sn/ < �
2

for all 0<m< n<1.

The Borsuk–Ulam theorem implies that, for any positive integers n>m and for any
given continuous function ' W Sn! Sm, there exist two antipodal points in the higher
dimensional sphere which are mapped to the same point in the lower dimensional
sphere. This forces the distortion of any such continuous map to be � . In contrast,
in order to prove Theorem A, we exhibit, for every pair of positive numbers m and n

with m< n, a continuous antipode-preserving surjection from Sm to Sn with distortion
strictly bounded above by � , which implies the claim since the graph of any such
surjection is a correspondence between Sm and Sn; see Remark 1.1. The proof relies
on ideas related to space-filling curves and spherical suspensions.

The standard Borsuk–Ulam theorem is however still useful for obtaining additional
information about the Gromov–Hausdorff distance between spheres. Indeed, via
Lemma 3.2 and the triangle inequality for dGH, one can prove the following general
lower bound:

Proposition 1.8 For any 1�m< n<1,

dGH.S
m;Sn/� �m;n WD

�
2
� covSm.nC 1/:

Above, for any integer k � 1, and any compact metric space X , covX .k/ denotes the
k th covering radius of X ,

(4) covX .k/ WD inffdH.X;P / j P �X such that jP j � kg:

Remark 1.9 Both of the lower bounds, �m;n and �m;n, from Propositions 1.2 and 1.8,
respectively, implement covering/packing ideas and as such it is interesting to compare
them:
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(1) Note that, since covS1.3/D �
3

, we have �1;2 D
�
6

, which is about 6.5 times larger
than �1;2 � 0:0802 (see Example 1.3).

(2) Computing �m;n in general requires knowledge of the covering radius covSm.k/

of spheres which is currently only known for k �mC 2; see Cho [8, Theorem 3.2]. In
contrast, computing �m;n can be done (in principle) for any m< n given that we have
the explicit formula vm.�/D .Vol.Sm�1/=Vol.Sm//

R �
0 .sin �/m�1 d� , which is valid

for every positive integer m and � 2 Œ0; ��; see Gray [15].

(3) The lower bound �m;n is more widely applicable than �m;n, which originates
from the Lyusternik–Schnirelman theorem (see below) and the underlying ideas are in
principle only applicable when one of the two metric spaces is a sphere.2 Indeed, see
Colding [10] and Furano [14] for estimates of the Gromov–Hausdorff distance between
Riemannian manifolds satisfying upper and lower bounds on curvature obtained by
combining volume comparison theorems with techniques similar to those used in
proving Proposition 1.2.

(4) Through [8, Theorem 3.2] it is known that covSm.mC2/D��arccos.�1=.mC1//

for m�1. Therefore, when nDmC1, the lower bound �m;mC1 given by Proposition 1.8
becomes arccos.�1=.mC1//� �

2
for m� 1, which tends to zero as m goes to infinity.

It is not known whether or not �m;mC1 has the same behavior.

As an immediate corollary, we obtain the following result, which complements both
Proposition 1.6 and Theorem A:

Corollary 1.10 Given any positive integer m and " > 0, there exists an integer
nD n.m; "/ >m such that

dGH.S
m;Sn/� �

2
� ":

Remark 1.11 For small " > 0 one can estimate the value of n above as

nD n.m; "/DO."�m/:

The results above motivate the following two questions:

Question I Is it true that , for fixed m � 1, dGH.Sm;Sn/ is nondecreasing for all
n�m?
2This can be ascertained by inspecting the proof of Proposition 1.8 in Section 3.2.
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gD

S0 S1 S2 S3 SmC1 Sn S1

S0

S1

S2

S3

Sm

S1

�
3

�
3

1
2
�2

known

knownD �
2

2
�

1
2
�m;

1
2
�m

�
2
�
qm;n;

�
2

�

Figure 2: The matrix g such that gm;n WD dGH.Sm;Sn/. According to
Remark 1.4 and Corollary 1.12, all nonzero entries of the matrix g are
in the range

�
�
4
; �

2

�
. In the figure, �m D arccos.�1=.m C 1// is the

edge length of the regular geodesic simplex inscribed in Sm, �m is the
diameter of a face of the regular geodesic simplex in Sm — see (5) — and
qm;n Dmax

˚
1
2
�m;

�
2
� covSm.nC 1/

	
.

Question II Fix m� 1 and " > 0. Find (optimal ) estimates for

km."/ WD inf
˚
k � 1 j dGH.S

m;SmCk/� �
2
� "

	
:

Via the Lyusternik–Schnirelmann theorem, Proposition 1.8 above depends on the
classical Borsuk–Ulam theorem which, in one of its guises [24, Theorem 2.1.1], states
that there is no continuous antipode-preserving map g W Sn! Sn�1. As a consequence,
if g W Sn ! Sn�1 is any antipode-preserving map, then g cannot be continuous. A
natural question is how discontinuous is any such g forced to be. This question was
actually tackled in 1981 by Dubins and Schwarz [11], who proved that the modulus of
discontinuity ı.g/ of any such g needs to be suitably bounded below. These results are
instrumental for proving Theorem B below; see Section 5 and Appendix A for details
and for a concise proof of the main theorem from [11] (following a strategy outlined
by Matoušek in [24]).
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For each m 2N let �m denote the edge length (with respect to the geodesic distance)
of a regular mC 1 simplex inscribed in Sm,

�m WD arccos
�
�1

mC1

�
;

which is monotonically decreasing in m. For example,

�0 D �; �1 D
2�
3
; �2 D arccos

�
�

1
3

�
� 0:608�; lim

m!1
�m D

�
2
:

Then we have the following lower bound which will turn out to be optimal in some
cases:

Theorem B (lower bound via geodesic simplices) For all integers 0<m< n,

dGH.S
m;Sn/� 1

2
�m:

Moreover , for any map ' W Sn! Sm, we have that dis.'/� �m.

From the above, we have the following general lower bound:

Corollary 1.12 For all integers 0<m< n, dGH.Sm;Sn/� �
4

.

This corollary of course implies that the sequence of compact metric spaces .Sn/n2N

is not Cauchy.

Remark 1.13 The lower bound for dGH.Sm;Sn/ given by Theorem B coincides with
the filling radius of Sm; see Katz [19, Theorem 2]. This lower bound is twice the one
obtained via the stability of Vietoris–Rips persistent homology [21, Corollary 9.3].

Note that covS1.k/� �=k, which can be seen by considering the vertices of a regular
polygon inscribed in S1 with k sides. Combining this fact with Proposition 1.8,
Theorem B, and the fact that �1 D 2�

3
, one obtains the following special claim for the

entries in the first row of the matrix g:

Corollary 1.14 For all n> 1, dGH.S1;Sn/� � �max
˚

1
3
; 1

2
.n� 1/=.nC 1/

	
.

Remark 1.15 This implies that, whereas dGH.S1;Sn/ � �
3

for n 2 f2; 3; 4; 5g, one
has the larger lower bound dGH.S1;S6/� 5�

14
> �

3
. Propositions 1.16 and 1.18 below

establish that actually dGH.S1;S2/D dGH.S1;S3/D �
3

.
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Finally, in order to prove that dGH.S1;S2/ D �
3

, we combine Theorem B with an
explicit construction of a correspondence between S1 and S2 as follows. Let H�0.S

2/

denote the closed upper hemisphere of S2. Then the following proposition shows that
there exists a correspondence between S1 and H�0.S

2/ with distortion at most 2�
3

.
A correspondence between S1 and S2 (see Figure 7) with the same distortion is then
obtained via a certain odd (ie antipode-preserving) extension of the aforementioned
correspondence (see Lemma 5.7):

Proposition 1.16 There exists

(1) a correspondence between S1 and H�0.S
2/, and

(2) a correspondence between S1 and S2,

both of which have distortion at most 2�
3

. In particular , together with Theorem B, this
implies dGH.S1;S2/D �

3
.

Even though we do not state it explicitly, in a manner similar to Proposition 1.16, all
correspondences constructed in Propositions 1.18, 1.19 and 1.20 below also arise from
odd extensions of correspondences between the lower dimensional sphere and the upper
hemisphere of the larger dimensional sphere (see their respective proofs).

Remark 1.17 Also, by combining the first claim of Proposition 1.16 and Example
1.24(4) below (which is analogous to the claim of Theorem B but tailored to the case
of Sm versus H�0.S

m/), one concludes that dGH.S1;H�0.S
2//D 1

2
�1 D

�
3

.

Via a construction somewhat reminiscent of the Hopf fibration, we prove that there
exists a correspondence between the 3–dimensional sphere and the 1–dimensional
sphere with distortion at most 2�

3
. By applying suitable rotations in R4, the proof of

the following proposition extends the (a posteriori) optimal correspondence between
S1 and S2 constructed in the proof of Proposition 1.16 (see Figure 10):

Proposition 1.18 There exists a correspondence between S1 and S3 with distortion
at most 2�

3
. In particular , together with Theorem B, this implies dGH.S1;S3/D �

3
.

Finally, we were able to compute the exact value of the distance between S2 and
S3 by producing a correspondence whose distortion matches the one implied by the
lower bound in Theorem B. This correspondence is structurally different from the
ones constructed in Propositions 1.16 and 1.18 and arises by partitioning S3 into 32
regions whose diameter is (necessarily) bounded above by �2 and which satisfy suitable
pairwise constraints (see Section 2.2):
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Proposition 1.19 There exists a correspondence between S2 and S3 with distortion
at most �2. In particular , together with Theorem B, this implies dGH.S2;S3/D 1

2
�2.

Keeping in mind Remark 1.15 and Propositions 1.16 and 1.18, we pose the following:

Question III Is it true that dGH.S1;Sn/D �
3

for n 2 f4; 5g?

Theorem B and Propositions 1.16 and 1.19 lead to formulating the following conjecture:

Conjecture 1 For all m 2N, dGH.Sm;SmC1/D 1
2
�m.

Note that when mD 1 and mD 2, Conjecture 1 reduces to Propositions 1.16 and 1.19,
respectively. Moreover, the conjecture would imply that limm!1 dGH.Sm;SmC1/D �

4
.

While trying to prove Conjecture 1, we were able to prove the following weaker result
via an explicit construction of a certain correspondence generalizing the one constructed
in the proof of Proposition 1.16:

Proposition 1.20 For any positive integer m > 0, there exists a correspondence
between Sm and SmC1 with distortion at most �m, where

(5) �m WD

�
arccos.�.mC 1/=.mC 3// if m is odd;
arccos.�

p
m=.mC 4// if m is even:

Here , �m is the diameter of a face of the regular geodesic m–simplex in Sm; see
Figure 8 and the discussion in Section 6.2.

This correspondence arises from a partition of SmC1 into 2.mC 2/ regions which
are induced by two antipodal regular simplices inscribed in Sm, the equator of SmC1

(see Figure 7 for the case mD 1, a case in which this correspondence turns out to be
optimal).

Corollary 1.21 For any positive integer m> 0, dGH.Sm;SmC1/� 1
2
�m.

Remark 1.22 Note that �m� �m for any m> 0 and �1D �1, so Proposition 1.20 gener-
alizes Proposition 1.16. However, since 1:9106� �2<�2�2:1863, by Proposition 1.19
we see that Corollary 1.21 is not tight when mD 2. Also, since �m <� , Corollary 1.21
gives a quantitative version of the claim in Theorem A when nDmC 1.

Remark 1.23 Combining Theorem B and Proposition 1.8, we obtain a generalization
of the bound given in Corollary 1.14: for all 1�m< n,

(6) dGH.S
m;Sn/�max

˚
1
2
�m;

�
2
� covSm.nC 1/

	
DW qm;n:

Geometry & Topology, Volume 27 (2023)
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Question IV Formula (6) and Remark 1.15 motivate the following question: for m� 1

large , find the rate at which the number3

ndiag.m/ WDmax
n
n>m

ˇ̌
covSm.nC 1/� 1

2
arccos

�
1

mC1

�o
grows with m. The reason for the notation ndiag.m/ is that this number provides an
estimate for a band around the principal diagonal of the matrix g (see Figure 2) inside
of which one would hope to prove that

dGH.S
m;Sn/D 1

2
�m for all n 2 fmC 1; : : : ; ndiag.m/g:

1.3 Additional results and questions

Besides what we have described so far, this paper includes a number of other results
about Gromov–Hausdorff distances between spaces closely related to spheres.

1.3.1 Spheres with Euclidean distance Some of the ideas described above (for
spheres with geodesic distance) can be easily adapted to provide bounds for the distance
between half spheres with geodesic distance, and between spheres with Euclidean
distance. However, there is evidence that this phenomenon is subtle and to the best of
our knowledge, there is no complete translation between the geodesic and Euclidean
cases. This is exemplified by the following.

Let Sn
E denote the unit sphere with the Euclidean metric dE inherited from RnC1. Then,

via Remark 1.17 and Corollary 9.8(2) (which provides a bridge between geodesic
distortion and Euclidean distortion via the sine function), we have that

dGH.S
1
E;H�0.S

2
E//� sin

�
dGH.S

1;H�0.S
2//
�
D

p
3

2
:

Despite this, in Proposition 9.10 we were able to construct a correspondence between
these two spaces with distortion strictly smaller than

p
3. This suggests that Euclidean

analogues of Theorem B may not be direct consequences; see Section 9 for other related
results.

This motivates posing the following question:

Question V Determine gE
m;n WD dGH.Sm

E ;S
n
E/ for all integers 1�m< n.

It should however be noted that by Corollary 9.8 we have gE
m;n � sin.gm;n/, which

renders Proposition 1.20 immediately applicable, yielding gE
m;mC1

� sin
�

1
2
�m

�
.

3Note that �m D � � arccos.1=.mC 1//.
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1.3.2 A stronger version of Theorem B By inspecting the proof of Theorem B, we
actually have Theorem C which subsumes these results in a much greater degree of
generality. Indeed, via this theorem one can obtain the following estimates:

Example 1.24 The following lower bounds hold:

(1) dGH.Œ0; ��;Sn/� �
3

for any n� 2.

(2) dGH.S1;S2 � � � � �S2/� �
3

for any number of S2 factors.

(3) dGH.Sm;H�0.S
n//� 1

2
�m whenever 0<m< n<1.

(4) dGH.H�0.S
m/;H�0.S

n//� 1
2
�m whenever 0<m< n<1.

(5) dGH.P;S2/� �
3

for any finite P � S1. Compare to the �
2

lower bound given in
Lemma 3.2.

(6) dGH.P3;H�0.S
2// D �

3
, where P3 is the three-point metric space with all

interpoint distances equal to 2�
3

. Also dGH.P6;S
2/D �

3
, where P6 is the six-

point metric space corresponding to a regular hexagon inscribed in S1. These are
consequences of (5) and small modifications of the correspondences constructed
in Proposition 1.16.

Theorem C Let bounded metric spaces X and Y be such that , for some positive
integer m,

(i) X can be isometrically embedded into Sm, and

(ii) H�0.S
mC1/ can be isometrically embedded into Y .

Then:

(1) dGH.X;Y /�
1
2
�m.

(2) Moreover , dis.�/� �m for any map � W Y !X .

Remark 1.25 Example 1.24(1) also holds for n D 1, albeit this is not implied by
Theorem C. The fact that dGH.Œ0; ��;S1/� �

3
follows from [17, Theorem 4.10] and it

also follows from the proof of [20, Lemma 2.3]; see Appendix B.

Organization

In Section 2 we review some preliminaries.

The proof of Proposition 1.2 on a lower bound for gm;n involving the normalized volume
of open balls is given in Section 3.1, whereas those of Propositions 1.5 (establishing
the precise value of g0;n), 1.6 (establishing the precise value of gm;1), and 1.8 (on a
lower bound for gm;n involving the covering radius) are given in Section 3.2.
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The proof of Theorem A, establishing that gm;n <
�
2

(for any 0<m< n<1), is given
in Section 4, whereas those of Theorem B, on a lower bound for gm;n deduced from a
discontinuous version of the Borsuk–Ulam theorem, and Theorem C (a generalization
of Theorem B) are given in Section 5.

The proofs of Propositions 1.16, establishing the precise value of g1;2, and 1.20, on
an upper bound involving the diameter of a face of a geodesic simplex, are given in
Section 6.

Proposition 1.18, establishing the precise value of g1;3, is proved in Section 7, and
Proposition 1.19, establishing the precise value of g2;3, is proved in Section 8.

The case of spheres with Euclidean distance is discussed in Section 9.

Finally, this paper has three appendices. Appendix A provides a succinct and self con-
tained proof of the version of Borsuk–Ulam’s theorem due to Dubins and Schwarz [11]
which is instrumental for proving Theorem B and related results. Appendix B establishes
that the Gromov–Hausdorff distance between the n–dimensional sphere and an interval
is always bounded below by �

3
, and Appendix C provides some results about the

Gromov–Hausdorff distance between regular polygons.

Additional aspects of this project (such as computational experiments and further
constructions of correspondences) are described in [22; 23].
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2 Preliminaries

Given a metric space .X; dX / and ı > 0, a ı–net for X is any A � X such that for
all x 2 X there exists a 2 A with dX .x; a/ � ı. The diameter of X is diam.X / WD
supx;x02X dX .x;x

0/.

Recall [4, Chapter 2] that complete metric space .X; dX / is a geodesic space if and
only if it admits midpoints: for all x;x0 2X there exists z 2X such that

dX .x; z/D dX .x
0; z/D 1

2
dX .x;x

0/:
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We henceforth use the symbol � to denote the one point metric space. It is easy to
check that dGH.�;X /D

1
2

diam.X / for any bounded metric space X . From this, and
the triangle inequality for the Gromov–Hausdorff distance, it then follows that for all
bounded metric spaces X and Y ,

(7) dGH.X;Y /�
1
2
jdiam.X /� diam.Y /j:

2.1 Notation and conventions about spheres

Finally, let us collect and introduce important notation and conventions which will be
used throughout this paper (except for Section 7). For each nonnegative integer m 2N,
we define

� Sm WD f.x1; : : : ;xmC1/ 2RmC1 j x2
1
C � � �Cx2

mC1
D 1g (m–sphere);

� H�0.S
m/ WD f.x1; : : : ;xmC1/ 2 Sm j xmC1 � 0g (closed upper hemisphere);

� H>0.S
m/ WD f.x1; : : : ;xmC1/ 2 Sm j xmC1 > 0g (open upper hemisphere);

� H�0.S
m/ WD f.x1; : : : ;xmC1/ 2 Sm j xmC1 � 0g (closed lower hemisphere);

� H<0.S
m/ WD f.x1; : : : ;xmC1/ 2 Sm j xmC1 < 0g (open lower hemisphere);

� E.Sm/ WD f.x1; : : : ;xmC1/ 2 Sm j xmC1 D 0g (equator of sphere);

� BmC1 WD f.x1; : : : ;xmC1/ 2RmC1 j x2
1
C � � �Cx2

mC1
� 1g (unit closed ball);

� yBmC1 WD f.x1; : : : ;xmC1/ 2 RmC1 j jx1j C � � � C jxmC1j � 1g (unit cross-
polytope).

Also, Sm, H�0.S
m/, H>0.S

m/, H�0.S
m/, H<0.S

m/ and E.Sm/ are all equipped
with the geodesic metric dSm . Observe that Sm and E.SmC1/ are isometric. We will
denote by

(8) �m W S
m
! SmC1; .x1; : : : ;xmC1/ 7! .x1; : : : ;xmC1; 0/;

the canonical isometric embedding from Sm into SmC1.

2.2 A general construction of correspondences

Assume X and Y are compact metric spaces such that X
�
,�! Y isometrically, eg

Sm ,! Sn for m� n.

As mentioned in Remark 1.1, any surjection  W Y � X gives rise to a correspondence
between X and Y . The following simple construction of such a  will be used
throughout this paper. Given k 2 N, assume Pk D fB1; : : : ;Bi ; : : : ;Bkg is any
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partition of Y n �.X / and Xk D fx1; : : : ;xi ; : : : ;xkg are any k points in X . Then
define  W Y � X by  j�.X / WD ��1 and  jBi

WD xi for each 1 � i � k. It then
follows that the distortion of this correspondence is

dis. /DmaxfA;B;C g;
where

� A WDmaxi diam.Bi/,
� B WDmaxi¤j maxy2Bi ;y02Bj

jdX .xi ;xj /� dY .y;y
0/j, and

� C WDmaxi maxx2X ;y2Bi
jdX .x;xi/� dY .�.x/;y/j.

This pattern will be used several times in this paper.

3 Some general lower bounds

3.1 The proof of Proposition 1.2

For a metric space X and � > 0, let NX .�/ denote the minimal number of open balls of
radius � needed to cover X . Also, let CX .�/ denote the maximal number of pairwise
disjoint open balls of radius 1

2
� that can be placed in X . NX and CX are usually

referred to as the covering number and the packing number, respectively.

Note that the covering radius covX — see (4) — and the covering number NX are
related by

covX .k/D inff� > 0 WNX .�/� kg:

The following stability property of NX . � / and CX . � / is classical and can be used to
obtain estimates for the Gromov–Hausdorff distance between spheres:

Proposition 3.1 [30, page 299] If X and Y are metric spaces and dGH.X;Y / < �

for some � > 0, then for all � � 0,

(1) NX .�/�NY .�C 2�/, and

(2) CX .�/� CY .�C 2�/.

Recall that vn.�/ is the normalized volume of an open ball or radius � on Sn.

Proof of Proposition 1.2 The proof that

dGH.S
m;Sn/� �m;n WD

1
2

sup
�2.0;��

�
v�1

n ı vm

�
1
2
�
�
� �

�
for any 0<m< n<1 is by contradiction. We first state two claims that we prove at
the end.
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Claim 1 For any � > 0 and n� 1, the packing number satisfies CSn.�/�
�
vn

�
1
2
�
���1.

Claim 2 For any � > 0 and n� 1, the covering number NSn.�/ satisfies

1�NSn.�/ � vn.�/:

Assuming the claims above, suppose that n >m � 1 and � WD dGH.Sm;Sn/ < �m;n.
Pick " > 0 small enough such that �C 1

2
" < �m;n.

Since dGH.Sm;Sn/ < �C 1
2
", from Proposition 3.1, the fact that for NX .�/� CX .�/

for any compact metric space X and any � > 0, and Claim 1, we have that

NSn.�C 2�C "/�NSm.�/� CSm.�/�
�
vm

�
1
2
�
���1

:

Now, from Claim 2 we obtain that, for all � 2 Œ0; ��,

1�NSn.�C 2�C "/ � vn.�C 2�C "/�
vn.�C 2�C "/

vm

�
1
2
�
� :

Then, for all � 2 Œ0; ��, we must have

�C 1
2
"� 1

2

�
v�1

n ı vm

�
1
2
�
�
� �

�
:

Then, in particular, �C 1
2
"� �m;n, a contradiction.

Proof of Claim 1 Let k D CSn.�/ and let x1; : : : ;xk 2 Sn be such that

B
�
xi ;

1
2
�
�
\B

�
xj ;

1
2
�
�
D∅

for all i ¤ j . Thus,
Sk

iD1 B.xi ;
1
2
�/� Sn, and

Vol.Sn/� volSn

� k[
iD1

B
�
xi ;

1
2
�
��
D k � vn

�
1
2
�
�
�Vol.Sn/:

Proof of Claim 2 Fix N DNSn.�/ and x1; : : : ;xN 2Sn such that
SN

iD1 B.xi ; �/DSn.
Then

Vol.Sn/� volSn

� N[
iD1

B.xi ; �/

�
�N � vn.�/ �Vol.Sn/:

3.2 Other lower bounds and the proofs of Propositions 1.5 and 1.6

Recall the following corollary to the Borsuk–Ulam theorem [24]:

Theorem D (Lyusternik–Schnirelmann) Let n 2N and fU1; : : : ;UnC1g be a closed
cover of Sn. Then there is an i0 2 f1; : : : ; nC 1g such that Ui0

contains two antipodal
points.
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The lemma below will be useful in what follows:

Lemma 3.2 For any integer m� 1 and any finite metric space P with cardinality at
most mC 1, we have dGH.Sm;P /� �

2
.

Remark 3.3 Lemma 3.2 and Remark 1.4 imply that for each integer n� 1, we have
dGH.Sn;P /D �

2
for any finite metric space P with jP j � nC 1 and diam.P /� � .

Proof Suppose m � 1 is given. We prove that dGH.Sm;P / � �
2

for any finite set
P of size at most mC 1. Assume that R is an arbitrary correspondence between Sm

and P . We claim that dis.R/� � , from which the proof will follow. For each p 2 P ,
let R.p/ WD fz 2 Sm j .z;p/2Rg. Then fR.p/� Sm jp 2Pg is a closed cover of Sm.
Since jP j �mC1, Theorem D yields that diam.R.p0//D� for some p0 2P . Finally,
the claim follows since dis.R/�maxp2P diam.R.p//.

By a refinement of the proof of Lemma 3.2 above one obtains:

Corollary 3.4 Let R be any correspondence between a finite metric space P and S1.
Then dis.R/� � . In particular , dGH.P;S1/�

�
2

.

Proof As in the proof of Lemma 3.2, the correspondence R induces a closed cover
of S1. Thus, it induces a closed cover of any finite dimensional sphere SjP j�1 � S1.
The claim follows from Theorem D.

Notice that if P has diameter at most � , then dGH.P;S1/ D
�
2

(see Remarks 1.4
and 3.3). In Appendix C we consider a scenario which is thematically connected with
Remark 3.3 and Corollary 3.4, namely the determination of the Gromov–Hausdorff
distance between a finite metric space and a sphere. Appendix C fully resolves this
question for the case of S1 and (the vertex set of) inscribed regular polygons.

By a small modification of the proof of Corollary 3.4, we obtain the following stronger
claim:

Proposition 3.5 Let X be any totally bounded metric space. Then dGH.X;S1/�
�
2

.

Proof Fix any " > 0 and let P" � X be a finite "–net for X . Then, by the triangle
inequality for dGH and Corollary 3.4,

dGH.X;S
1/� dGH.S

1;P"/� dGH.X;P"/�
�
2
� ";

which implies the claim since " > 0 was arbitrary.
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Proof of Proposition 1.5 That dGH.S0;Sn/D �
2

for any integer n� 1 follows from
Lemma 3.2 and Remark 1.4.

Proof of Proposition 1.6 That dGH.Sm;S1/D �
2

for any nonnegative integer m<1

follows from Proposition 3.5 and Remark 1.4.

Proof of Proposition 1.8 We prove that dGH.Sm;Sn/� �m;n WD
�
2
� covSm.nC 1/

for any 1�m< n<1.

Let P be any subset Sm with cardinality not exceeding nC 1. Since the Hausdorff
distance satisfies dH.P;Sm/ � dGH.P;Sm/, and by the triangle inequality for the
Gromov–Hausdorff distance, we have

dH.P;S
m/C dGH.S

m;Sn/� dGH.P;S
m/C dGH.S

m;Sn/� dGH.P;S
n/:

Since diam.P /� � , by Remark 3.3 we have that dGH.P;Sn/D �
2

. Hence, from the
above,

dH.P;S
m/C dGH.S

m;Sn/� �
2

for any P � Sm with jP j � nC 1. By the definition of the covering radius (see (4)),
we obtain the claim by taking the infimum over all possible such choices of P .

4 The proof of Theorem A

The Borsuk–Ulam theorem implies that, for any positive integers n>m and for any
given continuous map ' W Sn ! Sm, there exists two antipodal points in the higher
dimensional sphere which are mapped to the same point in the lower dimensional
sphere.

We now prove that, in contrast, there always exists a surjective, antipode-preserving,
and continuous map  m;n from the lower dimensional sphere to the higher dimensional
sphere.

Theorem E For all integers 0 < m < n <1, there exists an antipode-preserving
continuous surjection

 m;n W S
m � Sn;

ie  m;n.�x/D� m;n.x/ for every x 2 Sm.

With this theorem, the proof of Theorem A, stating that dGH.Sm;Sn/ < �
2

for all
0<m< n<1, now follows:
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Proof of Theorem A Let  m;n W Sm � Sn be the map given in Theorem E. Recall
that the graph of a surjective map can be seen as a correspondence and let Rm;n WD

graph. m;n/. In order to prove the claim, it is enough to verify that

dis.Rm;n/D dis. m;n/ < �:

Since  m;n is continuous and Sm is compact, the supremum in the definition of
distortion is a maximum,

dis. m;n/D max
x;x02Sm

jdSm.x;x0/� dSn. m;n.x/;  m;n.x
0//j:

Let x0;x
0
0
2 Sm attain the maximum above. Note that we may assume that x0 ¤ x0

0
,

for otherwise we would have dGH.Sm;Sn/� 1
2

dis.Rm;n/D
1
2

dis. m;n/D 0, which
would imply that dGH.Sm;Sn/ D 0, ie that Sm and Sn are isometric, which is a
contradiction since m¤ n.

Assume first that x0
0
¤�x0. In this case,

0< dSm.x0;x
0
0/ < � and 0� dSn. m;n.x0/;  m;n.x

0
0//� �:

Thus,
jdSm.x0;x

0
0/� dSn. m;n.x0/;  m;n.x

0
0//j< �:

Assume now that x0
0
D�x0. In this case, dSm.x0;x

0
0
/DdSn. m;n.x0/;  m;n.x

0
0
//D�

since  m;n is antipode-preserving. Thus, in this case we also have

0D jdSm.x0;x
0
0/� dSn. m;n.x0/;  m;n.x

0
0//j< �:

Remark 4.1 The antipode-preserving property of  m;n given in Theorem E is stronger
than what we need for the purpose of proving Theorem A. Indeed, all one needs is that
 m;n.x/¤  m;n.�x/ for every x 2 Sm.

The goal for the rest of this section is to prove Theorem E.

Spherical suspensions and space-filling curves are key technical tools, which we now
review.

Space-filling curves

The existence of the space-filling curves is well known [29]:

Theorem F (space-filling curve) There exists a continuous and surjective map

H W Œ0; 1�� Œ0; 1�2:
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e1

e2

e3

�0
1

�
�
12

�
�0

1

�
�
6

�
�1

0
�
12

�
6

�
4

Figure 3: The continuous surjection �1 W
�
0; �

4

�
� Conv.e1; e2; e3/.

In the sequel, we will use the notation Conv.v1; v2; : : : ; vd / to denote the convex hull
of vectors v1; v2; : : : ; vd .

By resorting to space-filling curves, one can prove the following proposition, which
will be crucial in the sequel:

Proposition 4.2 There exists an antipode-preserving continuous surjection

 1;2 W S
1 � S2:

Proof Recall the definition of the 3–dimensional cross-polytope,

yB3
WD Conv.e1;�e1; e2;�e2; e3;�e3/�R3;

where e1 D .1; 0; 0/, e2 D .0; 1; 0/, and e3 D .0; 0; 1/. Then its boundary @yB3, which
consists of eight triangles

Conv.e1; e2; e3/; Conv.e1; e2;�e3/; : : : ;Conv.�e1;�e2;�e3/;

is homeomorphic to S2.

Now, divide S1 into eight closed circular arcs with equal length �
4

. In other words, let�
0; �

4

�
;
�
�
4
; �

2

�
;
�
�
2
; 3�

4

�
;
�

3�
4
; �
�
;
�
�; 5�

4

�
;
�

5�
4
; 3�

2

�
;
�

3�
2
; 7�

4

�
;
�

7�
4
; 2�

�
be those eight regions. Of course, we are identifying 0 and 2� here.
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Note that we are able to build a continuous and surjective map

�1 W
�
0; �

4

�
� Conv.e1; e2; e3/ such that �1.0/D e1 and �1

�
�
4

�
D e2

as follows: since Conv.e1; e2; e3/ is homeomorphic to Œ0; 1�2, by Theorem F there
exists a continuous and surjective map �0

1
from

�
�
12
; �

6

�
to Conv.e1; e2; e3/; then, we

extend its domain by using linear interpolation between e1 and �0
1

�
�
12

�
, and e2 and

�0
1

�
�
6

�
to give rise to �1 — see Figure 3.

By using an analogous procedure, we construct continuous and surjective maps

�2 W
�
�
4
; �

2

�
� Conv.�e1; e2; e3/ such that �2

�
�
4

�
D e2 and �2

�
�
2

�
D e3;

�3 W
�
�
2
; 3�

4

�
� Conv.e1;�e2; e3/ such that �3

�
�
2

�
D e3 and �3

�
3�
4

�
D�e2;

�4 W
�

3�
4
; �
�

� Conv.�e1;�e2; e3/ such that �4

�
3�
4

�
D�e2 and �4.�/D�e1:

Next, we construct the remaining continuous and surjective maps by suitably reflecting
the ones already constructed,

�5 W
�
�; 5�

4

�
� Conv.�e1;�e2;�e3/ such that �5.x/ WD ��1.�x/;

�6 W
�

5�
4
; 3�

2

�
� Conv.e1;�e2;�e3/ such that �6.x/ WD ��2.�x/;

�7 W
�

3�
2
; 7�

4

�
� Conv.e1; e2;�e3/ such that �7.x/ WD ��3.�x/;

�8 W
�

7�
4
; 2�

�
� Conv.�e1; e2;�e3/ such that �8.x/ WD ��4.�x/:

Finally, by gluing all the eight maps �i , we build an antipode-preserving continuous
and surjective map x 1;2 W S

1 � @yB3. Using the canonical (closest point projection)
homeomorphism between @yB3 and S2, we finally have the announced  1;2 W S

1 � S2.
It is clear from its construction that the map  1;2 is continuous, surjective, and antipode-
preserving. Figure 4 depicts the overall structure of the map  1;2.

Spherical suspensions

Suppose m; n 2N and a map f W Sm! Sn are given. Then one can lift this map f
to a map from SmC1 to SnC1 in the following way: observe that an arbitrary point in
SmC1 can be expressed as .p sin �; cos �/ for some p 2 Sm and � 2 Œ0; ��; then the
spherical suspension of f is the map

Sf W SmC1
! SnC1; .p sin �; cos �/ 7! .f .p/ sin �; cos �/:

Lemma 4.3 If the map f WSm �Sn is continuous , surjective and antipode-preserving ,
then Sf W SmC1 � SnC1 is also continuous , surjective and antipode-preserving.
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e3

e2

e1

e2

�e2

�e1

�e2
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�2�3
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�6 �7

�8

 1;2 �e1

e3

�e3

�e2 e1 e2 �e1

Figure 4: Structure of the map  1;2 constructed in Proposition 4.2. Inside
each arc, the map is defined via a space-filling curve. For simplicity, S2 is
“cartographically” depicted.

Proof Continuity and surjectivity are clear from the construction. Since f is antipode-
preserving, we know that f .�p/D�f .p/ for every p 2 Sm. Hence,

Sf .�p sin �;�cos �/D Sf .�p sin.� � �/; cos.� � �//

D .f .�p/ sin.� � �/; cos.� � �//

D .�f .p/ sin �;�cos �/

D�.f .p/ sin �; cos �/

D�Sf .p sin �; cos �/

for any p 2 Sm and � 2 Œ0; ��. Thus, Sf is also antipode-preserving.

We now use induction to obtain:

Corollary 4.4 For any integer m > 0, there exists a continuous , surjective , and
antipode-preserving map

 m;.mC1/ W S
m � SmC1:

Proof Proposition 4.2 guarantees the existence of  1;2. For general m, it suffices to
apply Lemma 4.3 inductively.

The following lemma is obvious:

Lemma 4.5 Suppose that l;m; n 2 N, and maps f W Sl � Sm and g W Sm � Sn

are given such that both f and g are continuous , surjective , and antipode-preserving.
Then their composition g ı f W Sl � Sn is also continuous , surjective , and antipode-
preserving.
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The proof of Theorem E

We are now ready to prove Theorem E, which states that there exists an antipode-
preserving continuous surjection  m;n W Sm � Sn for any 0<m< n<1.

Proof of Theorem E By Corollary 4.4, there are continuous, surjective, and antipode-
preserving maps  m;.mC1/;  .mC1/;.mC2/; : : : ;  .n�1/;n. Then, by Lemma 4.5, the
map

 m;n WD  .n�1/;n ı � � � ı .mC1/;.mC2/ ı m;.mC1/

is also continuous, surjective, and antipode-preserving.

5 A Borsuk–Ulam theorem for discontinuous functions and
the proof of Theorem B

Definition 5.1 (modulus of discontinuity) Let X be a topological space, Y be a
metric space, and f WX ! Y be any function. Then we define ı.f /, the modulus of
discontinuity of f, by

ı.f / WD inffı�0 jeach x 2X has an open neighborhood Ux with diam.f .Ux//�ıg:

Remark 5.2 Of course, ı.f /D 0 if and only if f is continuous.

It turns out that the modulus of discontinuity is a lower bound for distortion:

Proposition 5.3 Let � W .X; dX /! .Y; dY / be a map between two metric spaces. Then

ı.�/� dis.�/:

Proof If dis.�/ D 1, then the proof is trivial, so suppose dis.�/ <1. Now, fix
arbitrary x 2 X and " > 0. Consider the open ball Ux WD B

�
x; 1

2
"
�
. Then, for any

x0;x00 2 Ux ,

dY .�.x
0/; �.x00//� dX .x

0;x00/CjdX .x
0;x00/� dY .�.x

0/; �.x00//j< dis.�/C ";

so diam.�.Ux// � dis.�/C ". Since x is arbitrary, this implies ı.�/ � dis.�/C ".
Since " is arbitrary, we have the required inequality.

The following variant of the Borsuk–Ulam theorem, due to Dubins and Schwarz, is the
main tool used in the proof of Theorem B.
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Theorem G [11, Theorem 1] For each integer n> 0, the modulus of discontinuity of
any function f W Bn! Sn�1 that maps every pair of antipodal points on the boundary
of Bn onto antipodal points on Sn�1 is not less than �n�1.

In Appendix A we provide a concise self-contained proof of this result based on ideas
by Arnold Waßmer; see Matoušek [24, page 41].

We immediately have:

Corollary 5.4 [11, Corollary 3] For each integer n> 0, the modulus of discontinuity
of any function g W Sn! Sn�1 which maps every pair of antipodal points on Sn onto
antipodal points on Sn�1 is not less than �n�1.

We provide a detailed proof of this result for completeness.

Proof Consider the map

ˆ W Bn
! Sn; .x1; : : : ;xn/ 7!

�
x1; : : : ;xn;

p
1� .x2

1 C � � �Cx2
n/
�
:

Obviously, ˆ is continuous and its image is H�0.S
n/. Now, fix an arbitrary ı � 0 such

that for every x 2Sn, there exists an open neighborhood Ux of x with diam.g.Ux//� ı.

Now, fix an arbitrary x0 2 Bn. Then ˆ�1.Uˆ.x0// is an open neighborhood of x0, and

diam
�
g ıˆ.ˆ�1.Uˆ.x0///

�
� diam.g.Uˆ.x0///� ı:

Since x0 is arbitrary, this means that ı � ı.g ıˆ/. Moreover, since g ıˆ is antipode-
preserving, ı.g ıˆ/� �n�1 by Theorem G. Hence, we conclude that ı � �n�1. Finally,
since ı was arbitrary, by taking the infimum we conclude that

ı.g/� �n�1:

Corollary 5.5 For each integer n> 0, any function g W Sn! Sn�1 which maps every
pair of antipodal points on Sn onto antipodal points on Sn�1 satisfies dis.g/� �n�1.

Proof Apply Corollary 5.4 and Proposition 5.3.

5.1 The proof of Theorem B

We are almost ready to prove Theorem B, which establishes dGH.Sm;Sn/� 1
2
�m for

any 0<m< n<1.
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Figure 5: From left to right, the blue sets represent A.S0/, A.S1/ and A.S2/.
The figure also shows their antipodes in dark gray. See Definition 5.6.

For each integer n� 1, recall the natural isometric embedding of Sn�1 to the equator
E.Sn/ of Sn,

�n�1 W S
n�1 ,! Sn; .x1; : : : ;xn/ 7! .x1; : : : ;xn; 0/:

Also, let us define the sets A.Sn/�Sn (which we will sometimes refer to as “helmets”)
for n 2N:

Definition 5.6 (definition of A.Sn/) Let

A.S0/ WD f1g and A.S1/ WD f.cos �; sin �/ 2 S1
j � 2 Œ0; �/g:

Moreover, for general n� 1, define, inductively,

A.Sn/ WDH>0.S
n/[ �n�1.A.S

n�1//:

See Figure 5 for an illustration. Observe that, for any n� 0,

A.Sn/\ .�A.Sn//D∅ and A.Sn/[ .�A.Sn//D Sn:

The following lemma is simple but critical. Given any map � W Sn ! Sn�1 it will
permit constructing an antipode-preserving map �� with at most the same distortion.

Lemma 5.7 For any m; n � 0, let ∅ ¤ C � Sn satisfy C \ .�C / D ∅ and let
� W C ! Sm be any map. Then the extension �� of � to the set C [ .�C / defined by

�� W C [ .�C /! Sm; x 7! �.x/; �x 7! ��.x/ for x 2 C;

is antipode-preserving and satisfies dis.��/D dis.�/.
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Proof By definition, �� is antipode-preserving. Now, fix arbitrary x;x0 2 C . Then

jdSn.x;�x0/�dSm.��.x/; ��.�x0//j D j.��dSn.x;x0//�.��dSm.�.x/; �.x0///j

D jdSn.x;x0/�dSm.�.x/; �.x0//j

� dis.�/
and

jdSn.�x;�x0/�dSm.��.�x/; ��.�x0//jDjdSn.x;x0/�dSm.�.x/; �.x0//j�dis.�/:

This implies dis.��/D dis.�/.

Corollary 5.8 For each n2Z>0 and any map � WSn!Sn�1, there exists an antipode-
preserving map �� W Sn! Sn�1 such that dis.��/� dis.�/.

Proof Consider the restriction of � to A.Sn/ and apply Lemma 5.7.

Finally, we are ready to prove Theorem B.

Proof of Theorem B Let 0 < m < n < 1. We first prove the second claim of
Theorem B that dis.�/� �m for any map � W Sn! Sm. Suppose to the contrary, so that
there is a map Qg W Sn! Sm with dis. Qg/ < �m. By restriction, this map induces a map
g W SmC1! Sm such that dis.g/ < �m. By applying Corollary 5.8, one can modify g

into an antipode-preserving map Og W SmC1! Sm with dis. Og/ < �m, which contradicts
Corollary 5.5. This yields the proof of the second claim of Theorem B.

Now, in order to prove the first claim of Theorem B that dGH.Sm;Sn/� 1
2
�m, suppose

that � is a correspondence between Sm and Sn with dis.�/ < �m. Pick any function
g W Sn! Sm such that .g.x/;x/ 2 � for every x 2 Sn. This implies that

dis.g/� dis.�/ < �m;

which contradicts the second claim. This proves the first claim.

5.2 The proof of Theorem C

By carefully inspecting the proof of Theorem B, one can extract the much stronger
Theorem C.

Proof of Theorem C We will actually prove slightly stronger result. Suppose

(i) X can be isometrically embedded into Sm, and

(ii) A.SmC1/ (note that A.SmC1/�H�0.S
mC1/) can be isometrically embedded

into Y .
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e3

C.U /

S1

U

Figure 6: The cone C.U / for a subset U of S1.

Now, we prove that dGH.X;Y /�
1
2
�m. Moreover, dis.�/� �m for any map � W Y !X .

We first prove the second claim. Suppose to the contrary, so that there is a map
Qg W Y !X with dis. Qg/ < �m. Then, since A.SmC1/ is isometrically embedded in Y

and X is isometrically embedded in Sm by the assumption, one can construct a map
g W A.SmC1/! Sm with dis.g/ < �m. Hence, with the aid of Lemma 5.7, one can
modify this g into an antipode-preserving map Og W SmC1 ! Sm with dis. Og/ < �m,
which contradicts Corollary 5.5. This yields the proof of the second claim.

Now, in order to prove the first claim, use the same argument used in the proof of
Theorem B.

6 The proofs of Propositions 1.16 and 1.20

To prove Propositions 1.16 and 1.20, we need to define a few notions.

Definition 6.1 For any nonempty U �Sn�1, we define the cone of U , as the following
subset of Sn �RnC1:

C.U / WD
˚
cos � � enC1C sin � � �n�1.u/ 2H�0.S

n/ j u 2 U and � 2
�
0; �

2

�	
;

where enC1 D .0; 0; � � � ; 0; 1/ 2RnC1 is the north pole of Sn. See Figure 6.

Lemma 6.2 For any nonempty U � Sn�1,

diam.C.U //D
��

2
if diam.U /� �

2
;

diam.U / if diam.U /� �
2
:
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Proof Recall that

C.U / WD
˚
cos � � enC1C sin � � �n�1.u/ 2H�0.S

n/ j u 2 U and � 2
�
0; �

2

�	
:

Now, for u; v 2 U and �; � 0 2
�
0; �

2

�
, consider the inner product

hcos � � enC1C sin � � �n�1.u/; cos � 0 � enC1C sin � 0 � �n�1.v/i

D cos � cos � 0Chu; vi � sin � sin � 0:

Hence, if hu; vi � 0,

hcos � � enC1C sin � � �n�1.u/; cos � 0 � enC1C sin � 0 � �n�1.v/i � 0;

so dSn.cos � � enC1C sin � �u; cos � 0 � enC1C sin � 0 � v/� �
2

.

If hu; vi � 0, cos � cos � 0Chu; vi � sin � sin � becomes decreasing in � and � 0. Hence,
it is minimized for � D � 0 D �

2
. Therefore,

hcos � � enC1C sin � � �n�1.u/; cos � 0 � enC1C sin � 0 � �n�1.v/i � hu; vi;

so dSn.cos � � enC1 C sin � � �n�1.u/; cos � 0 � enC1 C sin � 0 � �n�1.v// � dSn�1.u; v/,
which completes the proof.

Definition 6.3 (geodesic convex hull) Given a nonempty subset A� Sn, its geodesic
convex hull convSn.A/ is defined to be the smallest subset of Sn containing A such that
for any two points in the set, all minimizing geodesics between them are also contained
in the set. It is clear that when A is contained in an open hemisphere,

convSn.A/D f…Sn.c/ j c 2 conv.A/g;

where …Sn.p/ WD p=kpk for p ¤ 0 and …Sn.p/ WD 0 otherwise.

In what follows we will prove Proposition 1.20 after proving Proposition 1.16. The
proof of the former proposition generalizes the construction used in the proof of the latter
one, and as a consequence Proposition 1.16 (which exhibits a correspondence between
S2 and S1) is a special case of Proposition 1.20 (which constructs a correspondence
between SmC1 and Sm).

With the goal of making the construction more understandable, we have however
decided to first present a detailed proof of Proposition 1.16 since the optimal R2;1

correspondence constructed therein is used in the proof of Proposition 1.18 in order to
construct an optimal correspondence R3;1. After this we provide a streamlined proof
of Proposition 1.20.
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6.1 The proof of Proposition 1.16

We will find an upper bound for dGH.S1;H�0.S
2// (resp. dGH.S1;S2/) by construct-

ing a specific correspondence between S1 and H�0.S
2/ (resp. S1 and S2). This

correspondence is inspired by the case mD 1 of certain surjective maps from SmC1

to Sm [11, Scholium 1] developed in the course of the authors’ study of the modulus
of discontinuity of antipode-preserving maps between spheres. In spite of the fact that
these maps will in general fail to yield tight upper bounds for distortion, they still permit
giving nontrivial upper bounds for gm;mC1. This will be explained in Section 6.2.

Proof of Proposition 1.16 We will prove both claims: that there exists

(1) a correspondence between S1 and H�0.S
2/, and

(2) a correspondence between S1 and S2,

both of which have distortion at most 2�
3

in an intertwined way.

In order to prove the first claim, it is enough to find a surjective map Q�2;1WH�0.S
2/�S1

(resp. �2;1 WS
2 � S1) such that dis. Q�2;1/� �1D

2�
3

(resp. dis.�2;1/� �1D
2�
3

) since
this map gives rise to a correspondence zR2;1 WDgraph. Q�2;1/ (resp. R2;1 WDgraph.�2;1/)
with dis. zR2;1/D dis. Q�2;1/� �1 (resp. dis.R2;1/D dis.�2;1/� �1).

Let
u1 WD .1; 0; 0/; u2 WD

�
�

1
2
;
p

3
2
; 0
�
; u3 WD

�
�

1
2
;�
p

3
2
; 0
�
:

Note that fu1;u2;u3g are the vertices of a regular triangle inscribed in E.S2/. We
divide the open upper hemisphere H>0.S

2/ into three regions by using the Voronoi

N3 N2

N1

S1

S2 S3

v1

v2 v3

u1

u2u3

Figure 7: The surjection �2;1 W S2 � S1 constructed in Proposition 1.16. In
the figure, Si WD �Ni and vi WD �u1 for i D 1; 2; 3. The equator of S2 is
mapped to itself under the map (via the identity map).
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partitions induced by these three points. Precisely, for each i D 1; 2; 3 we define the set

Ni WD fx 2H>0.S
2/ j dS2.x;ui/� dS2.x;uj / if j ¤ i and dS2.x;ui/ < dS2.x;uj / if j < ig:

See Figure 7 for an illustration of the construction.

Observe that Ni D C
�
ConvS1.f��1

1
.�uj / 2 S1 j j ¤ ig/

�
for each i D 1; 2; 3. Since

ConvS1.f��1
1
.�uj / 2 S1 j j ¤ ig/ is just the shortest geodesic between the two points

f�1.�uj / 2 S1 j j ¤ ig with length �1 D 2�
3

, diam.Ni/ � �1 by Lemma 6.2 for any
i D 1; 2; 3.

We now construct a map Q�2;1 WH�0.S
2/! S1,

Q�2;1.p/ WD

�
��1
1
.ui/ if p 2Ni ;

��1
1
.p/ if p 2E.S2/:

Let us prove that the distortion of Q�2;1 is less than or equal to �1. We break the study
of the value of

jdS2.p; q/� dS1. Q�2;1.p/; Q�2;1.q//j

for p; q 2H�0.S
2/ into several cases:

(1) Suppose p 2 Ni and q 2 Nj . If i D j , then 0 � dS2.p; q/ � �1 and Q�2;1.p/ D
Q�2;1.q/D �

�1
m .ui/, so dS1. Q�2;1.p/; Q�2;1.q//D 0. Hence,

jdS2.p; q/� dS1. Q�2;1.p/; Q�2;1.q//j � �1:

If i ¤ j , then 0� dS2.p; q/� � and dS1. Q�2;1.p/; Q�2;1.q//D �1, so

jdS2.p; q/� dS1. Q�2;1.p/; Q�2;1.q//j � �1:

(2) Suppose p 2Ni and q 2E.S2/. Then

jdS2.p; q/� dS1. Q�2;1.p/; Q�2;1.q//j D jdS2.p; q/� dS1.��1
1 .ui/; �

�1
1 .q//j

D jdS2.p; q/� dS2.ui ; q/j

� dS2.p;ui/� �1:

(3) Suppose p; q 2E.S2/. Then Q�2;1.p/D �
�1
1
.p/ and Q�2;1.q/D �

�1
1
.q/. Hence,

jdS2.p; q/� dS1. Q�2;1.p/; Q�2;1.q//j D 0� �1:

This implies that dis. Q�2;1/� �1. Observe that Q�2;1 is the identity on E.S2/, so Q�2;1 is
surjective.
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For the second claim, by applying Lemma 5.7 to Q�2;1jA.S2/, we construct a map
�2;1 W S

2 � S1 such that dis.�2;1/D dis. Q�2;1/� �1. Moreover, by construction, �2;1

is obviously surjective and antipode-preserving.

Remark 6.4 The antipode-preserving property of �2;1 will be useful for the proof of
Proposition 1.18.

6.2 The proof of Proposition 1.20

One can prove Proposition 1.20 using a generalization of the approach used in the
proof of Proposition 1.16.

Remark 6.5 (diameter of faces of geodesic simplices) Let fu1; : : : ;umC2g be the
vertices of a regular .mC1/–simplex inscribed in Sm. Let

Fm WD ConvSm.fu1; : : : ;umC1g/:

In other words, Fm is just a face of the geodesic regular simplex inscribed in Sm, where
the length of each edge is �m D arccos.�1=.mC 1//.

The diameter of Fm can be determined by applying a result by Santaló [31, Lemma 1]:

diam.Fm/D �m WD

�
arccos.�.mC 1/=.mC 3// if m is odd;
arccos.�

p
m=.mC 4// if m is even:

As proved by Santaló, this diameter is realized either by the distance between the circum-
center of the geodesic convex hull of Aodd

m WD fu1; : : : ;u.mC1/=2g and the circumcenter
of the geodesic convex hull of Bodd

m WD fu.mC3/=2; : : : ;umC1g if m is odd, or by the dis-
tance between the circumcenter of the geodesic convex hull of Aeven

m WD fu1; : : : ;um=2g

and the circumcenter of the geodesic convex hull of Beven
m WD fu.mC2/=2; : : : ;umC1g

if m is even. See Figure 8.

Observe that, in general,
�m � �m � 2.� � �m/:

Note that as m goes to infinity, �m goes to �
2

, �m goes to � , and 2.� � �m/ also goes
to � .

Remark 6.6 Let fu1; : : : ;umC2g � Sm be the vertices of a regular .mC1/–simplex
inscribed in Sm. Let V1; : : : ;VmC2 be the Voronoi partition of Sm induced by these
vertices. Then Vi D ConvSm.f�uj W j ¤ ig/ (so Vi is congruent to Fm in Remark 6.5)
for each i D 1; : : : ;mC 2. Here is a proof:
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u1 u2

u3

�1

u1 u2

u3

u4

�2

p2;3

Figure 8: The diameter of a face Fm of a geodesic simplex; the cases mD 1

and mD 2. When mD 1, Aodd
1 Dfu1g and Bodd

1 Dfu2g. When mD 2 (on the
right), Aeven

2
D fu1g, Beven

2
D fu2;u3g and the circumcenter of the geodesic

convex hull of Beven
2 is the point p2;3, ie diam.F2/D �2 D dS2.u1;p2;3/.

Without loss of generality, one can assume i D 1. Observe that

V1 D fx 2 Sm
j dSm.x;u1/� dSm.x;uj / for all j ¤ 1g:

Now fix arbitrary x 2 ConvSm.f�uj j j ¤ 1g/. Then x D v=kvk where

v D

mC2X
jD2

�j .�uj /

and the �j are nonnegative coefficients such that
PmC2

jD2 �j D 1. Then

hx;u1i D
1

kvk
�

1

mC 1
�

mC2X
jD2

�j D
1

kvk
�

1

mC 1

and, for any k ¤ 1,

hx;uki D
1

kvk
�

�
�1C

1

mC 1
�

X
2�j�mC2

j¤k

�j

�
:

Hence, this implies hx;u1i � hx;uki, so dSm.x;u1/ � dSm.x;uk/ for any k ¤ 1.
Therefore, x 2 V1 and ConvSm.f�uj W j ¤ 1g/� V1.

For the other direction, fix an arbitrary x 2 V1. Since f�u2; : : : ;�umC2g is a basis
of RmC1, there is a unique set of coefficients fcig

mC2
iD2

such that x D
PmC2

iD2 ci.�ui/.
Then one can check ci D ..mC 1/=.mC 2//.hx;u1i � hx;uii/ for i D 2; : : : ;mC 2

by using the fact
PmC2

iD1 hx;uii D
˝
x;
PmC2

iD1 ui

˛
D hx; 0i D 0, and [13, Theorem 5.27]
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(the fact that
PmC2

iD1 ui D 0 can be easily checked by the induction on m). Note that
ci � 0 since hx;u1i � hx;uii. Hence, if we define

�i WD
ciPmC2

jD2 cj

D
1

mC2

�
1�
hx;uii

hx;u1i

�
for each i D 2; : : : ;mC 2 and v WD

PmC2
iD2 �i.�ui/, then x D v=kvk. Therefore,

x 2 ConvSm.f�uj j j ¤ 1g/ and V1 � ConvSm.f�uj j j ¤ 1g/. Hence, V1 D

ConvSm.f�uj W j ¤ 1g/, as we claimed.

Proof of Proposition 1.20 We construct a surjective and antipode-preserving map

�.mC1/;m W S
mC1 � Sm

with
dis.�.mC1/;m/� �m:

Let fu1; : : : ;umC2g be the vertices of a regular .mC1/–simplex inscribed in E.SmC1/.
We divide open upper hemisphere H>0.S

mC1/ into mC2 regions by using the Voronoi
partitions induced by these mC 2 vertices. Precisely, for each i D 1; : : : ;mC 2 we
define the set

Ni WD
˚
p 2H>0.S

mC1/ j dSmC1.p;ui/� dSmC1.p;uj / for all j ¤ i

and dSmC1.p;ui/ < dSmC1.p;uj / for all j < i
	
:

Observe that NiDC.Vi/, where fV1; : : : ;VmC2g is the Voronoi partition of Sm induced
by

f��1
m .u1/; : : : ; �

�1
m .umC2/g:

Hence, by Lemma 6.2 and Remarks 6.5 and 6.6, one concludes that diam.Ni/� �m

for any i D 1; : : : ;mC 2.

We now construct a map Q�.mC1/;m WA.S
mC1/! Sm by

Q�.mC1/;m.p/ WD

�
��1
m .ui/ if p 2Ni ;

��1
m .p/ if p 2 �m.A.Sm//:

In order to prove that the distortion of Q�.mC1/;m is less than or equal to �m we break
the study of the value of

jdSmC1.p; q/� dSm. Q�.mC1/;m.p/; Q�.mC1/;m.q//j

for p; q 2A.SmC1/ into several cases:
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(1) Suppose p 2Ni and q 2Nj . If i D j , then dSmC1.p; q/� �m and Q�.mC1/;m.p/D
Q�.mC1/;m.q/D �

�1
m .ui/, so dSm. Q�.mC1/;m.p/; Q�.mC1/;m.q//D 0. Hence,

jdSmC1.p; q/� dSm. Q�.mC1/;m.p/; Q�.mC1/;m.q//j � �m:

If i ¤ j , then dSmC1.p; q/� � and dSm. Q�.mC1/;m.p/; Q�.mC1/;m.q//D �m, so that

jdSmC1.p; q/� dSm. Q�.mC1/;m.p/; Q�.mC1/;m.q//j � �m � �m:

(2) Suppose p 2Ni and q 2 �m.A.Sm//. Then

jdSmC1.p; q/� dSm. Q�.mC1/;m.p/; Q�.mC1/;m.q//j

D jdSmC1.p; q/� dSm.��1
m .ui/; �

�1
m .q//j

D jdSmC1.p; q/� dSmC1.ui ; q/j

� dSmC1.p;ui/� �m:

(3) Suppose p; q2 �m.A.Sm//. Then Q�.mC1/;m.p/Dp and Q�.mC1/;m.p/Dq. Hence,

jdSmC1.p; q/� dSm. Q�.mC1/;m.p/; Q�.mC1/;m.q//j D 0� �m:

This implies that dis. Q�.mC1/;m/� �m. Finally, by applying Lemma 5.7 to Q�.mC1/;m,
we construct the map �.mC1/;m W S

mC1 � Sm such that

dis.�.mC1/;m/D dis. Q�.mC1/;m/� �m:

Moreover, by construction, �.mC1/;m is obviously surjective and antipode-preserving.
Therefore,

dGH.S
m;SmC1/� 1

2
�m:

Remark 6.7 Even though during the proof of Proposition 1.20 we only established
the fact that dis.�.mC1/;m/ � �m, one can check that dis.�.mC1/;m/ is exactly equal
to �m, since one can choose two points p; q 2Ni such that dSmC1.p; q/ is arbitrarily
close to �m.

7 The proof of Proposition 1.18

In this section, we will prove Proposition 1.18 by constructing a specific correspondence
between S1 and S3 with distortion less than or equal to �1D 2�

3
. The construction of this

correspondence is based on the optimal correspondence R2;1 D graph.�2;1/ between
S1 and S2 identified in the proof of Proposition 1.16 given in Section 6.1 and some
ideas reminiscent of the Hopf fibration. We will define a surjective map �3;1 WS

3 � S1

by suitably “rotating” the (optimal) surjection �2;1 W S
2 � S1; see Figure 9.
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S3

S2

q

˛q

pq

�3;1

T˛q�2;1.pq/

pq
S2

�2;1

S1

�2;1.pq/

˛q

Figure 9: The definition of �3;1: given q 2S3nS2 there exists a unique angle
˛q 2 .0; �/ and unique point pq 2 S2 n S1 such that q D T˛q pq; then we
consider the point �2;1.pq/ 2 S1 and define �3;1.q/ WD T˛q�2;1.pq/. That
�3;1.q/ 2 S1 follows from Lemma 7.2(2).

Overview of the construction of �3;1 The diagram below describes the construction
of the map �3;1 at a high level:

S3 S1

S2 � Œ0; �/ S1 � Œ0; �/

h

�3;1

�2;1�id

T�

To an arbitrary q 2S3, we will be able to assign both a corresponding point pq 2S2 and
an angle ˛q 2 Œ0; �/ giving rise to a map h WS3!S2� Œ0; �/ such that h.q/ WD .pq; ˛q/.
Also, T� W S1� Œ0; �/� S1 will be a map such that for each ˛ 2 Œ0; �/, T˛ is a rotation
of S1 by an angle ˛. Then, as described in the diagram, for q 2 S3, �3;1.q/ will be
defined as T˛q

.�2;1.pq//. Figures 9 and 10 illustrate the construction.

Note that there is a certain degree of similarity between the map �1 ı h W S3 � S2

(where �1 is the canonical projection from S2� Œ0; �/ to S2) and the “Hopf fibration”,
in the sense that the set .�1ıh/

�1.fp;�pg/ is isometric to S1 for p 2S2nS1 (whereas
.�1 ı h/�1.fpg/D fpg for p 2 S1).

Details The following coordinate representations will be used throughout this section:4

� S1 WD f.x;y; 0; 0/ 2R4 W x2Cy2 D 1g,

4In comparison to the coordinate representation specified in Section 2, here we are embedding S1, S2,
and S3 into R4 in such a way that the embeddings S1 ,! S2 ,! S3 are also specific.
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� S2 WD f.x;y; z; 0/ 2R4 W x2Cy2C z2 D 1g,

� S3 WD f.x;y; z; w/ 2R4 W x2Cy2C z2Cw2 D 1g.

Also, we will use the map �2;1 WS
2 � S1 and the regions N1;N2;N3�S2 constructed

in the proof of Proposition 1.16; see Section 6.1.

Remark 7.1 The following simple observations will be useful later. See Figure 7.

(1) diam.Ni/� �1 D
2�
3

for any i D 1; 2; 3. (This fact has been already mentioned
during the proof of Proposition 1.20.)

(2) If p D .x;y; z; 0/ 2 Ni and q D .a; b; c; 0/ 2 Nj for .i; j / D .1; 2/, .2; 3/ or
.3; 1/ (resp. .i; j /D .2; 1/, .3; 2/ or .1; 3/), then bx � ay � 0 (resp. � 0) and
�2;1.p/ and �2;1.q/ are in clockwise (resp. counterclockwise) order.

Now, for any ˛ 2R, consider the rotation matrix

T˛ WD

0BB@
cos˛ �sin˛ 0 0

sin˛ cos˛ 0 0

0 0 cos˛ �sin˛
0 0 sin˛ cos˛

1CCA :
For any p 2 S3, T˛p denotes the result of matrix multiplication by viewing p as a
4 by 1 column vector according to the coordinate system described at the beginning of
this section.

The following basic properties of these rotation matrices will be useful soon.

Lemma 7.2 Let ˛; ˇ 2R. Then:

(1) For any q 2 S3 n S1, there is a unique pq 2 S2 n S1 and a unique ˛q 2 Œ0; �/

such that q D T˛q
pq . In particular , ˛q D 0 if and only if q 2 S2 nS1.

(2) S1 and S3 are invariant with respect to the action of the rotation matrices T˛.

(3) T˛Tˇ D T˛Cˇ.

(4) dS3.T˛ p;T˛ q/D dS3.p; q/ for any p; q 2 S3.

(5) dS3.T˛ p;p/D ˛ for any p 2 S3 and ˛ 2 Œ0; ��.

(6) dS3.T˛.�p/;p/D � �˛ for any p 2 S3 and ˛ 2 Œ0; ��.
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Proof (1) Let q D .x0;y0; z0; w0/ 2 S3 n S1. Since q is not in S1, we know that
.z0/2C .w0/2 > 0. Then there exists a unique ˛q 2 Œ0; �/ and z 2R n f0g such that�

z0

w0

�
D

�
cos˛q �sin˛q

sin˛q cos˛q

��
z

0

�
I

ie z2 D .z0/2C .w0/2. Then this ˛q is the required angle and we choose the unique
point pq D .x;y; z; 0/ 2 S2 nS1 such that0BB@

x0

y0

z0

w0

1CCAD
0BB@

cos˛q �sin˛q 0 0

sin˛q cos˛q 0 0

0 0 cos˛q �sin˛q

0 0 sin˛q cos˛q

1CCA
0BB@

x

y

z

0

1CCA :
Since T˛q

is the identity matrix when ˛q D 0, it is clear that ˛q D 0 if and only if
q 2 S2 nS1.

(2) Obvious.

(3) Obvious.

(4) This item is equivalent to the condition hT˛p;T˛qi D hp; qi, and it can be easily
checked by direct computation.

(5) This item is equivalent to the condition hT˛p;pi D cos˛, and it can be easily
checked by direct computation.

(6) This item is equivalent to the condition hT˛.�p/;piD�cos˛, and it can be easily
checked by direct computation.

Additional details and the proof of Proposition 1.18 We need a few more definitions
and technical lemmas for the proof of Proposition 1.18. We in particular make the
following definitions for notational convenience:

� For any p; q 2 S2,

Ep;q W Œ0; ��! Œ�1; 1�; ˛ 7! hT˛p; qi:

� For any p; q 2 S2,

Fp;q W Œ0; ��!R; ˛ 7! dS3.T˛p; q/�˛:

� For any p; q 2 S2,

Gp;q W Œ0; ��!R; ˛ 7! dS3.T˛ p; q/C˛:
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Lemma 7.3 For any p D .x;y; z; 0/ 2 S2 nS1 and q D .a; b; c; 0/ 2 S2:

(1) Ep;q.˛/ 2 .�1; 1/ for any ˛ 2 .0; �/.

(2) .E0p;q.˛//
2C .Ep;q.˛//

2 � 1 for any ˛ 2 Œ0; ��.5

(3) Fp;q is a nonincreasing function. Thus , �dS2.p; q/� Fp;q.˛/� dS2.p; q/ for
any ˛ 2 Œ0; ��.

(4) Gp;q is a nondecreasing function. Thus , dS2.p; q/�Gp;q.˛/� 2� �dS2.p; q/

for any ˛ 2 Œ0; ��.

Proof (1) Suppose not, so that Ep;q.˛/D˙1. This implies that T˛pD q or �q 2S2.
This cannot be true because ˛ 2 .0; �/ and, by Lemma 7.2(1), T˛p 2 S3 nS2. So this
is a contradiction; hence, Ep;q.˛/ 2 .�1; 1/.

(2) As a result of direct computation, we know that

Ep;q.˛/D hp; qi cos˛C .bx� ay/ sin˛:

Here, observe that bx�ay is the 3rd coordinate of the cross product .x;y; z/�.a; b; c/.
In particular, this implies jbx�ayj�k.x;y; z/�.a; b; c/kD sinˇ where hp; qiDcosˇ.
Therefore,

.E0p;q.˛//
2
C .Ep;q.˛//

2
D hp; qi2C .bx� ay/2 � cos2 ˇC sin2 ˇ D 1:

(3) Note that Fp;q.˛/D arccos.Ep;q.˛//�˛. Hence, for any ˛ 2 .0; �/,

F 0p;q.˛/D�
E0p;q.˛/p

1� .Ep;q.˛//
2
� 1:

Observe that this expression is well defined by (1). Also, by (2),

.E0p;q.˛//
2
C .Ep;q.˛//

2
� 1 () �E0p;q.˛/�

p
1� .Ep;q.˛//

2

() F 0p;q.˛/D�
E0p;q.˛/p

1� .Ep;q.˛//
2
� 1� 0:

Hence, Fp;q is a nonincreasing function. Also, since Fp;q.0/D dS2.p; q/ and

Fp;q.�/D dS3.T�p; q/�� D dS2.�p; q/�� D .��dS2.p; q//�� D�dS2.p; q/;

we have that
�dS2.p; q/� Fp;q.˛/� dS2.p; q/:

5Here E0pq denotes the derivative of Ep;q .
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(4) Note that Gp;q.˛/D arccos.Ep;q.˛//C˛. Hence, for any ˛ 2 .0; �/,

G0p;q.˛/D�
E0p;q.˛/p

1� .Ep;q.˛//
2
C 1:

Observe that this expression is well defined by (1). Also, by (2),

.E0p;q.˛//
2
C .Ep;q.˛//

2
� 1 () E0p;q.˛/�

p
1� .Ep;q.˛//

2

() G0p;q.˛/D�
E0p;q.˛/p

1� .Ep;q.˛//
2
C 1� 0:

Hence, Gp;q is nondecreasing function. Also, since Gp;q.0/D dS2.p; q/ and

Gp;q.�/DdS3.T�p; q/C�DdS2.�p; q/C�D .��dS2.p; q//C�D2��dS2.p; q/;

we have that
dS2.p; q/�Gp;q.˛/� 2� � dS2.p; q/:

Lemma 7.4 For any p D .x;y; z; 0/; q D .a; b; c; 0/ 2 S2 nS1:

(1) If p 2Ni and q 2Nj for .i; j /D .1; 2/, .2; 3/ or .3; 1/, then

dS3.T2�=3p; q/� 2�
3
:

(2) If p 2Ni and q 2Nj for .i; j /D .2; 1/, .3; 2/ or .1; 3/, then

dS3.T�=3p; q/� �
3
:

Proof (1) First, observe that bx� ay � 0 by Remark 7.1(2). Hence,

Ep;q

�
2�
3

�
D hT2�=3p; qi D �1

2
hp; qiC

p
3

2
.bx� ay/� �1

2
hp; qi � �1

2
:

Therefore,

dS3.T2�=3p; q/D arccos
�
Ep;q

�
2�
3

��
� arccos

�
�

1
2

�
D

2�
3
:

(2) The proof of this case is similar to the proof of (1), so we omit it.

Proof of Proposition 1.18 It is enough to find a surjective map �3;1 WS
3 �S1 such that

dis.�3;1/� �1D
2�
3

, since this map gives rise to a correspondence R3;1 WD graph.�3;1/

with dis.R3;1/D dis.�3;1/� �1.

We construct the required surjective map �3;1 W S
3 � S1 as

q 7!

�
�2;1.q/ if q 2 S2;

T˛q
�2;1.pq/ if q 2 S3 nS2 and q D T˛q

pq for the unique such
˛q 2 .0; �/ and pq 2 S2

nS1:
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T˛p 2 S3

Ni p

�Ni
�p

�ui

ui

�3;1.T˛p/ WD T˛�2;1.p/

Figure 10: The definition of the map �3;1 via the map �2;1. The point T˛p

on S3 is mapped to the point T˛�2;1.p/ on S1. The antipode-preserving map
�2;1 maps the whole region Ni to the point ui .

Note that �3;1 is surjective, since �3;1jS2 D �2;1 and �2;1 is surjective.

See Figures 9 and 10 for an explanation of the construction of the map �3;1.

Let us now verify that

jdS3.q; q0/� dS1.�3;1.q/; �3;1.q
0//j � �1

for every q; q0 2 S3. Without loss of generality, we can assume that q D T˛p and
q0 D Tˇp0 for some p;p0 2 S2 and 0� ˇ � ˛ < � . Then

jdS3.q; q0/� dS1.�3;1.q/; �3;1.q
0//j

D jdS3.T˛p;Tˇp0/� dS1.T˛�2;1.p/;Tˇ�2;1.p
0//j

D jdS3.T.˛�ˇ/p;p
0/� dS1.T.˛�ˇ/�2;1.p/; �2;1.p

0//j:

Hence, it is enough to prove

(9)
ˇ̌
dS3.T˛p; q/� dS1.T˛�2;1.p/; �2;1.q//

ˇ̌
� �1

for any p; q 2 S2 and ˛ 2 Œ0; �/.

If p 2 S1, then �2;1.p/D p. Hence,

jdS3.T˛p; q/� dS1.T˛�2;1.p/; �2;1.q//j D jdS3.T˛p; q/� dS1.T˛p; �2;1.q//j

� dS3.q; �2;1.q//� �1;
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where the last inequality holds by Remark 7.1(1). One can carry out a similar computa-
tion if q 2 S1. So let’s assume p D .x;y; z; 0/; q D .a; b; c; 0/ 2 S2 nS1. Since �2;1

is antipode-preserving, it is enough to check inequality (9) only for p; q 2H>0.S
2/.

We do this by following the same idea as in the proof of Lemma 5.7.

We do a case-by-case analysis:

(1) Suppose p 2Ni and q 2Nj for .i; j /D .1; 2/, .2; 3/ or .3; 1/. By Remark 7.1(2),
the two points �2;1.p/ and �2;1.q/ are in clockwise order. Hence,

dS1.T˛�2;1.p/; �2;1.q//D

�2�
3
�˛ if ˛ 2

�
0; 2�

3

�
;

˛� 2�
3

if ˛ 2
�

2�
3
; �
�
:

Consider first the case when ˛ 2
�
0; 2�

3

�
. We have to prove that

�
2�
3
� dS3.T˛p; q/�

�
2�
3
�˛

�
�

2�
3
:

Equivalently, we have to prove

0�Gp;q.˛/�
4�
3
:

The left-hand side inequality is obvious since Gp;q.˛/�dS2.p; q/�0 by Lemma 7.3(4).
The right-hand side inequality is true by Lemmas 7.3(4) and 7.4(1).

Next, consider the case when ˛ 2
�

2�
3
; �
�
. We have to prove

�
2�
3
� dS3.T˛p; q/�

�
˛� 2�

3

�
�

2�
3
:

Equivalently, we have to prove

�
4�
3
� Fp;q.˛/� 0:

The left inequality is obvious since Fp;q.˛/� �dS2.p; q/� �4�
3

by Lemma 7.3(3).
The right-hand side inequality is true by Lemmas 7.3(3) and 7.4(1).

(2) Suppose p 2Ni and q 2Nj for .i; j /D .2; 1/, .3; 2/ or .1; 3/. This is almost the
same as case (1) except we use Lemma 7.4(2).

(3) Suppose p; q 2 Ni for i D 1; 2; 3. In this case, dS1.T˛�2;1.p/; �2;1.q// D ˛,
which follows from �2;1.p/D �2;1.q/ and Lemma 7.2(5). Hence, we have to show

�
2�
3
� dS3.T˛p; q/�˛ D Fp;q.˛/�

2�
3
:

But this is obvious by Remark 7.1(1) and Lemma 7.3(3).

Thus, indeed dis.�3;1/� �1.
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8 The proof of Proposition 1.19

In this section we provide a construction of an optimal correspondence, R3;2, between
S3 and S2. The structure of this correspondence is different from those described in the
proofs of Propositions 1.16 and 1.20. As a matter of fact, as Remark 6.7 mentions, the
distortion of the surjection �.mC1/;m W S

mC1 � Sm constructed in Proposition 1.20 is
exactly equal to �m. Since �2 < �2, this means that a different construction is required
for the case mD 2.

Let u1, u2, u3 and u4 be the vertices of a regular tetrahedron inscribed in S2 (ie
hui ;uj i D �

1
3
D cos �2 for any i ¤ j ). We consider

u1 D .1; 0; 0/; u2 D
�
�

1
3
; 2
p

2
3
; 0
�
;

u3 D
�
�

1
3
;�
p

2
3
;
p

2p
3

�
; u4 D

�
�

1
3
;�
p

2
3
;�
p

2p
3

�
:

Now, let V1;V2;V3;V4 � S2 be the Voronoi partition of S2 induced by u1, u2, u3,
and u4. Then, for each i , Vi is the spherical convex hull of the set

f�uj 2 S2
j j 2 f1; 2; 3; 4g n figg:

Let

r WD arccos
�

2
p

2
3

�
:

For i ¤ j 2 f1; 2; 3; 4g, let ui;j be the point on the shortest geodesic between ui and
�uj such that dS2.ui ;ui;j /D r . See Figure 11 for an illustration of V1.

�2

r

u1

�u2

�u3

�u4

u1;2

u1;3u1;4

Figure 11: V1. All the sides of the spherical triangle V1 (determined by the
three points �u2, �u3, and �u4) have the same length �2.
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Remark 8.1 One can directly compute the coordinates

u1;2 D
�

2
p

2
3
;�1

3
; 0
�
; u1;3 D

�
2
p

2
3
; 1

6
;� 1

2
p

3

�
; u1;4 D

�
2
p

2
3
; 1

6
; 1

2
p

3

�
;

u2;1 D
�
�

4
p

2
9
; 7

9
; 0
�
; u2;3 D

�
�

p
2

9
; 17

18
;� 1

2
p

3

�
; u2;4 D

�
�

p
2

9
; 17

18
; 1

2
p

3

�
:

Lemma 8.2 For any i ¤ j 2 f1; 2; 3; 4g, the following hold :

(1) hui;k ;ui;li D
5
6

for any k ¤ l 2 1; 2; 3; 4 n fig.

(2) hui;k ;uj ;ki D
5

54
for any k 2 1; 2; 3; 4 n fi; j g.

(3) hui;k ;uj ;li D �
2

27
for any k ¤ l 2 1; 2; 3; 4 n fi; j g.

(4) hui;k ;uj ;ii D �
25
54

for any k 2 1; 2; 3; 4 n fi; j g.

(5) hui;j ;uj ;ii D �
23
27

.

(6) hui ;uj ;ki D �

p
2

9
for any k 2 1; 2; 3; 4 n fi; j g.

(7) hui ;uj ;ii D �
4
p

2
9

.

Proof By symmetry, without loss of generality one can assume i D 1 and j D 2. Then
use the coordinate values given in Remark 8.1.

Next, for each i , let fVi;j � Vi j j 2 f1; 2; 3; 4g n figg be the Voronoi partition of Vi

induced by fui;j 2 Vi j j 2 f1; 2; 3; 4g n figg.

From now on, in this section, we will identify S2 with E.S3/� S3. Then obviously

H�0.S
3/D C.V1/[ C.V2/[ C.V3/[ C.V4/:

Moreover, for any i 2 f1; 2; 3; 4g and ˛ 2
�
0; �

2

�
, we divide C.Vi/ into

� Ctop
˛ .Vi/ WD fp 2 C.Vi/ j dSnC1.e4;p/� ˛g,

� Cbot
˛ .Vi/ WD fp 2 C.Vi/ j dSnC1.e4;p/ > ˛g,

� Cbot
˛ .Vi;j / WD fp 2 C.Vi/ j dSnC1.e4;p/ > ˛ and �.p/ 2 Vi;j g for any j in
f1; 2; 3; 4g n fig,

where

� WH�0.S
3/ n fe4g !E.S3/D S2; .x;y; z; w/ 7!

1
p

1�w2
.x;y; z; 0/;
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Ctop
˛ .V1/

Cbot
˛ .V1/

e4
˛

u1

�u2

�u3

�u4
u1;2

u1;3

u1;4

Cbot
˛ .V1;2/

Cbot
˛ .V1;3/

Cbot
˛ .V1;4/

u1

�u2

�u3

�u4

Ctop
˛ .V1/ and Cbot

˛ .V1/. Cbot
˛ .V1;2/, Cbot

˛ .V1;3/, and Cbot
˛ .V1;4/.

Figure 12: The regions into which C.V1/ is split.

is the orthogonal projection onto the equator. Then obviously

C.Vi/D Ctop
˛ .Vi/[

[
j2f1;2;3;4gnfig

Cbot
˛ .Vi;j /

for each i 2 f1; 2; 3; 4g. See Figure 12 for illustrations of Ctop
˛ .V1/, Cbot

˛ .V1/, Cbot
˛ .V1;2/,

Cbot
˛ .V1;3/, and Cbot

˛ .V1;4/.

Lemma 8.3 For p; q 2H�0.S
3/, the following inequalities hold :

(1) If p; q 2 Ctop
˛ .Vi/ for some i 2 f1; 2; 3; 4g, then

hp; qi � cos2 ˛� 1p
3

sin2 ˛ D
�
1C 1p

3

�
cos2 ˛� 1p

3
:

In particular , this is equivalent to

dS3.p; q/� arccos
��

1C 1p
3

�
cos2 ˛� 1p

3

�
:

(2) If p 2 Ctop
˛ .Vi/ and q 2 Cbot

˛ .Vj ;i/ for some i ¤ j 2 f1; 2; 3; 4g, then

hp; qi �

q
2
3

cos2 ˛C 1
3
:

In particular , this is equivalent to

dS3.p; q/� arccos
�q

2
3

cos2 ˛C 1
3

�
:

(3) If p 2 Cbot
˛ .Vi;k/ and q 2 Cbot

˛ .Vj ;i/ for distinct i; j ; k 2 f1; 2; 3; 4g, then

hp; qi �
�
1� 1p

3

�
cos2 ˛C 1p

3
:
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In particular , this is equivalent to the condition

dS3.p; q/� arccos
��

1� 1p
3

�
cos2 ˛C 1p

3

�
:

(4) If p 2 Cbot
˛ .Vi;j / and q 2 Cbot

˛ .Vj ;i/ for some i ¤ j 2 f1; 2; 3; 4g, then

hp; qi � cos2 ˛:

In particular , this is equivalent to

dS3.p; q/� arccos.cos2 ˛/:

Proof We express p and q as

p D cos � � e4C sin � � �2.x/; q D cos � 0 � e4C sin � 0 � �2.y/;

where e4 D .0; 0; 0; 1/ for some �; � 0 2
�
0; �

2

�
and x;y 2 S2. Then

hp; qi D cos � cos � 0Chx;yi sin � sin � 0:

(1) If p; q 2 Ctop
˛ .Vi/ for some i 2 f1; 2; 3; 4g, then we can assume x;y 2 Vi and

�; � 0 2 Œ0; ˛�. Hence,

hp; qi � cos � cos � 0� 1p
3

sin � sin � 0 � cos2 ˛� 1p
3

sin2 ˛ D
�
1C 1p

3

�
cos2 ˛� 1p

3
;

where the first inequality holds because hx;yi � � 1p
3

, by Remark 6.5, and the second
holds since cos � cos � 0Chx;yi sin � sin � 0 is decreasing in both � and � 0.

(2) If p 2 Ctop
˛ .Vi/ and q 2 Cbot

˛ .Vj ;i/ for some i ¤ j 2 f1; 2; 3; 4g, then we can assume
x 2 Vi , y 2 Vj ;i , � 2 Œ0; ˛�, and � 0 2

�
˛; �

2

�
. Now, consider two cases separately.

If hx;yi � 0, then cos � cos � 0Chx;yi sin � sin � 0 is decreasing with respect to both �
and � 0. Hence,

hp; qi � cos 0 cos˛Chx;yi sin 0 sin˛ D cos˛:

If hx;yi � 0, observe that

hp; qi D .1� hx;yi/ cos � cos � 0Chx;yi cos.� 0� �/:

If we view � 0 as a variable on
�
˛; �

2

�
,

@

@� 0
�
.1� hx;yi/ cos � cos � 0Chx;yi cos.� 0� �/

�
D�.1� hx;yi/ cos � sin � 0� hx;yi sin.� 0� �/� 0:
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Hence, hp; qi is maximized when � 0 D ˛. So hp; qi � cos � cos˛Chx;yi sin � sin˛.
Now, if we view � as a variable and take a derivative,

@

@�
.cos � cos˛Chx;yi sin � sin˛/D�sin � cos˛Chx;yi cos � sin˛:

One can easily check that

�sin � cos˛Chx;yi cos � sin˛
�
� 0 if � 2 Œ0; �0�;

� 0 if � 2 Œ�0; ˛�;

where �0 is the unique critical point satisfying tan �0 D hx;yi tan˛. Hence,

cos � cos˛Chx;yi sin � sin˛

is maximized when � D �0. Hence,

hp; qi � cos � cos˛Chx;yi sin � sin˛ �
p

cos2 ˛Chx;yi2 sin2 ˛:

Note that hx;yi � 1p
3

since x 2 Vi and y 2 Vji (this value 1p
3

can be achieved when
x is the midpoint of �uk and �ul for k ¤ l 2 f1; 2; 3; 4g n fi; j g and y D uj ). Hence,
one can conclude

hp; qi �

q
cos2 ˛C 1

3
sin2 ˛ D

q
2
3

cos2 ˛C 1
3
:

Since obviously cos˛ �
q

cos2 ˛C 1
3

sin2 ˛ D

q
2
3

cos2 ˛C 1
3

, this completes the
proof of this case.

(3) If p 2 Cbot
˛ .Vi;k/ and q 2 Cbot

˛ .Vj ;i/ for distinct i; j ; k 2 f1; 2; 3; 4g, then one can
assume x 2 Vi;k , y 2 Vj ;i , and �; � 0 2

�
˛; �

2

�
. Now, consider two cases separately.

If hx;yi � 0, then cos � cos � 0Chx;yi sin � sin � 0 is decreasing with respect to both �
and � 0. Hence,

hp; qi � cos2 ˛Chx;yi sin2 ˛ � cos2 ˛:

If hx;yi � 0, without loss of generality, one can assume � � � 0. Also, observe that

hp; qi D .1� hx;yi/ cos � cos � 0Chx;yi cos.� � � 0/:

If we view � as a variable on
�
� 0; �

2

�
,

@

@�

�
.1� hx;yi/ cos � cos � 0Chx;yi cos.� � � 0/

�
D�.1� hx;yi/ sin � cos � 0� hx;yi sin.� � � 0/

� 0:
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Hence, hp; qi is maximized when � D � 0. So hp; qi � cos2 � 0Chx;yi sin2 � 0. Now,
if we view � 0 as a variable and take a derivative,

@

@� 0
.cos2 � 0Chx;yi sin2 � 0/D�2.1� hx;yi/ cos � 0 sin � 0 � 0:

Therefore, cos2 � 0Chx;yi sin2 � 0 is maximized when � 0 D ˛. Hence,

hp; qi � cos2 ˛Chx;yi sin2 ˛:

Note that hx;yi � 1p
3

as in the proof of the previous case. Hence, finally we get
hp; qi� cos2 ˛C 1p

3
sin2 ˛D

�
1� 1p

3

�
cos2 ˛C 1p

3
. Since cos2 ˛ is obviously smaller

than cos2 ˛C 1p
3

sin2 ˛D
�
1� 1p

3

�
cos2 ˛C 1p

3
, this completes the proof of this case.

(4) If p 2 Cbot
˛ .Vi;j / and q 2 Cbot

˛ .Vj ;i/ for some i ¤ j 2 f1; 2; 3; 4g, then one can
assume x 2 Vi;j , y 2 Vj ;i , and �; � 0 2

�
˛; �

2

�
. Since hx;yi � 0 always in this case,

cos � cos � 0 C hx;yi sin � sin � 0 is decreasing with respect to both � and � 0. Hence,
hp; qi is maximized when � D � 0 D ˛. Therefore,

hp; qi � cos2 ˛Chx;yi sin2 ˛ � cos2 ˛:

Finally, we are ready to construct the map

Q�˛3;2 WH>0.S
3/!S2; p 7!

�
ui if p 2 Ctop

˛ .Vi/ for some i 2 f1;2;3;4g;

ui;j if p 2 Cbot
˛ .Vi;j / for some i ¤ j 2 f1;2;3;4g:

Proposition 8.4 For ˛ 2
�
0; �

2

�
such that cos2 ˛ 2

�p
3�1

3C
p

3
; 7

9

�
,

dis
�
Q�˛3;2

�
� �2:

Proof We need to checkˇ̌
dS3.p; q/� dS2

�
Q�˛3;2.p/;

Q�˛3;2.q/
�ˇ̌
� �2

for any p; q 2H>0.S
3/. We carry out a case-by-case analysis.

(1) Suppose p; q 2 C.Vi/ for some i 2 f1; 2; 3; 4g. Without loss of generality, one can
assume i D 1. Then

dS2

�
Q�˛3;2.p/;

Q�˛3;2.q/
�
� diam.fu1;u1;2;u1;3;u1;4g/D arccos 5

6
< �2

by Lemma 8.2(1). Therefore,

dS2

�
Q�˛3;2.p/;

Q�˛3;2.q/
�
� dS3.p; q/� arccos 5

6
< �2:

So it is enough to prove dS3.p; q/�dS2

�
Q�˛
3;2
.p/; Q�˛

3;2
.q/
�
� �2. But, for this direction,

we need more subtle case-by-case analysis.
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(a) Suppose p; q 2 Ctop
˛ .V1/. Then Q�˛

3;2
.p/D Q�˛

3;2
.q/D u1. Also, by Lemma 8.3(1)

and the choice of ˛,

dS3.p; q/� arccos
��

1C 1p
3

�
cos2 ˛� 1p

3

�
� �2:

Hence,

dS3.p; q/� dS2

�
Q�˛3;2.p/;

Q�˛3;2.q/
�
D dS3.p; q/� �2:

(b) If p 2 Ctop
˛ .V1/ and q 2 Cbot

˛ .V1/, then Q�˛
3;2
.p/D u1 and Q�˛

3;2
.q/D u1;j for some

j 2 f2; 3; 4g. Therefore,

dS3.p; q/� dS2

�
Q�˛3;2.p/;

Q�˛3;2.q/
�
� arccos

�
�

1p
3

�
� arccos

�
2
p

2
3

�
< �2:

(c) Suppose p; q 2 Cbot
˛ .V1/.

(i) If p; q 2 Cbot
˛ .V1;j / for some j 2 f2; 3; 4g, then Q�˛

3;2
.p/D Q�˛

3;2
.q/D u1;j . Also,

it is easy to check the diameter of Cbot
˛ .V1;j / is �

2
. Hence,

dS3.p; q/� dS2

�
Q�˛3;2.p/;

Q�˛3;2.q/
�
D dS3.p; q/� �

2
< �2:

(ii) If p 2 Cbot
˛ .V1;k/ and p 2 Cbot

˛ .V1;l/ for some k ¤ l 2 f2; 3; 4g, then

dS2

�
Q�˛3;2.p/;

Q�˛3;2.q/
�
D dS2.u1;k ;u1;l/D arccos

�
5
6

�
by Lemma 8.2(1). Therefore,

dS3.p; q/� dS2

�
Q�˛3;2.p/;

Q�˛3;2.q/
�
� arccos

�
�

1p
3

�
� arccos

�
5
6

�
< �2:

(2) Suppose p 2 C.Vi/ and q 2 C.Vj / for some i ¤ j 2 f1; 2; 3; 4g. Without loss of
generality, one can assume i D 1 and j D 2. Then, by Lemma 8.2,

dS2

�
Q�˛3;2.p/;

Q�˛3;2.q/
�
� arccos

�
5

54

�
> arccos

�
1
3

�
:

Therefore,

dS3.p; q/� dS2

�
Q�˛3;2.p/;

Q�˛3;2.q/
�
< � � arccos

�
1
3

�
D �2:

So, it is enough to prove dS2

�
Q�˛
3;2
.p/; Q�˛

3;2
.q/
�
�dS3.p; q/� �2. Again we need more

subtle case-by-case analysis.

(a) If p 2 Ctop
˛ .V1/ and q 2 Ctop

˛ .V2/, then Q�˛
3;2
.p/ D u1 and Q�˛

3;2
.q/ D u2, so

dS2

�
Q�˛
3;2
.p/; Q�˛

3;2
.q/
�
D dS2.u1;u2/D �2. Thus,

dS2

�
Q�˛3;2.p/;

Q�˛3;2.q/
�
� dS3.p; q/� �2:
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(b) Suppose p 2 Ctop
˛ .V1/ and q 2 Cbot

˛ .V2/.

(i) If q 2 Cbot
˛ .V2;j / for some j 2 f3; 4g, then, by Lemma 8.2(6),

dS2

�
Q�˛3;2.p/;

Q�˛3;2.q/
�
D dS3.u1;u2;j /D arccos

�
�

p
2

9

�
:

Hence,

dS2

�
Q�˛3;2.p/;

Q�˛3;2.q/
�
� dS3.p; q/� arccos

�
�

p
2

9

�
< �2:

(ii) If q 2 Cbot
˛ .V2;1/ then dS2

�
Q�˛
3;2
.p/; Q�˛

3;2
.q/
�
D dS2.u1;u2;1/D arccos

�
�

4
p

2
9

�
by Lemma 8.2(7). Moreover, by Lemma 8.3(2) and the choice of ˛,

dS3.p; q/� arccos
�q

2
3

cos2 ˛C 1
3

�
> arccos

�
2
p

2
3

�
;

which implies

dS2

�
Q�˛3;2.p/;

Q�˛3;2.q/
�
� dS3.p; q/ < arccos

�
�

4
p

2
9

�
� arccos

�
2
p

2
3

�
D �2:

(c) Suppose p 2 Cbot
˛ .V1/ and q 2 Cbot

˛ .V2/. Considering symmetry, there are basically
four subcases:

(i) If p 2 Cbot
˛ .V1;3/ and q 2 Cbot

˛ .V2;3/, then, by Lemma 8.2(2),

dS2

�
Q�˛3;2.p/;

Q�˛3;2.q/
�
D dS2.u1;3;u2;3/D arccos

�
5

54

�
:

Hence,

dS2

�
Q�˛3;2.p/;

Q�˛3;2.q/
�
� dS3.p; q/� arccos

�
5

54

�
< �2:

(ii) If p 2 Cbot
˛ .V1;3/ and q 2 Cbot

˛ .V2;4/, then, by Lemma 8.2(3),

dS2

�
Q�˛3;2.p/;

Q�˛3;2.q/
�
D dS2.u1;3;u2;4/D arccos

�
�

2
27

�
:

Hence,

dS2

�
Q�˛3;2.p/;

Q�˛3;2.q/
�
� dS3.p; q/� arccos

�
�

2
27

�
< �2:

(iii) If p 2 Cbot
˛ .V1;3/ and q 2 Cbot

˛ .V2;1/, then, by Lemma 8.2(4),

dS2

�
Q�˛3;2.p/;

Q�˛3;2.q/
�
D dS2.u1;3;u2;1/D arccos

�
�

25
54

�
:

Moreover, by Lemma 8.3(3) and the choice of ˛,

dS3.p; q/� arccos
��

1� 1p
3

�
cos2 ˛C 1p

3

�
> arccos

�
�

25
54

�
� �2:
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Hence,
dS2. Q�˛3;2.p/;

Q�˛3;2.q//� dS3.p; q/ < �2:

(iv) If p 2 Cbot
˛ .V1;2/ and q 2 Cbot

˛ .V2;1/, then, by Lemma 8.2(5),

dS2

�
Q�˛3;2.p/;

Q�˛3;2.q/
�
D dS2.u1;2;u2;1/D arccos

�
�

23
27

�
:

Moreover, by Lemma 8.3(4) and the choice of ˛,

dS3.p; q/� arccos.cos2 ˛/� arccos
�

7
9

�
:

Hence,

dS2

�
Q�˛3;2.p/;

Q�˛3;2.q/
�
� dS3.p; q/� arccos

�
�

23
27

�
� arccos

�
7
9

�
D �2:

Lemma 8.5 For any p 2H>0.S
3/, dS3

�
p; Q�˛

3;2
.p/

�
�
�
2

.

Proof Without loss of generality, one can assume p 2 C.V1/. Then one can express p

as pD cos � �e4C sin � � �2.x/, where e4D .0; 0; 0; 1/ for some � 2
�
0; �

2

�
and x 2 V1.

Moreover, since Q�˛
3;2
.p/ 2 fu1;u1;2;u1;3;u1;4g,˝

p; Q�˛3;2.p/
˛
D
˝
x; Q�˛3;2.p/

˛
� sin �:

Also, it is easy to check that
˝
x; Q�˛

3;2
.p/

˛
� 0 (more precisely, hu1;xi �

1
3

and
hu1;j ;xi �

p
2

9
for any x 2N1 with j ¤ 1). This implies

˝
p; Q�˛

3;2
.p/

˛
� 0; hence we

have the required inequality.

We are now ready to prove Proposition 1.19.

Proof of Proposition 1.19 It is enough to find a surjective map �3;2 W S
3 � S2 such

that dis.�3;2/� �2 since this map gives rise to the correspondence R3;2 WD graph.�3;2/

with dis.R3;2/D dis.�3;2/� �2.

Let
O�˛3;2 WA.S

3/! S2; p 7!

�
Q�˛
3;2
.p/ if p 2H>0.S

3/;

p if p 2 �2.A.S
2//:

We claim that dis. O�˛
3;2
/D dis. Q�˛

3;2
/. To check this, it is enough to show thatˇ̌

dS3.p; q/� dS2. O�˛3;2.p/;
O�˛3;2.q//

ˇ̌
� �2

for any p 2H>0.S
3/ and q 2 �2.A.S

2//. But, this is true sinceˇ̌
dS3.p; q/� dS2

�
O�˛3;2.p/;

O�˛3;2.q/
�ˇ̌
D
ˇ̌
dS3.p; q/� dS2

�
O�˛3;2.p/; q

�ˇ̌
� dS3

�
p; O�˛3;2.p/

�
;
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and dS3

�
p; O�˛

3;2
.p/

�
D dS3

�
p; Q�˛

3;2
.p/

�
�
�
2
<�2 for any p 2H>0.S

3/ by Lemma 8.5.
Hence, dis

�
O�˛
3;2

�
D dis

�
Q�˛
3;2

�
. Finally, apply Lemma 5.7 to construct a surjective map

�3;2 W S
3 � S2. Then

dis.�3;2/D dis
�
O�˛3;2

�
D dis

�
Q�˛3;2

�
� �2

by Proposition 8.4.

9 The Gromov–Hausdorff distance between spheres with
Euclidean metric

For any nonempty subset X � Sn, let XE denote the metric space with the inherited
Euclidean metric. In particular, Sn

E will denote the unit sphere with the Euclidean
metric dE inherited from RnC1. A natural question is: what is the value of

gE
m;n WD dGH.S

m
E ;S

n
E/

for 0�m< n�1? We found that, interestingly, these values do not always directly
follow from those of gm;n.

Any correspondence R between Sm and Sn can of course be regarded as a correspon-
dence between Sm

E and Sn
E. Throughout this section, let dis.R/ denote the distortion

with respect to the geodesic metric (as usual), and let disE.R/ denote the distortion
with respect to the Euclidean metric.

The following are direct extensions of parallel results for spheres with geodesic distance:

Remark 9.1 As in Remark 1.4, for all 0�m� n�1,

dGH.S
m
E ;S

n
E/� 1:

Lemma 9.2 For any integer m� 1 and any finite metric space P with cardinality at
most mC 1, we have dGH.Sm

E ;P /� 1.

Proof Fix an arbitrary correspondence R between Sm
E and P . Then one can prove

that disE.R/� 2 as in the proof of Lemma 3.2 (via the aid of Lyusternik–Schnirelmann
theorem). Since R is arbitrary, one can conclude dGH.Sm

E ;P /� 1.

Corollary 9.3 Let R be any correspondence between a finite metric space P and S1E .
Then disE.R/� 2. In particular , dGH.P;S1E /� 1.

Proof See the proof of Corollary 3.4.
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Proposition 9.4 Let X be any totally bounded metric space. Then dGH.X;S1E /� 1.

Proof Follow the idea of the proof of Proposition 3.5.

Proposition 9.5 For any n� 1, dGH.S0
E;S

n
E/D 1.

Proof Apply Remark 9.1 and Lemma 9.2.

Proposition 9.6 For any integer m� 0, dGH.Sm
E ;S

1
E /D 1.

Proof Apply Remark 9.1 and Proposition 9.4.

The following lemma permits bounding disE.R/ via dis.R/:

Lemma 9.7 Let 0�m< n�1, and let R be an arbitrary nonempty relation between
Sm

E and Sn
E. Then

disE.R/� 2 sin
�

1
2

dis.R/
�
:

Proof First of all, note that dis.R/ WD sup.x;y/;.x0;y0/2R jdSm.x;x0/�dSn.y;y0/j�� ,
since both diam.Sm/ and diam.Sn/ are at most � . Fix arbitrary .x;y/; .x0;y0/ 2 R.
Then

dE.x;x
0/D 2 sin

�
1
2
dSm.x;x0/

�
D 2 sin

�
1
2
dSm.x;x0/� 1

2
dSn.y;y0/C 1

2
dSn.y;y0/

�
D 2 sin

�
1
2
dSm.x;x0/� 1

2
dSn.y;y0/

�
cos
�

1
2
dSn.y;y0/

�
C 2 cos

�
1
2
dSm.x;x0/� 1

2
dSn.y;y0/

�
sin
�

1
2
dSn.y;y0/

�
� 2 sin

�
1
2
jdSm.x;x0/� dSn.y;y0/j

�
C 2 sin

�
1
2
dSn.y;y0/

�
D 2 sin

�
1
2
jdSm.x;x0/� dSn.y;y0/j

�
C dE.y;y

0/;

where the inequality follows since cos
�

1
2
dSm.x;x0/� 1

2
dSn.y;y0/

�
2 Œ0; 1�.

Hence,
dE.x;x

0/� dE.y;y
0/� 2 sin

�
1
2
jdSm.x;x0/� dSn.y;y0/j

�
:

Similarly, one can also prove

dE.y;y
0/� dE.x;x

0/� 2 sin
�

1
2
jdSm.x;x0/� dSn.y;y0/j

�
:

Therefore,

jdE.x;x
0/� dE.y;y

0/j � 2 sin
�

1
2
jdSm.x;x0/� dSn.y;y0/j

�
:

Since .x;y/; .x0;y0/ 2R were arbitrary, this leads to the required conclusion.
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Corollary 9.8 For any 0�m< n�1:

(1) dGH.Sm
E ;S

n
E/� sin.dGH.Sm;Sn//.

(2) In more generality , for any X �Sm and Y �Sn, dGH.XE;YE/� sin.dGH.X;Y //.

Corollary 9.9 dGH.Sm
E ;S

n
E/ < 1 for all 0<m¤ n<1.

Proof Invoke Corollary 9.8 and Theorem A.

Given the above, and that we proved g1;2 D
�
3

and g2;3 D
1
2
�2, one might expect that

gE
1;2
D dGH.S1

E;S
2
E/ D sin

�
�
3

�
D

p
3

2
and similarly that gE

2;3
D

p
2p
3

. However, rather
surprisingly, we were able to construct a correspondence RE between S1

E and H�0.S
2
E/

such that disE.RE/ <
p

3 (see Proposition 9.10 and its proof in Section 9.1). This
correspondence then naturally induces a function �E WA.S2

E/! S1
E from the “helmet”

on S2
E into S1

E also with disE.�E/ <
p

3.

Proposition 9.10 dGH.S
1
E;H�0.S

2
E// <

p
3

2
.

This proposition was motivated by Ilya Bogdanov’s answer [2] to a MathOverflow
question regarding the Gromov–Hausdorff distance between S1

E and the unit disk in R2.

We now discuss the possibility that the correspondence RE described above permits
proving that, in fact, dGH.S1

E;S
2
E/ <

p
3

2
via extending RE into a correspondence

between S2
E and S1

E much in the same way that we did so in the case of spheres with
their geodesic distance (see Lemma 5.7).

By the same method of proof as that of Corollary 5.5 (giving the lower bound dis.g/��n
for any antipode-preserving map g W Sn! Sn�1), one obtains the following Euclidean
analogue:

Corollary 9.11 For each integer n> 0, any function g W Sn
E! Sn�1

E which maps every
pair of antipodal points on Sn

E onto antipodal points on Sn�1
E satisfies

disE.g/�

r
2C

2

n
:

Remark 9.12 (extending Lemma 5.7 to the case of spheres with Euclidean metric)
Lemma 5.7 was instrumental in our quest for lower bounds for the Gromov–Hausdorff
distance between spheres with the geodesic distance. It is natural to attempt to obtain a
suitable version of that result to the case of the Euclidean metric. However, there is a
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caveat. Indeed, one should not expect to be able to prove a version in which disE.�
�/

is equal to dis.�/ where � WA.Sn
E/! Sm

E and �� is its antipode-preserving extension
obtained via the “helmet trick” (as described in the statement of Lemma 5.7). If this
was the case, then the antipode-preserving extension ��E of the function �E mentioned
above would satisfy

(10) disE.�
�
E / <

p
3:

However, note that Corollary 9.11 implies that, in the case of spheres with Euclidean
distance, any antipode-preserving map  W SmC1

E ! Sm
E must satisfy

disE. /�

r
2C

2

mC1
:

In particular, it must be that disE. /�
p

3 for any antipode-preserving map WS2
E!S1

E,
and this would contradict (10).

Still, as we describe next, there is a suitable generalization of Lemma 5.7 which yields
nontrivial lower bounds (see Proposition 9.16).

Lemma 9.13 If ja� bj DW ı 2 Œ0; 2� for some a; b 2 Œ0; 2�, thenˇ̌p
4� a2�

p
4� b2

ˇ̌
�
p
ı.4� ı/;

and the inequality is tight.

Proof The claim is obvious if ı D 0. Henceforth, we will assume that ı > 0. Observe
that ˇ̌p

4� a2�

p
4� b2

ˇ̌
D

ja2� b2j
p

4� a2C
p

4� b2

D ja� bj �
aC b

p
4� a2C

p
4� b2

� ı �
4� ı
p

4ı� ı2

D
p
ı.4� ı/:

Finally, the equality holds if aD 2 and b D 2� ı, or aD 2� ı and b D 2.

Lemma 9.14 For any m; n � 0, let ∅ ¤ C � Sn
E satisfy C \ .�C / D ∅ and let

� W C ! Sm
E be any map. Then the extension �� of � to the set C [ .�C / defined by

�� W C [ .�C /! Sm; x 7! �.x/; �x 7! ��.x/ for x 2 C;

is antipode-preserving and satisfies disE.�
�/�

p
disE.�/.4� disE.�//.
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Proof By definition, �� is antipode-preserving. Now, fix arbitrary x;x0 2 C . Then

jdE.x;�x0/� dE.�
�.x/; ��.�x0//j

D j

p
4� .dE.x;x

0//2�
p

4�
�
dE.�.x/; �.x

0//
�2
j

�

p
jdE.x;x

0/� dE.�.x/; �.x
0//j
�
4� jdE.x;x

0/� dE.�.x/; �.x
0//j
�

�
p

disE.�/.4� disE.�//

and

jdE.�x;�x0/� dE.�
�.�x/; ��.�x0//j D jdE.x;x

0/� dE.�.x/; �.x
0//j � disE.�/:

Hence,

disE.�
�/�max

˚
disE.�/;

p
disE.�/.4� disE.�//

	
D
p

disE.�/.4� disE.�//:

Corollary 9.15 For each n2Z>0 and any map � WSn
E!Sn�1

E , there exists an antipode-
preserving map �� W Sn

E! Sn�1
E such that disE.�

�/�
p

disE.�/.4� disE.�//.

Proof Consider the restriction of � to the “helmet” A.Sn/ (see Section 5.1) and apply
Lemma 9.14.

Proposition 9.16 For all integers 0<m< n,

dGH.S
m
E ;S

n
E/�

1

2

�
2�

r
2�

2

mC1

�
�

1

2
:

Proof Suppose to the contrary that dGH.Sm
E ;S

n
E/ <

1
2
.2�

p
2� 2=.mC 1//. This

implies that there exist a correspondence � between Sm
E and Sn

E such that disE.�/ <
1
2
.2 �

p
2� 2=.mC 1//. Moreover, since n � mC 1, SmC1

E can be isometrically
embedded in Sn

E, so we are able to construct a map g W SmC1
E ! Sm

E in the following
way: for each x 2 SmC1

E � Sn
E, choose g.x/ 2 Sm

E such that .g.x/;x/ 2 � . Then
disE.g/ < .2�

p
2� 2=.mC 1// as well. By applying Corollary 9.15, one can modify

this g into an antipode-preserving map Og W SmC1
E ! Sm

E with

disE. Og/�
p

disE.g/.4� disE.g// <

r
2C

2

mC1
;

which contradicts Corollary 9.11.

Note that in contrast to the case of geodesic distances (where the upper bound given
by Proposition 1.16 and the lower bound given by Theorem B agree when mD 1 and
nD 2), Proposition 9.16 yields gE

1;2
�

1
2

, which is strictly smaller than the upper bound
p

3
2

provided by Corollary 9.8 and Proposition 1.16.
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9.1 The proof of Proposition 9.10

The proof will be based on a geometric construction which is illustrated in Figures 13
and 14.

Proof To prove the claim, note that it is enough to construct a correspondence RE

between S1
E and H�0.S

2
E/ such that disE.RE/ <

p
3.

First, let u1; : : : ;u7 be the vertices of a regular heptagon inscribed in S1. Let vi WD�ui

for i D 1; : : : ; 7. See Figure 13 for a description.

Second, divide H�0.S
2
E
/ into seven regions A1; : : : ;A7 as in Figure 14. The precise

“disjointification” (on the boundary) of the seven regions is not relevant to the analysis
that follows, as it is easy to check.

Now, choose ai 2 Ai for each i D 1; : : : ; 7 in the following way, where ˛ is some
number which is very close to

p
3

2
but still strictly smaller than

p
3

2
(for example, choose

˛ D 0:866):

a1D

�q
1�

�p
1�˛2C2�

p
3
�2
;
p

1�˛2C2�
p

3; 0

�
� .0:640511; 0:767949; 0/;

a2D

�
0;
p

1�˛2C2�
p

3;

q
1�

�p
1�˛2C2�

p
3
�2�
� .0; 0:767949; 0:640511/;

a3D
�
0;
p

1�˛2; ˛
�
� .0; 0:5; 0:866/;

u1

u2

u3

u4u5

u6

u7

v1

v2

v3

v4 v5

v6

v7

Figure 13: The points v1; : : : ; v7 and u1; : : : ;u7. These arise from two
antipodal regular heptagons inscribed in S1.
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x

y

z

p� pC

q� qC

a1
a2

a3

a4

a5

a6 a7

A1

A2

A3 A4

A5

A6 A7

Figure 14: View from above of the seven regions A1; : : : ;A7 of H�0.S2
E/.

All lines shown in the figure (which are projections of circular arcs) are
aligned with the either the x or y axis. Also, p˙ D .˙˛;

p
1�˛2; 0/ and

q˙ D .˙˛;�
p

1�˛2; 0/.

a4D .0; 0; 1/;

a5D

�
0;�

�p
1�˛2C�6�

p
3
�
;

q
1�

�p
1�˛2C�6�

p
3
�2�

� .0;�0:717805; 0:696244/;

a6D

�
0;�

�p
1�˛2C�6�

p
3C�5�

p
3
�
;

q
1�

�p
1�˛2C�6�

p
3C�5�

p
3
�2�

� .0;�0:787692; 0:616069/;

a7D

�q
1�

�p
1�˛2C�6�

p
3C�5�

p
3
�2
;�
�p

1�˛2C�6�
p

3C�5�
p

3
�
; 0

�
� .0:616069;�0:787692; 0/;

where �k WD
p

2� 2 cos.k�=7/ for k 2 f1; : : : ; 7g.

One can directly check that the following seven conditions are satisfied:

(1) dE.Ai ;Aj / > �6�
p

3 for any i; j 2 f1; : : : ; 7g with ji � j j D 3.

(2) dE.ai ; aj / > �6�
p

3 for any i; j 2 f1; : : : ; 7g with ji � j j D 2.

(3) dE.ai ; aj / > 2�
p

3 for any i; j 2 f1; : : : ; 7g with ji � j j D 3.
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(4) dE.Ai ; aj / > �5�
p

3 for any i; j 2 f1; : : : ; 7g with ji � j j D 2.

(5) dE.Ai ; aj / > 2�
p

3 for any i; j 2 f1; : : : ; 7g with ji � j j D 3.

(6) diam.Ai/ <
p

3 for any i 2 f1; : : : ; 7g.

(7) dE.ai ; aj / <
p

3 for any i; j 2 f1; : : : ; 7g with ji � j j D 1.

In what follows, for two points v;w 2 S1 with dE.v; w/ < 2, >vw will denote the
(unique) shortest circular arc determined by these two points.

Now we define a correspondence RE by

RE WD

7[
iD1

f.ui ;y/ W y 2Aig[

7[
iD1

f.x; ai/ W x 2
>viC3viC4g:

We now prove that disE.RE/ <
p

3:

First, let us prove that

sup
.x;y/;.x0;y0/2RE

.dE.x;x
0/� dE.y;y

0// <
p

3:

For this we verify the inequality dE.x;x
0/� dE.y;y

0/ <
p

3 for all cases induced by
the structure of the correspondence RE :

(1) If .x;y/; .x0;y0/2fuig�Ai for some i2f1; : : : ;7g, then dE.x;x
0/DdE.ui ;ui/D0.

(2) If .x;y/ 2 fuig �Ai and .x0;y0/ 2 fuj g �Aj for some i; j 2 f1; : : : ; 7g with
ji � j j D 1, then dE.x;x

0/D dE.ui ;uj /D �2 <
p

3.

(3) If .x;y/ 2 fuig �Ai and .x0;y0/ 2 fuj g �Aj for some i; j 2 f1; : : : ; 7g with
ji � j j D 2, then dE.x;x

0/D dE.ui ;uj /D �4 <
p

3.

(4) If .x;y/ 2 fuig �Ai and .x0;y0/ 2 fuj g �Aj for some i; j 2 f1; : : : ; 7g with
ji � j j D 3, then dE.x;x

0/ D dE.ui ;uj / D �6 >
p

3. However, since dE.Ai ;Aj / >

�6�
p

3 by condition (1) above, we have dE.x;x
0/� dE.y;y

0/ <
p

3.

(5) If .x;y/; .x0;y0/ 2>viC3viC4 � faig for some i 2 f1; : : : ; 7g, then dE.x;x
0/ �

diam.>viC3viC4/D �2 <
p

3.

(6) If .x;y/2>viC3viC4�faig and .x0;y0/2>vjC3vjC4�faj g for some i; j 2f1; : : : ; 7g

with ji � j j D 1, then dE.x;x
0/� diam.>viC3viC4[

>vjC3vjC4/D �4 <
p

3.

(7) If .x;y/ 2>viC3viC4 � faig and .x0;y0/ 2>vjC3vjC4 � faj g for some i; j 2

f1; : : : ; 7g with ji �j j D 2, then dE.x;x
0/� diam.>viC3viC4[

>vjC3vjC4/D �6 >
p

3.
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However, since dE.y;y
0/ D dE.ai ; aj / > �6 �

p
3 by condition (2) above, we have

dE.x;x
0/� dE.y;y

0/ <
p

3.

(8) If .x;y/2>viC3viC4�faig and .x0;y0/2>vjC3vjC4�faj g for some i; j 2f1; : : : ; 7g

with ji � j j D 3, then, since dE.y;y
0/D dE.ai ; aj / > 2�

p
3 by condition (3) above,

we have dE.x;x
0/� dE.y;y

0/ < 2� .2�
p

3/D
p

3.

(9) If .x;y/ 2 fuig � Ai and .x0;y0/ 2>viC3viC4 � faig for some i 2 f1; : : : ; 7g,
then ui 2

>viC3viC4. Hence, dE.x;x
0/ D dE.ui ;x

0/ � diam.>viC3viC4/ <
p

3. So
dE.x;x

0/� dE.y;y
0/ <
p

3.

(10) If .x;y/ 2 fuig �Ai and .x0;y0/ 2>vjC3vjC4 � faj g for some i; j 2 f1; : : : ; 7g

with ji � j j D 1, then dE.x;x
0/D dE.ui ;x

0/� diam.fuig[
>vjC3vjC4/D �3 <

p
3.

(11) If .x;y/2fuig�Ai and .x0;y0/2>vjC3vjC4�faj g for some i; j 2f1; : : : ; 7gwith
ji�j jD2, then dE.x;x

0/DdE.ui ;x
0/�diam.fuig[

>vjC3vjC4/D�5>
p

3. However,
since dE.Ai ; aj / > �5�

p
3 by condition (4) above, dE.x;x

0/� dE.y;y
0/ <
p

3.

(12) If .x;y/ 2 fuig �Ai and .x0;y0/ 2>vjC3vjC4 � faj g for some i; j 2 f1; : : : ; 7g

with ji � j j D 3, then, since dE.Ai ; aj / > 2�
p

3 by condition (5) above, we have
dE.x;x

0/� dE.y;y
0/ <
p

3.

Next, we prove
sup

.x;y/;.x0;y0/2RE

.dE.y;y
0/� dE.x;x

0// <
p

3;

for which we verify the inequality dE.x;x
0/� dE.y;y

0/ <
p

3 in a number of cases.

(1) If .x;y/; .x0;y0/ 2 fuig�Ai for some i 2 f1; : : : ; 7g, then, since diam.Ai/ <
p

3

by condition (6) above, dE.y;y
0/ <
p

3, so dE.y;y
0/� dE.x;x

0/ <
p

3.

(2) If .x;y/ 2 fuig �Ai and .x0;y0/ 2 fuj g �Aj for some i; j 2 f1; : : : ; 7g with
ji�j j D 1, then dE.x;x

0/D dE.ui ;uj /D �2 and dE.y;y
0/�dE.x;x

0/� 2��2<
p

3.

(3) If .x;y/ 2 fuig �Ai and .x0;y0/ 2 fuj g �Aj for some i; j 2 f1; : : : ; 7g with
ji�j j D 2, then dE.x;x

0/D dE.ui ;uj /D �4 and dE.y;y
0/�dE.x;x

0/� 2��4<
p

3.

(4) If .x;y/ 2 fuig �Ai and .x0;y0/ 2 fuj g �Aj for some i; j 2 f1; : : : ; 7g with
ji�j j D 3, then dE.x;x

0/D dE.ui ;uj /D �6 and dE.y;y
0/�dE.x;x

0/� 2��6<
p

3.

(5) If .x;y/; .x0;y0/ 2>viC3viC4 � faig for some i 2 f1; : : : ; 7g, then dE.y;y
0/ D

dE.ai ; ai/D 0.

(6) If .x;y/2>viC3viC4�faig and .x0;y0/2>vjC3vjC4�faj g for some i; j 2f1; : : : ; 7g

with ji � j j D 1, then, since dE.ai ; aj / <
p

3 by condition (7) above, we have
dE.y;y

0/� dE.x;x
0/D dE.ai ; aj /� dE.x;x

0/ <
p

3.
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(7) If .x;y/2>viC3viC4�faig and .x0;y0/2>vjC3vjC4�faj g for some i; j 2f1; : : : ; 7g

with ji � j j D 2, then dE.x;x
0/� �2. Hence, dE.y;y

0/� dE.x;x
0/� 2� �2 <

p
3.

(8) If .x;y/2>viC3viC4�faig and .x0;y0/2>vjC3vjC4�faj g for some i; j 2f1; : : : ; 7g

with ji � j j D 3, then dE.x;x
0/� �4. Hence, dE.y;y

0/� dE.x;x
0/� 2� �4 <

p
3.

(9) If .x;y/ 2 fuig�Ai and .x0;y0/ 2>viC3viC4�faig for some i 2 f1; : : : ; 7g, then,
since ai 2Ai and diam.Ai/<

p
3 by condition (6), we have dE.y;y

0/�dE.x;x
0/<
p

3.

(10) If .x;y/ 2 fuig �Ai and .x0;y0/ 2>vjC3vjC4 � faj g for some i; j 2 f1; : : : ; 7g

with ji � j j D 1, then dE.x;x
0/� �1. Hence, dE.y;y

0/� dE.x;x
0/� 2� �1 <

p
3.

(11) If .x;y/ 2 fuig �Ai and .x0;y0/ 2>vjC3vjC4 � faj g for some i; j 2 f1; : : : ; 7g

with ji � j j D 2, then dE.x;x
0/� �3. Hence, dE.y;y

0/� dE.x;x
0/� 2� �3 <

p
3.

(12) If .x;y/2fuig�Ai and .x0;y0/2>vjC3vjC4�faj g for some i; j 2f1; : : : ; 7gwith
ji �j j D 3: Observe that dE.x;x

0/� �5. Hence, dE.y;y
0/�dE.x;x

0/� 2��5 <
p

3.

Hence, disE.RE/ <
p

3, as required.

Appendix A A succinct proof of Theorem G

In this appendix we provide a proof of Theorem G following a strategy suggested by
Matoušek in [24, page 41] and due to Arnold Waßmer.

Lemma A.1 If a simplex contains 0 2 Rn and all of its vertices lie on Sn�1, then
there are vertices u and v of the simplex such that dSn�1.u; v/� �n�1.

Proof We give the proof here for completeness — the proof is basically the same as
that of [11, Lemma 1]. Let u1; : : : ;unC1 be (not necessarily distinct) vertices of a
simplex such that their convex hull contains the origin 0 2 Rn. Therefore, there are
nonnegative numbers �1; : : : ; �nC1 such that

PnC1
iD1 �nD 1 and 0D

PnC1
iD1 �iui . Then

0D





nC1X
iD1

�iui





2

D

X
i¤j

�i�j hui ;uj iC

nC1X
iD1

�2
i :

Moreover, since 0�
P

i¤j .�i ��j /
2 D 2n

PnC1
iD1 �

2
i � 2

P
i¤j �i�j ,

nC1X
iD1

�2
i �

1

n

X
i¤j

�i�j :
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Hence,
0�

X
i¤j

�i�j

�
hui ;uj iC

1

n

�
:

Thus, there must be some distinct i and j such that hui ;uj i � �1=n, so that

dSn�1.ui ;uj /� arccos
�
�

1

n

�
D �n�1:

Below, the notation V .T / for a triangulation T of the cross-polytope yBn will denote
its set of vertices.

Lemma A.2 Let T be a triangulation of the cross-polytope yBn which is antipodally
symmetric at the boundary (ie if � � @yBn is a simplex in T , then �� � @yBn is also
in T ), and let g W V .T /! Sn�1 be a mapping that satisfies g.�v/ D �g.v/ 2 Sn�1

for all vertices v 2 V .T / lying on the boundary of yBn. Then there exist vertices
u; v 2 V .T / with dSn�1.g.u/;g.v//� �n�1.

Proof By Lemma A.1 it is enough to show that some simplex fv1; : : : ; vmg of T

satisfies
0 2 Conv.g.v1/;g.v2/; : : : ;g.vm//:

Suppose not; then one can construct the continuous map � W yBn!Rn n f0g such that
�.a1u1C� � �Camum/ WD a1g.u1/C� � �Camg.um/, where fu1; : : : ;umg is a simplex
of T , a1; : : : ; am2 Œ0; 1�, and

Pm
iD1 aiD1. Next, one can construct the continuous map

O� W yBn!Sn�1 such that O�.x/ WD �.x/=k�.x/k for each x 2 yBn. Moreover, this map O�
is antipode-preserving on the boundary since if x 2 @yBn satisfies xDa1v1C� � �Camvm

where fv1; : : : ; vmg is a simplex of @yBn, then �.x/D a1g.v1/C � � � C amg.vm/ and
�.�x/D a1g.�v1/C � � � C amg.�vm/, so �.�x/D��.x/. This is a contradiction
to the classical Borsuk–Ulam theorem since O� ı˛�1 W Bn! Sn�1 is continuous and
antipode-preserving on the boundary, where (below, for a vector v we denote by kvk1
its 1–norm)

˛ W yBn
! Bn; x 7!

�
.0; : : : ; 0/ if x D .0; : : : ; 0/;

xkxk1=kxk otherwise;

is the natural bi-Lipschitz homeomorphism between yBn and Bn from the unit cross-
polytope to the closed unit ball.

Now we are ready to prove Theorem G.

Proof of Theorem G Let f W Bn! Sn�1 be a map that is antipode-preserving on
the boundary of Bn. Now, fix an arbitrary ı � 0 such that for any x 2 Bn there exists

Geometry & Topology, Volume 27 (2023)



The Gromov–Hausdorff distance between spheres 3795

an open neighborhood Ux of x with diam.f .Ux// � ı. Fix " > 0 smaller than the
Lebesgue number of the open covering fUxgx2Bn .

Let ˛ W yBn ! Bn be the natural (fattening) homeomorphism used in the proof of
Lemma A.2. One can construct a triangulation T of yBn satisfying the following two
properties:

(1) T is antipodally symmetric on the boundary of yBn.

(2) T is fine enough that k˛.u/�˛.v/k � " for any two adjacent vertices u and v.

Then, by Lemma A.2, there exist adjacent vertices u and v such that

dSn�1.f ı˛.u/; f ı˛.v//� �n�1:

Choose xD˛.u/ and yD˛.v/. Because of the choice of ", both x and y are contained
in some Ux . Hence, ı � diam.f .Ux// � �n�1, which concludes as in the proof of
Corollary 5.4.

Appendix B The Gromov–Hausdorff distance between a
sphere and an interval

To make this paper self-contained, we include a proof of the following proposition.

Proposition B.1 Let n be any positive integer. Then dis.f / � 2�
3

for any function
f W Sn!R.

As a consequence , dGH.Sn; I/� �
3

for any interval I �R.

Proof Note that it is enough to prove the claim for nD 1. We adapt an argument from
the proof of [20, Lemma 2.3].

Fix an arbitrary " > 0. Consider an antipodally symmetric triangulation of S1 with
vertex set V � S1 such that dS1.p; q/ � " for any two adjacent vertices p; q 2 V .
Then let Qf W S1! I be the linear interpolation of f jV W V ! I . Now, by the classical
Borsuk–Ulam theorem, there exists x 2 S1 such that Qf .x/ D Qf .�x/. Let p; q 2 V

be such that x 2>pq. Then I \ J ¤ ∅ where I is the closed interval between f .p/
and f .q/, and J is the closed interval between f .�p/ and f .�q/ (since I and J both
contain Qf .x/D Qf .�x/). Without loss of generality, we can assume that f .�p/ 2 I .
Now, let

r WD

�
p if jf .�p/�f .p/j � jf .�p/�f .q/j;

q if jf .�p/�f .p/j> jf .�p/�f .q/j:
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Then jf .�p/�f .r/j � 1
2

length.I/� 1
2
.dis.f /C "/. Hence,

� � "� dS1.�p:r/� dis.f /Cjf .�p/�f .r/j � 3
2

dis.f /C 1
2
";

so dis.f /� 2�
3
� ".

Appendix C Regular polygons and S1

In this appendix we compute the distance between regular polygons and also between
the circle and a regular polygon.

The following map from metric spaces to metric spaces will be useful. For a metric
space .X; dX /, consider the pseudo-ultrametric space .X;uX / where uX WX �X !R

is defined by

.x;x0/ 7! uX .x;x
0/ WD inf

n
max

0�i�n�1
dX .xi ;xiC1/

ˇ̌
x D x0; : : : ;xn D x0 for some n� 1

o
:

Now, define U .X / to be the quotient metric space induced by .X;uX / under the
equivalence x � x0 if and only if uX .x;x

0/D 0. One then has the following, whose
proof we omit:

Proposition C.1 For any path-connected metric space X it holds that U .X /D �.

We also have the following result, establishing that U WMb!Mb is 1–Lipschitz:

Theorem H [7] For all bounded metric spaces X and Y ,

dGH.X;Y /� dGH.U .X /;U .Y //:

For each integer n� 3, let Pn be the regular polygon with n vertices inscribed in S1.
We also let P2 D S0. Furthermore, we endow Pn with the restriction of the geodesic
distance on S1. We then have:

Proposition C.2 (dGH between S1 and inscribed regular polygons) For all n� 2,

dGH.S
1;Pn/D

�

n
:

Proof That dGH.S1;Pn/� �=n can be obtained as follows: by Theorem H,

dGH.S
1;Pn/� dGH.U .S

1/;U .Pn//;
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but, since U .S1/D � by Proposition C.1, and U .Pn/ is isometric to the metric space
over n points with all nonzero pairwise distances equal to 2�=n, from the above
inequality and (7) we have dGH.S1;Pn/ �

1
2

diam.U .Pn// D �=n. The inequality
dGH.S1;Pn/� �=n follows from the fact that dGH.S1;Pn/� dH.S1;Pn/D �=n.

Note that, if S1 and Pn are both endowed with the Euclidean distance (respectively
denoted by S1

E and .Pn/E), then, in analogy with Proposition C.2, we have the following
proposition which solves a question posed in [1]. The proof is slightly different from
that of Proposition C.2.

Proposition C.3 For all n� 2, dGH.S1
E; .Pn/E/D sin.�=n/.

Proof One can prove dGH.S1
E; .Pn/E/ � sin.�=n/ by invoking U as in the proof

of Proposition C.2. In order to prove dGH.S1
E; .Pn/E/ � sin.�=n/, let us construct a

specific correspondence R between S1
E and .Pn/E. Let u1; : : : ;un be the vertices of

.Pn/E, and V1; : : : ;Vn be the Voronoi regions of S1 induced by u1; : : : ;un. Now let

R WD

n[
iD1

Vi � fuig:

Then we claim disE.R/� 2 sin.�=n/. To prove this, it is enough to check the following
two conditions via standard trigonometric identities:

(1) 2 sin.k�=n/� 2 sin..k � 1/�=n/� 2 sin.�=n/ for 1� k �
�

1
2
n
˘

.

(2) 2� 2 sin
��

1
2
n
˘
�=n

�
� 2 sin.�=n/.

Hence, dGH.S1
E; .Pn/E/� sin.�=n/.

We now pose the following question and provide partial information about it in
Proposition C.5:

Question VI Determine , for all m; n 2N, the value of pm;n WD dGH.Pm;Pn/.

Remark C.4 By simple arguments, which we omit, one can prove that p2;3 D
�
3

,
p2;4 D

�
4

, p2;5 D
2�
5

and p2;6 D
�
3

. Also Proposition C.2 indicates that p2;n tends
to �

2
as n!1. Then these calculations imply that n 7! p2;n is not monotonically

increasing towards �
2

; cf Question I.

Proposition C.5 For any integer 0<m<1, pm;mC1 D �=.mC 1/.
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Proof First, let us prove that pm;mC1 � �=.mC1/. We construct a correspondence R

between Pm and PmC1 such that dis.R/� 2�=.mC1/. Let u1; : : : ;um be the vertices
of Pm and v1; : : : ; vm; vmC1 be the vertices of PmC1. Consider the correspondence

R WD

m[
iD1

f.um; vm/g[ f.um; vmC1/g:

Then, for any i; j 2 f1; : : : ;mg,

jdS1.ui ;uj /� dS1.vi ; vj /j

D

ˇ̌̌
2�

m
�minfji � j j;m� ji � j jg �

2�

mC1
�minfji � j j;mC 1� ji � j jg

ˇ̌̌
D

ˇ̌̌
2�k

m
�

2�k

mC1

ˇ̌̌
or
ˇ̌̌
2�k

m
�

2�.kC1/

mC1

ˇ̌̌ �
for some 0� k �

�
1
2
m
˘�

D
2�k

m.mC1/
or 2�

mC1

�
1�

k

m

� �
for some 0� k �

�
1
2
m
˘�

�
2�

mC1
:

Also, for any i 2 f1; : : : ;mg,

jdS1.ui ;um/� dS1.vi ; vmC1/j

D

ˇ̌̌
2�

m
�minfm� i; ig�

2�

mC1
�minfmC 1� i; ig

ˇ̌̌
D

ˇ̌̌
2�k

m
�

2�k

mC1

ˇ̌̌
or
ˇ̌̌
2�k

m
�

2�.kC1/

mC1

ˇ̌̌ �
for some 0� k �

�
1
2
m
˘�

D
2�k

m.mC1/
or 2�

mC1

�
1�

k

m

� �
for some 0� k �

�
1
2
m
˘�

�
2�

mC1
:

Hence, one concludes that dis.R/� 2�=.mC 1/.

Next, let us prove that pm;mC1 � �=.mC 1/. Fix an arbitrary correspondence R

between Pm and PmC1. Then there must be a vertex ui of Pm, and two vertices vj
and vk of PmC1 such that .ui ; vj /; .ui ; vk/ 2R. Hence,

dis.R/� jdS1.ui ;ui/� dS1.vj ; vk/j D
2�

mC1
:

Since R is arbitrary, one concludes that pm;mC1 � �=.mC 1/.
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