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Let C be a curve of genus g. A fundamental problem in the theory of algebraic curves is to understand
maps C!P r of specified degree d . When C is general, the moduli space of such maps is well understood
by the main theorems of Brill–Noether theory. Despite much study over the past three decades, a similarly
complete picture has proved elusive for curves of fixed gonality. Here we complete such a picture, by
proving analogs of all of the main theorems of Brill–Noether theory in this setting. As a corollary, we
prove a conjecture of Eisenbud and Schreyer regarding versal deformation spaces of vector bundles on P1.
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1 Introduction

The notion of a (complex) algebraic curve without reference to an embedding in projective space was
developed in the 19th century. Ever since, a fundamental problem in algebraic geometry — whose study
goes back at least to [Riemann 1851] — has been:

Question Given an algebraic curve C, what is the geometry of the space of maps C ! P r of given
degree d?
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194 Eric Larson, Hannah Larson and Isabel Vogt

The data of such a map is equivalent to a line bundle L on C of degree d , equipped with an .rC1/-
dimensional basepoint-free space of sections V �H 0.C;L/. A central object of study is therefore the
Brill–Noether locus W r

d
.C / defined by

W r
d .C / WD fline bundles L on C with h0.C;L/� r C 1g � Picd .C /:

When C is a general curve of genus g, the fundamental results of Brill–Noether theory from the 1970s
and 1980s give a good description of the geometry of W r

d
.C /. Namely, W r

d
.C / is

(1) of the expected dimension �D g� .rC1/.gC r �d/ and nonempty if and only if �� 0 [Griffiths
and Harris 1980];

(2) normal and Cohen–Macaulay, and is smooth away from W rC1
d

.C / [Gieseker 1982];

(3) of class

ŒW r
d .C /�D

rY
˛D0

˛Š

.g� d C r C˛/Š
� � .rC1/.g�dCr/

(independently by [Kempf 1971; Kleiman and Laksov 1972]);

(4) irreducible if � > 0 [Fulton and Lazarsfeld 1981];

(5) reducible if � D 0, by (3), except if .d; r/ D .0; 0/ or .d; r/ D .2g � 2; g � 1/; nonetheless,
when � � 0, the universal Wr

d
has a unique irreducible component dominating the moduli space of

curves [Eisenbud and Harris 1987].

The local results (1) and (2) are substantially simpler; in fact, there are even short proofs of them that
do not use degeneration [Lazarsfeld 1986]. While the original proofs assume that the base field has
characteristic zero, parts (1)–(4) have subsequently been established in positive characteristic [Osserman
2014; 2019; Castorena et al. 2018; Jensen and Payne 2014]. By contrast, the only known proof of the
most subtle global result, part (5), uses degeneration and is valid only in characteristic zero. Part (5) in
positive characteristic will be a consequence of our main theorem (see Remark 1).

However, in nature, curves C are often encountered already equipped with a map C ! P r0 . It is thus
natural to ask how the presence of a given map C ! P r0 — which may force C to not be general —
affects the moduli spaces of other maps C ! P r . The simplest case of this problem is when r0 D 1, ie
when C is general among curves of fixed gonality k. Unsurprisingly, therefore, the following question
has received much attention from the 1990s to the present day:

Question 1.1 Given a general degree k genus g cover f W C ! P1, what is the geometry of W r
d
.C /?

For k D 2; 3, classical results answer this question (in fact for every curve of genus g): the case of
hyperelliptic curves is a famous result of [Clifford 1878]; the case of trigonal curves was answered
by [Maroni 1946] (for further interpretations see also [Martens and Schreyer 1986; Larson 2021a]).
Partial progress has been made when k D 4 [Coppens and Martens 2000], and when k D 5 [Park 2002].
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Global Brill–Noether theory over the Hurwitz space 195

Upper bounds on the dimension of W r
d
.C / were given for odd k by [Martens 1996] and for arbitrary k

by [Ballico and Keem 1996]. Moreover, for arbitrary k, the dimension of all components of W 1
d
.C /

were determined by Coppens, Keem and Martens [Coppens et al. 1994]. Later, Coppens and Martens
[1999] showed that W r

d
.C / has a component of the expected dimension � when d �g < r � k� 2, and

then [2002] that W r
d
.C / has components of the “wrong dimension” �.g; ˛� 1; d/� .r �˛C 1/k for ˛

dividing r or rC 1. Pflueger [2017] proved that a maximum over formulas of this type provides an upper
bound

(1) dimW r
d .C /� �k.g; r; d/ WD max

`2f0;:::;r 0g
�.g; r � `; d/� `k;

where r 0 WDminfr; g� d C r � 1g. The value where the above maximum is attained need not satisfy the
divisibility conditions of Coppens and Martens. Nevertheless, Jensen and Ranganathan [2021] proved
that equality holds in (1), determining the dimension of the largest component.

Subsequently, H Larson [2021b] and Cook-Powell and Jensen [2022a, Conjecture 1.2] independently
conjectured that these multiple components of varying dimensions are explained by splitting loci. Indeed,
if f W C ! P1 is a k-gonal curve, the condition h0.C;L/� r C 1 is equivalent to h0.P1; f�L/� r C 1.
The Brill–Noether locus W r

d
.C / therefore splits into a union of Brill–Noether splitting loci W Ee.C /

corresponding to the possible splitting types Ee of the pushforward. Namely, if Ee D .e1; : : : ; ek/ is a
splitting type, then write O.Ee/ WD OP1.e1/˚ � � �˚OP1.ek/, and define

W Ee.C /D fline bundles L on C with f�L' O.Ee/ or a specialization thereofg � Picd .C /:

In this language,
W r
d .C /D

[
h0.O.Ee//�rC1

W Ee.C /:

It thus natural to ask whether the splitting type is the only discrete invariant, or more specifically whether
the Brill–Noether splitting loci W Ee.C / satisfy analogs of (1)–(5). So far, there has been substantial
progress towards the simpler local aspects: An analog of (1) is known, and there has been progress
towards analogs of (2) and (3). Namely, it is known that W Ee.C / is

(10) of the expected dimension �0 WD g � u.Ee/, where u.Ee/ WD h1
�
End.O.Ee//

�
D
P
ei<ej

ej � ei � 1,
and nonempty if and only if �0 � 0 (independently by Larson [2021b] and Cook-Powell and Jensen
[2022a; 2022b]);

(20ı) smooth away from the union of W Ee
0

.C / for Ee0 a specialization of Ee [Larson 2021b];

(30ı) of class

ŒW Ee.C /�D
N.Ee/

u.Ee/Š
� �u.Ee/

for some unknown integer N.Ee/ depending on Ee but not on g [Larson 2021b].
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196 Eric Larson, Hannah Larson and Isabel Vogt

With the exception of (30ı) above — which follows from a structure theorem on the Chow ring of the moduli
stack of vector bundles on P1 obtained in [Larson 2021c] — the principal tool in the study of W Ee.C /
thus far has been degeneration: given an element of W Ee.C / on a general smooth k-gonal curve, one can
study the limiting behavior as the curve C is specialized. The central difficulty with this approach has
been the lack of a “regeneration theorem”: Given the sort of object that looks like it might be a limit,
we had no way of showing that it was indeed a limit. Thus, “local” information about the loci W Ee.C /
(smoothness, dimension, etc) was accessible via degeneration, but the more subtle “global” information
(irreducibility, class, etc) remained inaccessible.

The central innovation of the present paper is to establish such a regeneration theorem, thus enabling
a degenerative study of global information about W Ee.C /. As a consequence, we obtain the following
results, which provide the first complete answer to Question 1.1:

Theorem 1.2 Suppose that the characteristic of the ground field is zero or greater than k. Let f WC !P1

be a general degree k cover of genus g, and let Ee be any splitting type.

(20) W Ee.C / is normal and Cohen–Macaulay, and is smooth away from the union of the splitting loci
W Ee
0

.C /�W Ee.C / having codimension 2 or more.

(30) The integers N.Ee/ can be described in terms of a well-studied problem in the theory of Coxeter
groups (see Theorem 1.4 below for a more precise statement).

(40) W Ee.C / is irreducible when �0 > 0.

(50) When �0 � 0, the universal WEe has a unique component dominating the Hurwitz space Hk;g of
degree k genus g covers of P1.

See Remark 1 for more details on the characteristic assumptions.

In particular, this theorem establishes that the splitting type is the only discrete invariant in the Brill–
Noether theory of k-gonal curves and resolves [Cook-Powell and Jensen 2022a, Conjecture 1.2; 2022b,
Conjecture 1.6].

Theorem 1.2(20) also implies a conjecture of Eisenbud and Schreyer regarding the equations of splitting loci
on versal deformation spaces. Suppose Ee0� Ee; let F on P1�Def.O.Ee0// be the versal deformation of O.Ee0/.
The subscheme †Ee � Def.O.Ee0//, defined by the Fitting support for rkR1��F.m/ � h1.P1;O.Ee/.m//,
is clearly supported on the splitting locus for splitting type Ee or worse. Eisenbud and Schreyer [2008,
Conjecture 5.1] conjecture that †Ee is reduced.

Corollary 1.3 The splitting locus †Ee is normal and Cohen–Macaulay (and hence reduced ).

Proof Let f W C ! P1 be a general cover of genus g � u.Ee0/ and let L 2W Ee
0

.C /. By [Larson 2021b],
the induced map from Picd .C / near L to Def.f�L/D Def.O.Ee0// is smooth. Thus, the fact that W Ee.C /
(whose scheme structure shall be defined by the appropriate Fitting supports) is normal and Cohen–
Macaulay implies †Ee is normal and Cohen–Macaulay.
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1.1 Further explanation of (30)

Let W be a Coxeter group with generating set S, and let w 2W be an element. Define

R.w/ WD number of reduced words for .W; S/ equal to w:

Determination of the integers R.w/ is a well-studied problem in combinatorics, starting with Stanley’s
computation [1984] of R.w/ for Coxeter groups of type A (ie the symmetric groups), and his proposal
for a systematic study of R.w/ for other Coxeter groups. This problem has since been solved completely
for other finite Coxeter groups — including of type B by [Haiman 1992], and of type D by [Billey and
Haiman 1995] — and partial progress has been made for some infinite Coxeter groups [Eriksson 1996;
Fan 1998; Fan and Stembridge 1997; Stembridge 1996; 1997; 1998].

Of particular relevance to us are the Coxeter systems of type zA, known as affine symmetric groups.
Explicitly, these are groups generated by elements sj with j 2 Z=kZ, subject to relations

s2j D 1; sj sj 0 D sj 0sj if j � j 0 ¤˙1; and .sj sjC1/
3
D 1:

Alternatively, elements of the affine symmetric group can be realized as permutations f WZ!Z such that

f .xC k/D f .x/C k and
kX
xD1

f .x/D

kX
xD1

x D 1
2
k.kC 1/I

here sj corresponds to the simple transposition defined by

f .x/D

8<:
xC 1 if x � j mod k,
x� 1 if x � j C 1 mod k,
x otherwise.

For the affine symmetric group, Eriksson [1996] gave recursive formulas for R.w/ and showed that, for
fixed k, the generating function for R.w/ is rational.

We relate the components of the Brill–Noether splitting locus on the central fiber to reduced words in
the affine symmetric group. As a consequence of our regeneration theorem, the count of points (when
�0 D 0) on the general fiber is equal to the count on the central fiber. Therefore we obtain:

Theorem 1.4 Given a splitting type Ee, define w.Ee/ to be the affine symmetric group element that sends
(for 1� `� k)

` 7! �.O.Ee/.�ekC1�`//� #f`0 W e`0 � ekC1�`gC #f`0 W `0 � kC 1� ` and e`0 D ekC1�`g:

Then

N.Ee/DR.w.Ee//:

Geometry & Topology, Volume 29 (2025)



198 Eric Larson, Hannah Larson and Isabel Vogt

In particular, the integers N.Ee/ grow rapidly, and may be easily computed in any desired case using
Eriksson’s recursions mentioned above. For example, N.2; 7; 18; 18; 28; 28/ is the integer

25867977167969459670048709047628541850991022718608668059259099938720� 2:6 � 1067:

One can also check that the description of N.Ee/ in Theorem 1.4 agrees with the conjectural value of N.Ee/
proposed by Cook-Powell and Jensen [2022b, Conjecture 1.6], and hence proves this conjecture.

1.2 Overview of techniques

The degeneration we will use is to a chain of elliptic curves, as described in Section 2. In Section 3, we
identify the sorts of objects that look like they might be a limit of line bundles in W Ee.C /; we call these
Ee-positive limit line bundles.

This locus of Ee-positive limit line bundles has an intricate combinatorial structure: In Section 4, we show
that its components are in bijection with certain fillings of a certain Young diagram �.Ee/. In Section 5,
we relate these fillings to the reduced word problem for the affine symmetric group. As a preview, for
example, the splitting type Ee D .�2; 0; 0; 2/ corresponds to the Young diagram

w.Ee/ WD

8̂̂̂<̂
ˆ̂:
1 7! �4

2 7! 2

3 7! 3

4 7! 9

corresponds
to

h
1
.O

P
1
.
Ee
/.
�
2
// h1.OP1 .Ee//

h0.OP1 .Ee//

h0.OP1 .Ee/.�1//

When g D u.Ee/D 7, there are six Ee-positive limit line bundles on the central fiber, corresponding to six
fillings, one of which is shown below:

h
1
.O

P
1
.Ee
/.
�
2
// 1 3 4 6 7

2 7
4
5
7

w.Ee/D s4s3s1s2s1s3s4
corresponds

to

We then prove our regeneration theorem, which is the heart of the paper since it provides the bridge
between the combinatorics of the central fiber and the geometry of the general fiber. Because the
components of W r

d
have the “wrong” dimension, naively applying the techniques used by Eisenbud and

Harris [1986] to prove their regeneration theorem necessarily produces too many equations. Our key
insight is that the combinatorial structure coming from the affine symmetric group forces the limit linear
series associated to a general Ee-positive limit line bundle to “break up” into minimally interacting pieces
that can be regenerated almost independently. This allows us to avoid overcounting equations, and prove
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Global Brill–Noether theory over the Hurwitz space 199

a regeneration theorem in Section 6. However, this “breaking up” happens a priori only set-theoretically.
We then upgrade this to a scheme-theoretic regeneration theorem in Section 7 by showing that the locus
of Ee-positive limit line bundles on the central fiber is reduced.

Having established the regeneration theorem, we then deduce the fundamental global geometric properties
of Brill–Noether splitting loci in Sections 8–10.

Remark 1 (on our ground field) Since the conclusion of Theorem 1.2 is geometric, we suppose for the
remainder of the paper that our ground field K is algebraically closed.

The assumption that the characteristic of K is zero or greater than k is used only to guarantee the
irreducibility of Hk;g (as proved by Fulton [1969]), and hence to be able to state Theorem 1.2 in terms of
a “general” degree k cover. However, in any characteristic, the conclusions of Theorem 1.2(20)–(40) hold
for some component of Hk;g . In particular, Corollary 1.3 requires no hypotheses on the characteristic.

Moreover, in any characteristic not dividing k, the conclusion of Theorem 1.2(50) holds for some component
of Hk;g . In particular, taking k large relative to g and not divisible by the characteristic, Theorem 1.2(50)
implies part (5) of the classical Brill–Noether theorem in positive characteristic.

The paper is organized so that characteristic assumptions are made as late as possible. All of Sections 2–9
make no assumptions on the characteristic of the ground field. Section 10 assumes that the ground field
has characteristic not dividing k.

Remark 2 (on Hurwitz spaces) Our arguments show the a priori stronger statement that there exists a
smooth degree k cover f W C ! P1 with two points of total ramification satisfying (20)–(40). Moreover,
in (50), the Hurwitz space can be replaced with a component of the stack Hk;g;2 parametrizing degree k
genus g covers of P1 with two marked points of total ramification (see Definition 10.2).
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2 Our degeneration

We will prove Theorem 1.2 via degeneration to a chain X DE1[p1 E
2[p2 � � � [pg�1 E

g of g elliptic
curves:

p0 p1 p2 pg�1 pg
E1 E2 E3 Eg�1 Eg

Let f i W Ei ! P1 be degree k maps. Pasting these maps together, we get a map f W X ! P, where P
denotes a chain of g rational curves, attached at points qi D f .pi /:

q0 q1 q2 qg�1 qg
P1 P1 P1 P1 P1

If all the f i are totally ramified at pi�1 and pi , then the theory of admissible covers implies that f is a
limit of smooth k-gonal curves. (The theory of admissible covers was developed by Harris and Mumford
[1982] in characteristic zero; see also [Liu 2003, Section 5] for a characteristic-independent proof of this
fact.) In other words, there is a map f W X! P between families of curves of genus g and 0, respectively,
over the base B D SpecKŒŒt �� such that the general fiber of f is a smooth k-gonal curve and the special
fiber of f is f. Moreover, we may suppose that the total space X is smooth, that P!B is the base change
of a family P0! B0 with smooth total space via a map ˇ W B! B0, and that f is totally ramified along
sections p0 and pg of C! B whose special fibers are p0 and pg , respectively.

A map f i WEi!P1 of degree k and totally ramified at pi�1 and pi exists if and only if pi�pi�12PicEi

is k-torsion. To keep things as generic as possible, we therefore suppose for the remainder of the paper
that pi �pi�1 has order exactly k in PicEi .

Remark 3 (on “general” degree k covers) By a general degree k cover, we mean one in a component
of Hk;g containing the above deformation of X. When the characteristic of the ground field is zero or
greater than k, Hk;g is irreducible [Fulton 1969], so such a component is the entire Hurwitz space.

3 Limits of line bundles

In this section, let f W C! P! B be a family of degree k genus g covers, over a smooth irreducible
base B, which is smooth over the generic point B�, and has smooth total space C. (Prior to Section 10,
the only case of interest will be when B is the spectrum of a DVR.) We suppose that all fibers (including
over nonclosed points) of C! B are chain curves, ie of the form C 1[p1 [ � � � [pn�1 C

n, with all C i
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smooth. (The integer n will depend on which fiber we consider.) Equivalently, all geometric fibers of
C! B are chain curves, and these chain curves can be oriented (ie the two ends can be distinguished)
in a way which is consistent over B. This second condition holds, in particular, if C! B has a section
whose value at any geometric point C 1[p1 [ � � � [pn�1 C

n is supported in C 1 X fp1g (which allows us
to consistently pick which end of the chain is “left” and “right”).

Similarly, we suppose that all fibers of P! B are chain curves with all components P i ' P1, and that
the map f W C!P respects this structure. Finally, we suppose that, for each fiber the maps f i W C i ! P i

are totally ramified at the nodes pi�1 and pi (note that this condition is vacuous if C is smooth).

Note that such covers include our degeneration X!P!B from the previous section as the special case
where B is the spectrum of a DVR and all C i have genus 1. Similarly, this includes P0

��!P0! B0 as
the special case where all C i have genus 0.

In this section, we address the following two fundamental questions:

(1) Suppose L� is a line bundle of degree d on the generic fiber C� D C�B B
�. What data do we

obtain on a special fiber over b 2 B?

(2) If f�L� has splitting type Ee, what conditions must this data on a special fiber satisfy?

These questions are local on B. Shrinking B if necessary, we may suppose that every component of the
singular locus � of f meets the fiber over b 2 B. In other words, writing

C D C�B b D C
1
[p1 [ � � � [pn�1 C

n;

every component of � contains some pi .

We now turn to Question (1) above. Since C is smooth, we may extend L� to a line bundle L on C.
However, this extension is only unique up to twisting by divisors on C that do not meet the generic fiber,
ie which do not dominate B. We now describe a basis for such divisors.

Since C!B is a family of chain curves, each component of � contains at most one pi . Because C!B

is a family of nodal curves, f W�!B is unramified. Moreover, because the versal deformation space of a
node is SpecKŒŒx; y; t ��=.xy � t /! SpecKŒŒt ��, and the total space C is smooth, the image under f of
any component of � is a smooth divisor in B. Consequently, � is smooth of codimension 2 in C. Thus,
each pi is contained in a unique component �i .

Putting this together, there are exactly n� 1 components of �, one containing each node of C. Label
these components �1; �2; : : : ; �n�1 so that �i contains pi .

Consider any component S of f.�/, and let fi1; i2; : : : ; im.S/g denote the set of i such that f.�i /D S.
(As we range through all components of f.�/, these sets form a partition of f1; 2; : : : ; ng.) Then, because
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C!B is a family of chain curves, f�1.S/D S1[S2[� � �[Sm.S/C1 has exactly m.S/C1 components,
meeting pairwise along the �ij :

C

�im.S/

�i2

�i1

: : :
:::

S1

S2

S3

Sm.S/

Sm.S/C1

†i2

bS

B

As shown in the above diagram, these components are indexed so that

Sj \C D

8<:
C 1[ � � � [C i1 if j D 1,
C im.S/C1[ � � � [C n if j Dm.S/C 1,
C ij�1C1[ � � � [C ij otherwise.

and Sj \Sj 0 D

�
�ij if j 0 D j C 1,
∅ if j 0 > j C 1.

For 1� j �m.S/, we define

†ij D S1CS2C � � �CSj ; which satisfies †ij \C D C 1CC 2C � � �CC ij :

By construction, every divisor on C supported on f�1.S/ is a unique linear combination of the †ij

and f�1.S/. Repeating this construction for every component S of f.�/, we will have defined divisors
†i for all 1� i � n� 1.

Example 3.1 When B is the spectrum of a DVR and b is the special fiber, †i D C 1CC 2C � � �CC i .

Now suppose that D is any irreducible divisor such that f.D/ is a divisor on B not contained in f.�/.
Then the generic fiber of C over f.D/ is irreducible, so D is a multiple of f�1.f.D//. Putting this together,
we learn that any divisor on C that does not dominate B can be written uniquely as a linear combination
of the †i and the pullback of a divisor on B.
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Note that twisting by the pullback of a divisor on B does not change LjC , and that twisting by the †i

changes the LjC j as follows:

(2) L.†i /jC j '

8<:
LjC j .�p

i / if j D i ,
LjC j .p

i / if j D i C 1,
LjC j otherwise.

In particular, for any degree distribution Ed D .d1; d2; : : : ; dn/ with d D
P
d i , there is an extension L Ed

of L� to C such that L Ed jC has degree Ed (ie has degree d i on C i ), which is unique up to twisting by
the pullback of a divisor on B. Moreover, any one extension L Ed determines all other extensions (up to
pullbacks of divisors on B) via the above relation.

Restricting to the fiber C over b, we conclude that for each such degree distribution Ed , there is a unique
limit L Ed WD L Ed jC of degree Ed . Moreover, any one limit L Ed determines all other limits via repeatedly
applying the relation

(3) L.d1;d2;:::;d iC1;d iC1�1;:::;dg/jC j '

8<:
L.d1;d2;:::;dg/jC j .p

i / if j D i ,
L.d1;d2;:::;dg/jC j .�p

i / if j D i C 1,
L.d1;d2;:::;dg/jC j otherwise.

The following definition thus encapsulates the data we obtain on any fiber:

Definition 3.2 Let

Picd C WD
G

Ed W
P
d iDd

Pic
Ed C

.
�;

where � denotes the equivalence relation generated by (3). We call elements L of Picd C limit line
bundles of degree d , and write L Ed for the corresponding line bundle on C of degree Ed .

If D D C i [C iC1[ � � � [C j � C is any connected curve, we write LD for the “restriction of L to D
as a limit line bundle of degree d”. More formally, for any degree distribution .d i ; d iC1; : : : ; d j / on D
with d i C d iC1C � � �C d j D d , we have

.LD/j.d i ;d iC1;:::;dj / D L.0;:::;0;d i ;d iC1;:::;dj ;0;:::;0/jD:

For ease of notation when C DX (respectively C D P ) is our chain of g elliptic (respectively rational)
curves, we set Li DLE

i

(respectively Li DLP
i

). These are limit line bundles on smooth curves, which
are just ordinary line bundles.

In other words, if we fix a degree distribution Ed with
P
d i D d , then we have a natural isomorphism

Picd C ' Pic Ed C ; but Picd C exists without fixing a degree distribution (although its elements do not
then yet correspond naturally to line bundles on C ). Note that Picd C is a torsor for Picı C '

Q
Pic0 C i ,

and that there are natural tensor product maps Picd1 C �Picd2 C ! Picd1Cd2 C.
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Example 3.3 Consider the family appearing in Section 2. When L� D OC�.m/ WD f�OP�.m/, we obtain
limit line bundles OC .m/. These can be described in terms of the geometry of the central fiber alone: for
instance, if we fix the degree distribution .mk; 0; : : : ; 0/, we have

OC .m/.mk;0;:::;0/jC i D

�
OC1.m/ WD .f

1/�OP1.m/ if i D 1,
OC i otherwise.

By slight abuse of notation, we write OP.m/
i WD ž�OP0.m/

i , where žW P! P0 is the base change of
ˇ W B! B0 appearing in Section 2.

This then provides an answer to the first question posed at the beginning of the section: To a line bundle
L� on C� on the generic fiber, we can associate a limit line bundle L of degree d on C.

We now turn to the second question: Suppose that f�L� has splitting type Ee. What can we say about the
associated limit line bundle L? First of all,

�.L/D �.L�/D �.P1;OP1.Ee//;

and so

(4) d D g� 1C�.P1;OP1.Ee//:

Moreover, since L� has splitting type Ee,

(5) h0.C�;L�.m//D h0.P1;OP1.Ee/.m//D

kX
`D1

max.0; e`CmC 1/ for any m:

By semicontinuity, the limit line bundle L therefore satisfies

(6) h0.C;L.m/ Ed /�

kX
`D1

max.0; e`CmC 1/ for any degree distribution Ed with
nX
iD1

d i D d Cmk:

The following definition thus encapsulates the conditions our data on the central fiber must satisfy:

Definition 3.4 We say that a limit line bundle L 2 Picd .C / is Ee-positive if it satisfies (4) and (6).

This then provides an answer to the second question posed at the beginning of the section: if f�L� has
splitting type Ee, then the associated limit line bundle L must be Ee-positive.

In fact, there is a proper scheme W Ee.C/ over B whose fibers over every point parametrize Ee-positive line
bundles on the corresponding fiber of C! B. This scheme will be an intersection of determinantal loci
(over all degree distributions). To construct this scheme, work locally on the base near b 2 B as above,
and write � W Picd .C=B/�B C! Picd .C=B/ for the projection map. For any degree distribution Ed on
C WD C�B b of d Cmk, we obtain a universal bundle L.m/ Ed . For each m and Ed , there is a natural
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scheme structure on

fL 2 Pic
Ed .C=B/ W h0.��1.L/; L.m//� h0.P1;O.Ee/.m//g

D fL 2 Picd .C=B/ W rk.R1��L.m/ Ed /jL � h
1.P1;O.Ee/.m//g;

defined by the Fitting support for where rkR1��L.m/ Ed �h
1.P1;O.Ee/.m//, as we now recall. The Fitting

supports of a coherent sheaf are defined by the appropriately sized determinantal loci of a resolution by
vector bundles and are independent of the resolution (see for example [Eisenbud 1995, Section 20.2]).

An often-used resolution of R1��L.m/ Ed is constructed as follows. LetD Ed �C be a sufficiently relatively
ample divisor (relative to Ed ), so that ��ŒL.m/ Ed .D Ed /� and ��ŒL.m/ Ed .D Ed /jD Ed � are vector bundles on
Picd .C=B/. Pushing forward the exact sequence

0! L.m/ Ed ! L.m/ Ed .D Ed /! L.m/ Ed .D Ed /jD Ed ! 0

by � , we see that the restriction map

��ŒL.m/ Ed .D Ed /�! ��ŒL.m/ Ed .D Ed /jD Ed �

provides a resolution of R1��L.m/ Ed . Using the scheme structure defined by the appropriate minors, we
define

W Ee.C/ WD
\
m; Ed

fL 2 Pic
Ed .C=B/ W rk.R1��L.m/ Ed /jL � h

1.P1;O.Ee/.m//g:

Since h1.P1;O.Ee/.m//D 0 form large, only finitely many terms in the intersection are proper subschemes
of Pic Ed .C=B/.

4 Classification of Ee-positive limit line bundles

Returning to notation of Section 2, in this section we classify Ee-positive line bundles on the central fiber X.
The following description in terms of k-staircase tableaux is an observation due to Cook-Powell and
Jensen [2022b] in the tropical setting. Here, we provide a self-contained proof in the classical setting.

For any 0� i � g and any degree distribution Ed , write

X�i DE1[E2[ � � � [Ei and d�i D d1C d2C � � �C d i :

Definition 4.1 For a limit line bundle L, and 1� i � g� 1, and n� 1, define

ain.L/Dminf˛ W h0.X�i ; L Ed jX�i /� n for any degree distribution Ed with d�i D ˛g:

We extend this to i D g via

agn .L/Dmin
˚
˛ W for some m and � with dCmkD˛C� and �� 0, we have

h0.X;L.m/ Ed.m//�nC� for any degree distribution Ed.m/ with d.m/�g D dCmk
	
;

and to i D 0 via
a0n.L/D n� 1:
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For 1 � i � g � 1, unwinding the definition of ain, there exists a degree distribution Ed with d�i D
ain� 1 satisfying h0.X�i ; L Ed jX�i / � n� 1. Furthermore, since vanishing at a single point imposes at
most one condition on global sections, there exists a degree distribution Ed with d�i D ain witnessing
h0.X�i ; L Ed jX�i /D n such that not every section of L Ed jX�i vanishes at pi .

Proposition 4.2 We have ain > a
i
n�1.

Proof The case i D 0 is clear by definition.

When 1� i � g�1, let Ed be a degree distribution with d�i D ain�1 witnessing h0.X�i ; L Ed jX�i /D n�1.
This implies ain > a

i
n�1, as desired.

Finally, when i D g, we claim that, for any m and � with d Cmk D agn�1C �, there is some degree
distribution Ed.m/ with d.m/�g D dCmk such that h0.X;L.m/ Ed.m//� .n�1/C�. Indeed, if not, then
h0.X;L.m/ Ed.m// � .n� 1/C .�C 1/ for every such degree distribution, which would contradict the
definition of agn�1 because d Cmk D .agn�1� 1/C .�C 1/. This implies agn > a

g
n�1, as desired.

Proposition 4.3 We have ain � a
i�1
n . If equality holds , then Li ' OE i .a

i�1
n pi�1C .d � ai�1n /pi /.

Remark 4 Our proof will show that if equality holds when i D 1 (respectively i D g) then a0n D 0
(respectively ag�1n � d mod k). Thus the formula given for Li is independent of choice of p0 and pg .

Proof We separately consider the following cases:

i D 1 For any degree distribution Ed , the line bundle L Ed jE1 ' L
1.�.d � d1/p1/ is of degree d1 on a

genus 1 curve and hence by Riemann–Roch has a max.0; d1/-dimensional space of global sections unless
d1 D 0 and L1.�dp1/' OE1 . Hence, there is no degree distribution Ed such that d1 � a0n� 1D n� 2
and h0.E1; L Ed jE1/ � n. Furthermore, there is no such degree distribution with d1 D a0n D n� 1 and
h0.L Ed jE1/� n unless a0n D 0 and L1 D OE1.dp

1/D OE1.a
0
np

0C .d � a0n/p
1/.

2� i � g � 1 Let Ed be a degree distribution such that d�i�1 D ai�1n � 1 and

h0.X�i�1; L Ed jX�i�1/ < n:

We may further assume that d i D 0. Then

h0.X�i ; L Ed jX�i /� h
0.X�i�1; L Ed jX�i�1/C h

0.Ei ; L Ed jE i .�p
i�1// < n:

Therefore ain � a
i�1
n .

Furthermore, there exists a degree distribution Ed with d�i�1 D ai�1n and d i D 0 witnessing

h0.X�i�1; L Ed jX�i�1/D n and h0.X�i�1; L Ed jX�i�1.�p
i�1//D n� 1:
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Thus
h0.X�i ; L Ed jX�i /D h

0.Ei ; L Ed jE i /Cn� 1:

If ain D a
i�1
n , then, to ensure this degree distribution has enough sections, h0.Ei ; L Ed jE i / > 0. Since

L Ed jE i has degree zero, this implies L Ed jE i ' OE i . Applying (3),

L Ed jE i ' L
i .�ai�1n pi�1� .d � ai�1n /pi /;

so this implies the desired condition.

i D g Let Ed be a degree distribution such that d�g�1 D ag�1n � 1 and

h0.X�g�1; L Ed jX�g�1/ < n:

Let m and � � 0 be any integers such that d Cmk D ag�1n � 1C �. Define

Ed.m/ WD .d1; d2; : : : ; dg�1; dg Cmk/:

Then dg Cmk D �. Thus

h0.X;L.m/ Ed.m//� h
0.X�g�1; L.m/ Ed.m/jX�g�1/C h

0.Eg ; L.m/ Ed.m/jE
g.�pg�1// < nC �:

Therefore agn � a
g�1
n .

Furthermore, there exists a degree distribution Ed with d�g�1 D ag�1n witnessing

h0.X�g�1; L Ed jX�g�1/D n and h0.X�g�1; L Ed jX�g�1.�p
g�1//D n� 1:

Let m and � � 0 be any integers such that d Cmk D a
g�1
n C �. Define Ed.m/ as above; as before,

dg Cmk D �. We have

h0.X;L.m/ Ed.m//D h
0.Eg ; L.m/ Ed.m/jE

g/Cn� 1:

If agn D a
g�1
n , then for some such choice of m and �, we must have h0.Eg ; L.m/ Ed.m/jEg/ > �. Since

degL.m/ Ed.m/jEg D d
g Cmk D �, this implies � D 0 and L.m/ Ed.m/jEg ' OEg . Applying (3),

L.m/ Ed.m/jE
g 'Lg.m/.�ag�1n pg�1/'Lg..mk�ag�1n /pg�1/'Lg.�ag�1n pg�1� .d �ag�1n /pg/;

so this is exactly the desired condition.

We now repackage this information as follows:

Definition 4.4 For n� 1, write
fn.i/D i Cn� 1� a

i
n;

and define

h.n/ WD hEe.n/Dmaxfh1.P1;O.Ee/.m// Wm satisfies h0.P1;O.Ee/.m//� ng

Dmax
n kP̀
D1

max.0;�e`�m� 1/ Wm satisfies
kP̀
D1

max.0; e`CmC 1/� n
o
:

Note that h.n/ is nonincreasing and is zero for n large.
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Proposition 4.5 If L is Ee-positive , then fn.g/� h.n/.

Proof Suppose that m satisfies h0.P1;O.Ee/.m//� n; let � D h0.P1;O.Ee/.m//�n� 0. By (6),

h0.X;L.m/ Ed.m//� h
0.P1;O.Ee/.m//D nC �

for any degree distribution Ed.m/ with d.m/�g D d Cmk. Therefore, by Definition 4.1,

agn � d Cmk� � D d Cmk� h
0.P1;O.Ee/.m//Cn:

Thus,
fn.g/� gCn� 1� Œd Cmk� h

0.P1;O.Ee/.m//Cn�D h1.P1;O.Ee/.m//:

Therefore fn.g/� h.n/.

The inequality of Proposition 4.5 forces equality to hold in Proposition 4.3 for many values of i and n. To
keep track of when equality holds, we use a combinatorial object that we will term a k-staircase tableau.

Definition 4.6 A Young diagram is a finite collection of boxes arranged in left-justified rows such that
the number of boxes in each row is nonincreasing. We index the boxes by their row and column .r; c/,
beginning with .1; 1/, and we define the diagonal index of a box to be c � r .

The boundary of a Young diagram is the sequence of line segments formed by the right-most edges of the
last box in every row and the bottom-most edge of the last box in every column. For convenience, we
extend this to infinity below and to the right of the diagram. We index the boundary segments by the
diagonal index of the box above (if the segment is horizontal), or to the right (if the segment is vertical):

r

c

boundary

-8
-7

-6
-5
-4

-3
-2

-1
0

1
2

3
4

5 6 7
8

9

Because h.n/ is nonincreasing and zero for n large, the data of the function h.n/ (which is defined for
positive integers n) is thus the same as the data of a Young diagram, where we put h.n/ boxes in the nth

column.

Definition 4.7 For a splitting type Ee, we write �.Ee/ for the Young diagram determined by hEe.n/ in the
above manner. We call a Young diagram of the form �.Ee/ for some Ee a k-staircase.
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For example, here is �.Ee/ for Ee D .�4;�2; 0; 0/:

h.1/D h.2/D 4

h.3/D h.4/D 2

h.5/D h.6/D h.7/D 1

h.n/D 0 for n� 8

For each Ee-positive line bundle L, we will use the functions fn.i/ to build a filling T of �.Ee/. Namely,
fn.0/ D 0 and fn.g/ � h.n/, and, by Proposition 4.3, fn.i/ � fn.i � 1/C 1. Therefore, fn assumes
every value between 0 and h.n/ inclusive. Our filling T of �.Ee/ is obtained by placing minfi W fc.i/D rg
in the r th row of the cth column.

Proposition 4.8 If i is in the r th row of the cth column of T, then

Li ' OE i
�
.c � r C i � 1/pi�1C .d � .c � r C i � 1//pi

�
:

In particular , if i appears in multiple boxes of T, then all such boxes have the same value of c� r modulo
k. Moreover , this filling is increasing along rows and columns.

Proof Given r and c, suppose i is the first time for which fc.i/D r . Because this is a new maximum,
we must have fc.i � 1/D r � 1, which implies ai�1c D aic D c � r C i � 1. By Proposition 4.3,

Li D OE i .a
i�1
n pi�1C .d � ai�1n /pi /D OE i

�
.c � r C i � 1/pi�1C .d � .c � r C i � 1//pi

�
;

as desired. In particular, if i appears in multiple boxes of T, then since pi�1 �pi is exactly k-torsion
in Pic0Ei , all such boxes have the same value of c � r modulo k.

We now show that the filling is increasing along rows and columns. Since fc.i/ � fc.i � 1/ C 1,
the function fc must attain the value r before it attains r C 1. This shows the filling is increasing
down column c. Meanwhile, by Proposition 4.2, aic�1 < a

i
c and so fc�1.i/ � fc.i/. It follows that

minfi W fc�1.i/D rg �minfi W fc.i/D rg (the larger function must attain r at an earlier or the same time).
However, if equality holds, the first part of this proposition says that c� r � .c� 1/� r mod k, which is
impossible. Thus, minfi W fc�1.i/D rg<minfi W fc.i/D rg, which shows the filling is increasing along
row r .

Definition 4.9 A filling T of a Young diagram is called k-regular if it is increasing along rows and
columns, and all boxes containing the same symbol i have the same value of c � r modulo k. We write
T Œi � 2 Z=kZ[ f�g D f1; 2; : : : ; k;�g for this common value of c � r modulo k if i appears in T ; if i
does not appear in T then we set T Œi �D �. We call a k-regularly filled k-staircase a k-staircase tableau.

For the remainder of the paper, all fillings of any Young diagram will be assumed to be k-regular.
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Definition 4.10 Given a tableau T, we define a corresponding reduced subscheme of Picd .X/ by

W T .X/ WD fL 2 Picd .X/ W Li ' OE i
�
.T Œi �C i � 1/pi�1C .d � .T Œi �C i � 1//pi

�
if T Œi �¤ �g:

Similarly, given a diagram � , we define

W �.X/ WD
[

T filling of �

W T .X/:

In this language, Proposition 4.8 states that W Ee.X/red � W
�.Ee/.X/. In fact, we will see later that

W Ee.X/DW �.Ee/.X/.

5 Combinatorics

In the previous section, we classified limit Ee-positive line bundles in terms of k-staircase tableaux. Such
tableaux are special cases of a more general class of tableaux known as k-core tableaux, which are well
studied due to their relationship with the affine symmetric group (see [Lapointe and Morse 2005; Lascoux
2001], or for an overview see [Lam et al. 2014, Section 1.2]). To make the paper self-contained, we recall
the basic facts about this relationship here (without proof) in the next two subsections, and use them
to deduce the structure results for k-staircase tableaux that are needed for the proof of the regeneration
theorem. This explicit description of W �.X/ will also be used directly in the proofs of all of our main
theorems.

5.1 k-cores and the affine symmetric group

Recall that the affine symmetric group zSk is the group of permutations f W Z! Z such that

f .xC k/D f .x/C k and
kX
xD1

f .x/D

kX
xD1

x D 1
2
k.kC 1/:

Such permutations automatically satisfy

(7) f .x/¥ f .y/ .mod k/ for x ¥ y .mod k/:

The affine symmetric group is generated by transpositions sj (for j 2 Z=kZ/ satisfying

sj .x/D

8<:
xC 1 if x � j mod k,
x� 1 if x � j C 1 mod k,
x otherwise,

with relations

s2j D 1; sj sj 0 D sj 0sj if j � j 0 ¤˙1; and .sj sjC1/
3
D 1:

For ease of notation, we include the identity e D s� as a generator (so generators are indexed by
Z=kZ[f�g).
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Figure 1: Left: a 4-staircase is 4-core. Center: another 4-core that is not a 4-staircase. Right: a
diagram that is not a 4-core.

Each line segment making up the boundary of a Young diagram is either vertical or horizontal. The
following key definition generalizes the notion of a k-staircase:

Definition 5.1 A sequence f
j g of vertical and horizontal line segments is called k-convex if 
j is
vertical only when 
j�k is also vertical. A Young diagram is called a k-core if its boundary is k-convex.
A (k-regular) filling of a k-core will be called a k-core tableau.

In the literature, k-cores are also frequently defined in terms of their hook lengths, which are the number
of boxes to the right or bottom of a given box (including the given box). Namely, a Young diagram is a
k-core if and only if no hook lengths are divisible by k, or equivalently if and only if no hook lengths are
equal to k. See Figure 1.

A sequence f
j g is k-convex if each residue class of segments is composed of an infinite sequence of
vertical segments followed by an infinite sequence of horizontal segments. Thus, to specify a k-core,
it suffices to give a collection ft1; : : : ; tkg of integers (distinct mod k), representing the first horizontal
segment in each residue class. Such data is a priori determined up to addition of an overall constant
(ie ftj g 7! ftj C ıg); the indexing of boundary segments in Definition 4.6 corresponds to the unique
normalization such that

kX
jD1

tj D

kX
jD1

j D 1
2
k.kC 1/:

Therefore, k-cores are in bijection with elements of zSk=Sk — by sending ftj g to the coset of permutations
sending f1; 2; : : : ; kg to ft1; t2; : : : ; tkg. There is a distinguished coset representative f satisfying f .1/ <
f .2/ < � � �< f .k/.

Definition 5.2 If � is a k-core and x 2Z, we define �.x/ to be the value of this distinguished permutation
applied to x; if T is a k-core tableau of shape � , we define T .x/D �.x/.
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s1 �� D
1

1

1

s2 �� D 2

2

2

s3 �� D
3

3

3

Figure 2: A 3-core diagram � (left) and the action of zS3 on it (right).

In the definition of a k-convex sequence f
j g, we could equivalently have considered pairs of adjacent
line segments .
j ; 
jC1/. Then the mod k residue class of pairs of boundary segments

f : : : ; .
j ; 
jC1/; .
jCk; 
jCkC1/; : : : g

is composed of a sequence of (vertical, vertical) segments, followed by a (possibly empty) sequence
of either (vertical, horizontal) or (horizontal, vertical) corners, followed by a sequence of (horizontal,
horizontal) segments. In other words, the mod k residue classes of pair of boundary segments in a k-core
always progress along one of the following trajectories:

removable

addable

The configuration of a vertical and then horizontal segment is called an addable corner, and the configu-
ration of a horizontal and then vertical segment is called a removable corner.

This gives a natural (left) action of the affine symmetric group zSk on the set of k-cores. Namely, sj �� is
the k-core obtained from � by adding a box in all addable corners whose diagonal index has residue
class j (if such addable corners exist), or removing a box from all removable corners whose diagonal
index has residue class j (if such removable corners exist), or doing nothing (if no such addable or
removable corners exist). See, for example, Figure 2.

Geometry & Topology, Volume 29 (2025)



Global Brill–Noether theory over the Hurwitz space 213

1 3 4 5

2 5

3

5

1

2

3

1

3

2

1

3

2

w D s3s2s1s2s3

1 2 3 5

3 5

4

5

1

2

3

1

3

2

1

3

2

w D s3s1s2s1s3

Figure 3: The two efficient fillings of this 3-staircase diagram.

One easily checks that this respects the relations for the affine symmetric group, and that, under this
action,

fk-core diagramsg $ zSk=Sk

is an zSk-equivariant bijection of sets.

5.2 k-core tableaux and the word problem

Given a k-core � , let w 2 zSk be the representative of the corresponding coset with w.1/ < w.2/ <

� � �<w.k/. If w D sjgsjg�1 � � � sj1 is a word for w in zSk , then we obtain a filling of �: Indeed, we build
� from the empty k-core by consecutively applying the sji ; this determines a k-core tableau of shape �
where any box added in the i th step contains the symbol i .

See an example in Figure 3. Lapointe and Morse [2005] showed that this completely describes efficiently
filled k-core tableaux. Namely:

(1) Any efficient filling (ie with the fewest possible symbols) arises in this way from a unique reduced
word for w (ie a word with the fewest possible nonidentity generators). Conversely, any reduced
word gives an efficient filling (and if the word is reduced then no boxes are ever removed). See
[Lapointe and Morse 2005, Section 8].

(2) The minimal number of symbols needed to fill � , which we will denote u.�/, is exactly the number
of boxes in � whose hook length is less than k. See [Lapointe and Morse 2005, Lemma 31].

(3) Efficient fillings can be constructed inductively: Suppose � has a removable corner whose diagonal
index has residue class j, so that sj �� is strictly contained in � . Then u.sj ��/D u.�/� 1. See
[Lapointe and Morse 2005, Proposition 22]. In particular:

(a) An efficient filling of � whose largest symbol appears in a box with diagonal index of residue j
restricts to an efficient filling of sj �� .

(b) An efficient filling of sj �� can be completed to an efficient filling of � whose largest symbol
appears in a box with diagonal index of residue j.
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5.3 Reduction to efficient tableaux

One consequence of this final property (b) is that we need only consider efficient tableaux for our geometric
problem.

Proposition 5.3 Let T be a k-core tableau of shape � . Then there is an efficiently filled k-core tableau
T 0 of shape � with W T .X/�W T 0.X/. In particular ,

W �.X/D
[

T an efficient filling of �

W T .X/:

Proof We argue by induction on u.�/; the base case u.�/D 0 is tautological. For the inductive step, let
t be the largest symbol appearing in T, and j D T Œt � (see Definition 4.9). Let Tı be the restriction of T
to sj �� . By our inductive hypothesis, there is an efficient filling T 0ı of sj �� with W Tı.X/�W T 0ı.X/.
If T 0 is the completion of T 0ı to a filling of � using the additional symbol t , then W T .X/�W T 0.X/, as
desired.

5.4 Truncations

The following will be a convenient way of packaging the data of an efficient filling as necessary for our
regeneration theorem:

Definition 5.4 Let T be an efficiently filled k-core tableau, corresponding to a reduced word sjg � � � sj2sj1 .
Define T �t to be the tableau formed by the boxes of T with symbols up to t , ie corresponding to the
reduced word sjt � � � sj2sj1 .

In particular, for each t and `, we obtain an integer, which we refer to as the `th truncation at time t ,

T �t .`/D .sjt � � � sj2sj1/.`/:

We now summarize several properties of the T �t .`/. First of all, by construction,

(8) T �0.`/D `:

Moreover, by (7),

(9) T �t .`1/¥ T
�t .`2/ .mod k/ for `1 ¥ `2 .mod k/:

If sjt is the identity (equivalently if T Œt � D �), then T �t .`/ D T �t�1.`/ for all `. Otherwise, sjt is a
simple transposition, and there are exactly two values of ` 2 f1; 2; : : : ; kg, say `� and `C, for which
T �t .`/ changes:

(10) T �t .`/D

�
T �t�1.`/ if `¤ `˙,
T �t�1.`˙/˙ 1 if `D `˙.

In this case, we say that t is increasing for `C and decreasing for `�. Combining (9) and (10),

(11) T �t .`C/�T
�t .`�/� T

�t�1.`�/�T
�t�1.`C/� 1 .mod k/:
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1 2 4 6 7 9 11 12 14
3 7 9 11 12 14
4 8 10 13
5 11 12 14
7 13
8 14

11
13
14

�

T �10.1/D�5

�

T �10.2/D0

�

T �10.3/D5

�

T �10.4/D10

T �10

T Œt �

T Œt �

T Œt � T Œt �

�
�

�
�

T �t .`�/
T �t�1.`�/

T �t�1.`C/

T �t .`C/
t

t

t

Figure 4

Figure 4 illustrates the behavior of the T �t .`/ at fixed time t , and the relation between times t � 1 and t .
As can be seen, we have the relation

(12) T Œt �� T �t .`�/ .mod k/:

As can be seen in Figure 4, right, T �t�1.`�/ is an edge of the leftmost addable corner whose diagonal
index has residue class T Œt �, while T �t�1.`C/ lies to the right of the rightmost addable corner whose
diagonal index has residue class T Œt �. Thus,

(13) T t�1.`�/� T
t�1.`C/� .k� 1/ < T

t�1.`C/ and T t .`�/� T
t .`C/� .kC 1/ < T

t .`C/:

Proposition 5.5 If `1 > `2, then

(14)
�
T �t .`1/�T

�t .`2/

k

�
is a nondecreasing function of t . In particular , the truncations are “sorted” , ie

T �t .`1/ > T
�t .`2/ if `1 > `2:

Proof We will prove this by induction on t . From (9) and (10), we have�
T �t .`1/�T

�t .`2/

k

�
D

�
T �t�1.`1/�T

�t�1.`2/

k

�
C

8<:
1 if .`1; `2/D .`C; `�/,
�1 if .`1; `2/D .`�; `C/,
0 otherwise.

It thus remains to see that `� < `C. But this follows from (13), given our inductive hypothesis that the
truncations are sorted.

5.5 k-staircases

Let Ee be a splitting type; write d1 > d2 > � � � > ds for the distinct parts of Ee, and m1; m2; : : : ; ms for
the corresponding multiplicities. (Note that e1 � e2 � � � � � ek but d1 > d2 > � � � > ds !) The integers
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1� `� k are then naturally in bijection with pairs .j; n/ with 1� j � s and 1�n�mj (via lexicographic
order). We will use this implicit bijection to write expressions such as T �g.j; n/ WD T �g.`/.

Proposition 5.6 Every k-staircase is a k-core , and u.�.Ee//D u.Ee/.

Proof Write n.m/ WD #f` W e` � �mg. The k-staircase �.Ee/ has the form
::
:

::
:

: : :

: : :

h < k

h < k

h < k

n.m�1/

n.m/

n.mC1/

k�n.m/

k�n.mC1/

k�n.mC2/h > k

h0.O.Ee/.mC1//

h
1
.O
.
Ee
/.
m
�
1
//

h
1
.O
.
Ee
/.
m
//

h0.O.Ee/.m//

Since n.m/ is a nondecreasing function of m, the boxes in the shaded regions have hook length h < k,
and the remaining boxes have h > k. In particular, no box has hD k, so �.Ee/ is a k-core. Counting up
the number of boxes with h < k, we obtain

u.�.Ee//D
X
m

n.m/ � .k�n.mC 1//

D

X
m

X
e`1��m

X
e`2<�.mC1/

1

D

X
`1;`2

#fm W e`2 C 1 < �m� e`1g

D

X
`1;`2

h1.P1;OP1.e`2 � e`1//

D h1
�
P1;End.OP1.Ee//

�
D u.Ee/:

Remark 5 The fact that u.�.Ee//Du.Ee/ already establishes that, for C !P1 a general degree k genus g
cover, dimW Ee.C /� dimW �.Ee/.X/D g�u.Ee/.

Proposition 5.7 T �g.j; n/D �.O.Ee/.�dj //� .m1C � � �Cmj /Cn:
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Proof We use the lengths labeled in the diagram

h0.O.Ee/.�dj //

: : :

:::
:::

h
1
.O
.
Ee
/.
�
d
j
//

h0.O.Ee/.�dj �1//
m1C� � �Cmj

: : :

n

to calculate the diagonal index of the first horizontal segment in every residue class along the boundary
of �.Ee/:

T �g.`/D .horizontal position/� .vertical position/

D h0.P1;O.Ee/.�dj � 1//Cn� h
1.P1;O.Ee/.�dj //

D �.O.Ee/.�dj //� .m1C � � �Cmj /Cn;
as desired.

We conclude the section with two results on the relationship between the truncations with either the same
value of j or distinct values of j.

Corollary 5.8 If n1 � n2, then T �t .j; n1/�T �t .j; n2/� k� 1.

Proof By Propositions 5.5 and 5.7,�
T �t .j; n1/�T

�t .j; n2/

k

�
�

�
T �g.j; n1/�T

�g.j; n2/

k

�
D

�
n1�n2

k

�
D 0:

Corollary 5.9 If t is decreasing for .j�; n�/ and increasing for .jC; nC/, then j� < jC.

Proof By (13), T �t .j�; n�/ � T �t .jC; nC/ � .k C 1/. Therefore, by Proposition 5.5, j� � jC.
Moreover, by Corollary 5.8, j� ¤ jC.

Corollary 5.10 If j 0 > j, then T �g.j 0; n0/�T �t .j 0; n0/� T �g.j; n/�T �t .j; n/.

Proof It suffices to consider the case j 0D jC1. Because the truncations remain sorted (Proposition 5.5),

T �t .j C 1;mjC1/�T
�t .j C 1; n0/�mjC1�n

0
D T �g.j C 1;mjC1/�T

�g.j C 1; n0/;(15)

T �t .j; n/�T �t .j; 1/� n� 1D T �g.j; n/�T �g.j; 1/:(16)

Moreover, by Proposition 5.5,�
T �g.j C 1;mjC1/�T

�g.j; 1/

k

�
�

�
T �t .j C 1;mjC1/�T

�t .j; 1/

k

�
:
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a decreasing box

an increasing box

an increasing and
decreasing box

1 2 4 6 7 9 11 12 14

3 7 9 11 12 14

4 8 10 13

5 11 12 14

7 13

8 14

11

13

14

Figure 5

By Proposition 5.7, T �g.j C 1;mjC1/�T �g.j; 1/��1 mod k, so this implies

(17) T �g.j C 1;mjC1/�T
�g.j; 1/� T �t .j C 1;mjC1/�T

�t .j; 1/:

Adding (15), (16) and (17), we obtain

T �t .j; n/�T �t .j C 1; n0/� T �g.j; n/�T �g.j C 1; n0/:

5.6 Alternative construction of truncations: paths on the tableau

The truncations can alternatively be described directly in terms of the tableau, without going through the
affine symmetric group. In this subsection, we give a brief exposition of this. We omit proofs since the
construction of the truncations given above is logically sufficient for the remainder of the paper.

We call a box in a tableau decreasing if it is filled with the first instance of a number, reading from the
left. Dually, we call a box increasing if it is filled with the first instance of a number, reading from the
top. See Figure 5.

For an efficient filling, one can show that the number of decreasing boxes in a row is a nonincreasing
function of the row, and is always at most k � 1. For 0 � i � k, we call the collection of boxes which
are the i th decreasing box in each row the i th decreasing cascade of the tableau. Dually, we define the
increasing cascades. (The kth cascade is always empty.) One then shows that the translation of the
.kC1�i/th increasing cascade of a tableau up kC 1� i and over i “meshes” with the i th decreasing
cascade to form a “walking path” and consists of symbols in increasing order.

We think of these walking paths as giving instructions to a collection of k ants starting at .0; `/ for
1 � ` � k. At time t , if the symbol t appears as the next box in the `th walking path, the `th ant steps
onto the corresponding box. The diagonal index of the `th ant at time t recovers T �t .`/; the symbol t
is decreasing (respectively increasing) for ` if t is a decreasing (respectively increasing) box in the `th

walking path. See Figure 6.
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Figure 6: The first through fourth walking paths (in lexicographic order).

6 Set-theoretic regeneration

In this section, we show that every point of W �.Ee/.X/ arises as a limit of line bundles with splitting
type Ee. In particular, the fiber over 0 of the closure of W Ee.X�=B�/ coincides set-theoretically with
W �.Ee/.X/, and therefore also with W Ee.X/red. For this task, we will use the language of limit linear
series, as developed by Eisenbud and Harris [1986].

Then, in the following section, we will show that W Ee.X/ is reduced. Since the closure of W Ee.X�=B�/
is a priori contained scheme-theoretically in W Ee.X/, this will upgrade our set-theoretic regeneration
theorem to a scheme-theoretic regeneration theorem. In other words, this will show that the fiber over 0
of the closure of W Ee.X�=B�/ is equal to W �.Ee/.X/ as schemes.

Recall that, for a splitting type Ee, we write d1 > � � �> ds for the distinct entries of Ee, and m1; : : : ; ms for
the corresponding multiplicities. (Note that e1 � e2 � � � � � ek but d1 > d2 > � � �> ds !) If f W C ! P1

is a smooth degree k cover, the locus W Ee.C / can be described (set-theoretically) as follows. A line
bundle L is in W Ee.C / if and only if L possesses a collection for j D 1; : : : ; s � 1 of linear series
Vj �H

0.C;L.�dj // with dimVj D h
0.P1;O.Ee/.�dj //. Moreover, the Vj may be chosen so that the

image of the natural map

(18) Vj�1˝H 0.P1;O.dj�1�dj //!H 0.C;L.�dj�1//˝H
0.P1;O.dj�1�dj //!H 0.C;L.�dj //

is contained in Vj . We call such a collection fV1; : : : ; Vsg satisfying (18) an Ee-nested linear series and Vj
the linear series at layer j . By convention, we set V0 WD f0g.

Now suppose that p 2 C is a point of total ramification for f, and let Imj .Vj�1/ denote the image
of (18). Recall that the vanishing indices of Vj at p are the distinct orders of vanishing of elements
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of Vj at p. Call the vanishing indices of Vj at p that are not vanishing indices of Imj .Vj�1/ at p the
new vanishing indices for layer j at p. An Ee-nested linear series will be called noncolliding at p if the
new vanishing indices at p are distinct from each other, and from all vanishing indices at lower layers,
modulo k. For j 0 < j, if Vj 0 has a section vanishing to order a at p, then there are sections vanishing to
orders a; aC k; : : : ; aC .dj 0 � dj /k in Imj .Vj�1/.

Lemma 6.1 If fV1; : : : ; Vsg is an Ee-nested linear series that is noncolliding at some p 2 C, then

dim Imj .Vj�1/D h0.P1;OP1.Ee/.�dj //�mj :

Hence , the number of new vanishing indices at layer j is exactly mj .

Proof We induct on j. When j D 1, we have dim Im1.V0/ D 0 by definition. Suppose that, for all
j 0 < j, there are mj 0 new sections at layer j 0, say �j 0;1; : : : ; �j 0;mj 0 , of distinct vanishing orders mod k.
Then Imj .Vj�1/ is spanned by the image ofM

j 0<j

h�j 0;1; : : : ; �j 0;mj 0 i˝H
0.P1;O.dj 0 � dj //!H 0.C;L.�dj //:

Considering orders of vanishing at p, we see that the map above is injective, so

dim Imj .Vj�1/D
X
j 0<j

mj 0h
0.P1;O.dj 0 � dj //D h

0.P1;O.Ee/.�dj //�mj :

The above notions extend readily to limit linear series on our chain curve X : we call a collection of
limit linear series fV1; : : : ;Vsg an Ee-nested limit linear series if, for each component Ei ! P1, the
collection of aspects fV1.Ei /; : : : ;Vs.Ei /g form an Ee-nested linear series; we say this limit linear series
is noncolliding if fV1.Ei /; : : : ;Vs.Ei /g is noncolliding at pi�1 and pi .

In what follows, new vanishing indices will be denoted in bold: aij;n for nD 1; : : : ; mj will be the new
vanishing indices in layer j at pi on the component EiC1. In terms of the aij;n, the vanishing indices of
Vj .E

iC1/ at pi are

(19) faij 0;nC ık W ı D 0; : : : ; dj � dj 0 ; nD 1; : : : ; mj 0 ; j
0
D 1; : : : ; j g:

We define bij;n WD d � djk � aij;n; these represent the new vanishing indices in layer j at pi on the
component Ei (if our limit linear series is refined):

pi�1 pi

Ei�1
Ei

EiC1

bi�1j;n ai�1j;n bij;n aij;n

For ease of notation, we will sometimes replace .j; n/ by its corresponding lexicographic order

` WD `.j; n/Dm1C � � �Cmj�1Cn;

and so write aij;n D ai
`

and bij;n D bi`.
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Let T be any efficient tableau of shape �.Ee/. Our argument for the regeneration theorem will proceed
in two basic steps. First we show that a general Ee-positive line bundle in W T .X/ arises from a refined,
noncolliding Ee-nested limit linear series. Then we prove a regeneration theorem for refined, noncolliding
Ee-nested limit linear series.

6.1 From tableaux to limit linear series

We explain how to construct nested limit linear series from tableaux. We will need to know our proposed
new vanishing indices increase across layers, as established in the following lemma:

Lemma 6.2 Let T be an efficient tableau of shape �.Ee/. Define

(20) aij;n WD T
�i .j; n/C i � 1 .so bij;n D d � djk� aij;n D d � djk� i C 1�T

�i .j; n//:

If j 0 < j, then aij 0;n0 < aij;n and bij 0;n0 < bij;n.

Proof For each i , Proposition 5.5 says ai1 < ai2 < ai3 < � � � . To obtain the statement for the bij;n, we
first apply Proposition 5.7 to obtain

b
g
j;n D d � djk�gC 1� Œ�.O.Ee/.�dj //� .m1C � � �Cmj /Cn�Dm1C � � �Cmj �n:

In particular,

(21) b
g
j 0;n0 Dm1C � � �Cmj 0 �n

0 <m1C � � �Cmj �nD b
g
j;n:

We then rewrite Corollary 5.10 in terms of the b’s to obtain

(22) bij 0;n0 �b
g
j 0;n0 � bij;n�b

g
j;n:

The claim now follows from adding (21) and (22).

Remark 6 Although bij 0;n0 <bij;n for j 0<j (increasing across layers), we have bij;1>bij;2> � � �>bij;mj
(decreasing within a layer).

Given a tableau T of shape �.Ee/, we now show that a general line bundle in W T .X/ possesses a unique
Ee-nested limit linear series with the proposed vanishing indices.

Lemma 6.3 Let T be a tableau of shape �.Ee/, and let ai
`

and bi` be as defined in the previous lemma.
A general line bundle L in W T .X/ possesses a unique Ee-nested limit linear series whose new vanishing
indices at pi are (exactly) ai

`
for the EiC1-aspects and bi` for the Ei -aspects. This Ee-nested limit linear

series is refined and noncolliding.
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Proof Equation (9) ensures that the proposed vanishing indices are noncolliding. Equation (20) ensures
the limit linear series is refined (see (19)).

Fix i ; we will build an Ee-nested linear series on Ei , which will be the Ei -aspect of our desired Ee-nested
limit linear series. If T Œi �D �, then Li is a general degree d line bundle. Moreover, for any .j; n/, we
have T �i�1.j; n/D T �i .j; n/, so

ai�1j;n Cbij;nDai�1j;n Cd�djk�aij;nD .T
�i�1.j; n/Ci�2/Cd�djk�.T

�i .j; n/Ci�1/Dd�djk�1:

Thus, L.�dj /i has a unique (up to rescaling) section �j;n vanishing to orders exactly ai�1j;n at pi�1 and
bij;n at pi . The unique linear series on Ei at layer j having the prescribed vanishing is therefore

Vj .E
i /D

M
.j 0;n0/
j 0�j

H 0.OP1.dj 0 � dj // � �j 0;n0 :

We now suppose that i appears in T. Let `˙ be the indices such that i is decreasing for `� and increasing
for `C, and write `˙ D .j˙; n˙/. By Corollary 5.9, j� < jC. The ai�1

`
and ai

`
are related via

ai�1`˙
D T �i�1.`˙/C i � 2D T

�i .`˙/C i � 2� 1D ai`˙
� 1� 1;(23)

ai�1` D T �i�1.`/C i � 2D T �i .`/C i � 2D ai`� 1 for `¤ `˙:(24)

Equivalently,

(25) ai�1` Cbi` D

�
d � djk� 1� 1 if `D `˙,
d � djk� 1 if `¤ `˙.

Furthermore, by (11),

(26) ai�1`�
� ai�1`C

C 1 and ai`C � ai`� C 1 mod k:

By definition of W T .X/,

(27) Li ' OE i .dj�/.a
i�1
`�
pi�1Cbi`�p

i /' OE i .djC/..a
i�1
`C
C 1/pi�1C .bi`C C 1/p

i /:

We now build the layers inductively (starting with the tautological case V0.Ei /D f0g). After we have
built layer Vj�1.Ei /, write `D .j; n/, and let

S` WDH
0.Ei ; Li .�dj /.�ai�1` pi�1�bi`p

i //�H 0.Ei ; Li .�dj //

be the subspace of sections having vanishing order at least ai�1
`

at pi�1 and bi` at pi . We must show
that S` possesses a section vanishing to order exactly ai�1

`
at pi�1 and bi` at pi , and that this section is

essentially unique, in the sense that, along with Imj .Vj�1.Ei //\S`, it generates S`.

For `¤ `˙, the line bundle Li .�dj /.�ai�1
`
pi�1 � bi`p

i / has degree 1. Equation (9) implies ai�1
`
¥

ai�1
`�

mod k, so this line bundle is not equal to OE i .p
i /. Similarly, since ai�1

`
¥ ai�1

`C
mod k, this line

bundle is not equal to OE i .p
i�1/. Thus dimS` D 1 and S` consists of sections of the exact vanishing

order desired.
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p13 p14

E14

layer j D 1 8
2

layer j D 2 8 11 12 13 18

2 6 7 8 12

layer j D 3 8 11 12 13 16 17 18 19 21 22 23 28

2 6 7 8 10 11 12 13 16 17 18 22

Table 1

When `D `�, we have Li .�dj�/.�ai�1
`�
pi�1�bi`�p

i /D OE i . Thus dimS`� D 1, and the section with
the required vanishing orders corresponds to the constant section of Li .�dj�/.

Finally, when `D `C, we have Li .�djC/.�ai�1
`C
pi�1 � bi`Cp

i /D OE i .p
i�1Cpi / and dimS`C D 2.

However, we shall show that Imj .V.jC/�1.E
i // contains the 1-dimensional subspace of sections

H 0.OE i /�H
0.OE i .p

i�1
Cpi //D S`C �H

0.Ei ; Li .�djC//

that vanish to order ai�1
`C
C 1 at pi�1 and bi`C C 1 at pi . By (19), this follows in turn from

ai�1`C
C 1� ai�1`�

and bi`C C 1� bi`� .mod k/;

ai�1`C
C 1� ai�1`�

and bi`C C 1� bi`� :

The first line follows from (26). The second line follows from Lemma 6.2 because j� < jC.

Example 6.4 (g D 20; Ee D .�6;�4;�2;�2; 0/) Let T be the tableau in Figure 7. The locus W T .X/

is 1-dimensional, corresponding to the fact that 13 does not appear in T, and so L13 may be any degree 10
line bundle on E13. We assume L13 is not a linear combination of the nodes. Table 2 lists the new
vanishing indices ai

`
and bi`. Table 1 lists all vanishing indices for Vj .E14/ at each layer j. The vanishing

indices at p13 are in the top row of each layer and those for p14 are on the bottom. The new vanishing
indices are bold, and images of a section in higher layers are given the same color.

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

layer 1
`D1 0 10 0 10 0 9 1 8 2 7 3 6 4 6 4 5 5 5 5 4 6 4 6 3 7 2 8 2 8 2 8 2 8 1 9 1 9 0 10 0

layer 2
`D2 1 18 2 17 3 17 3 17 3 16 4 15 5 14 6 14 6 13 7 12 8 11 9 10 10 9 11 8 12 6 14 5 15 5 15 4 16 3 17 2

`D3 2 17 3 16 4 15 5 14 6 14 6 14 6 13 7 12 8 11 9 11 9 10 10 9 11 8 12 6 14 5 15 4 16 3 17 2 18 2 18 1

layer 3
`D4 3 26 4 24 6 23 7 21 9 20 10 18 12 17 13 16 14 14 16 13 17 12 18 12 18 11 19 10 20 9 21 8 22 7 23 5 25 4 26 3

Table 2
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Figure 7

The number 14 is decreasing for the first truncation (`� D 1D .1; 1/), so L14 D OE14.8p13C 2p14/.

There are two new sections in layer 2, drawn in red (`D 2D .2; 1/) and purple (`D 3D .2; 2/). The
number 14 is increasing for the third truncation (`C D 3D .2; 2/), and the old vanishing indices that are
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one more than the new vanishing indices are

a132;2C 1D 12C 1D 13 D 8C 5D a131;1C k; b142;2C 1D 6C 1D 7 D 2C 5D b141;1C k:

There is one new section in layer 3 (`D 4D .3; 1/), colored blue.

6.2 Regeneration for refined, noncolliding nested limit linear series

Theorem 6.5 (regeneration) Suppose ai
`

and bi` are the new vanishing indices at pi for a refined ,
noncolliding Ee-nested limit linear series. Let X!P!B be the family of curves constructed in Section 2.
There is a quasiprojective scheme �W over B whose general fiber is contained in the space of Ee-nested
linear series on X� and whose special fiber is the space of Ee-nested limit linear series on X with the
(strictly) specified vanishing. Every component of �W has dimension at least dim Picd .X=B/�u.Ee/.

Proof We will construct a variety �W fr which parametrizes compatible framings of nested linear series
and surjects onto the desired �W. Set � WD deg.O.Ee//C k D d � gC 1. We retain notation as above, so
d1 > � � �> ds are the distinct degrees appearing in Ee and m1; : : : ; ms are the corresponding multiplicities.
Let Pic WD Picd .X=B/ and label maps as in

X�B Pic X

P

Pic B

�

f

'

�

Let L be the universal limit line bundle on X �B Pic �
�! Pic. Recall that Li D L.0;:::;0;d;0;:::;0/ has

degree d on component Ei and degree 0 on all other components. In addition, recall that OP.n/
i D

OP.n/.0;:::;0;n;0;:::;0/ is isomorphic to OP1.n/ on the smooth fibers of P! B; on the central fiber, it has
degree n on P i and degree 0 on all other components. (See Example 3.3.)

Let D be an effective divisor of relative degree N on X! B such that D meets each component of the
central fiber with sufficiently large degree. By slight abuse of notation we denote by D the pullback
of this divisor to X �B Pic. By cohomology and base change, ��L.�dj /

i .D/ is a vector bundle on
Picd�djkCN .X=B/, which we identify with Pic via tensoring with OX.�dj /.D/; its rank is N C��djk.

For each component Ei of the central fiber, we are going to build a tower

Gis�1
 is�1
��!Gis�2

 is�2
��! � � � !Gi1

 i1
�!Gi0 WD Pic;

where each Gij is a Grassmann bundle Gr.mj ;Qij / for Qij a vector bundle over an open U ij�1�G
i
j�1. We

will write Sij for the tautological subbundle on Gij . This tower of Grassmann bundles will parametrize
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Ee-nested linear series on Ei . The bundle Sij will correspond to the space of “new sections at layer j ” (ie
sections at layer j modulo those coming from lower layers).

We build the tower by constructing the Qij inductively. By convention, set Gi0 WD Pic and U i0 WD Pic. We
begin by defining Qi1 as the pushforward Qi1 WD ��L.�d1/

i .D/, which we have seen above is a vector
bundle.

Now suppose, by induction, that we have defined Qij�1 as a quotient

. i1 ı � � � ı 
i
j�2/

���L.�dj�1/
i .D/! Qij�1;

defined on some open U ij�2�G
i
j�2. Let .Sij�1/

0 be the pullback of the tautological bundle, ie the bundle
such that the diagram below is a fiber square:

. i1 ı � � � ı 
i
j�1/

���L.�dj�1/
i .D/ . ij�1/

�Qij�1

.Sij�1/
0 Sij�1

The bundle .Sij�1/
0 will correspond to the full linear series at layer j � 1 (not just the new sections).

The layer j comparison maps of (18) fit together in our family as the map

.Sij�1/
0˝ .� ı i1 ı � � � ı 

i
j�1/

�'�OP.dj�1� dj /
i

. i1 ı � � � ı 
i
j�1/

���L.�dj�1/
i .D/˝ .� ı i1 ı � � � ı 

i
j�1/

�'�OP.dj�1� dj /
i

. i1 ı � � � ı 
i
j�1/

���L.�dj /
i .D/

As in the proof of Lemma 6.1, the above composition has rank at most h0.O.Ee/.�dj //�mj . Define
U ij�1 �G

i
j�1 to be the open where the composition has exactly this rank. On U ij�1, define Qij to be the

cokernel of the composition. Its rank qj WD rk Qij is

(28) qj D rk.��L.�dj /
i .D//�

�
h0.O.Ee/.�dj //�mj

�
DN C�.O.Ee/.�dj //�

�
h0.O.Ee/.�dj //�mj

�
DN Cmj � h

1.O.Ee/.�dj //:

Now we introduce a space parametrizing “lifted projective frames” over our tower of Grassmann bundles.
Recalling that Qij is a quotient of . i1 ı � � � ı 

i
j�1/

���L.�dj /
i .D/, let zGij !Gij be the space of lifts of

mj -dimensional subspaces of Qij to mj -dimensional subspaces of . i1 ı � � � ı 
i
j�1/

���L.�dj /
i .D/ (so

zGij is an open inside Gr.mj ; . i1 ı � � � ı 
i
j�1/

���L.�dj /
i .D//). Let zSij denote the tautological bundle

on zGij , and let Fr.zSij /! zG
i
j be the space of projective frames of zSij .
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For p a node on a component Ei , we inductively define

F
i;p
1 WD Fr.zSi1/ and F

i;p
j WD F

i;p
j�1 �Gi

j�1
Fr.zSij /;

which encodes framing information for component i of all sections up to layer j. Note that F i;pj does
not depend on p— however, we include the p to highlight that we will be imposing conditions on these
frames at the node p. We define a “master frame space”

F WD F
1;p1

s�1 �F
2;p1

s�1 �F
2;p2

s�1 �F
3;p2

s�1 �F
3;p3

s�1 � � � � �F
g�1;pg�2

s�1 �F
g�1;pg�1

s�1 �F
g;pg�1

s�1 ;

where all products are over Pic. This maps to

G WDG1s�1 �G
2
s�1 �G

2
s�1 �G

3
s�1 �G

3
s�1 � � � � �G

g�1
s�1 �G

g�1
s�1 �G

g
s�1:

Next we compute dimF. The relative dimension of Fr.zSij / over Gij is

(29) mj � .rk��L.�dj /
i .D/� 1/Dmj � Œh

0.O.Ee/.�dj //� 1�:

Since each  ij has relative dimension mj .qj �mj /,

dimF
i;p
s�1 D dim PicC

s�1X
jD1

mj � Œh
0.O.Ee/.�dj //� 1�Cmj .qj �mj /:

Altogether, we find that

(30) dimF D dim PicC .2g� 2/
� s�1X
jD1

mj � Œh
0.O.Ee/.�dj //� 1�Cmj .qj �mj /

�

D dim PicC .2g� 2/
� s�1X
jD1

mj � Œh
0.O.Ee/.�dj //� 1�Cmj

�
N � h1.O.Ee/.�dj //

��

D dim PicC .2g� 2/
� s�1X
jD1

mj .N C�.O.Ee/.�dj //� 1/

�
:

We now construct a subvariety �W fr � F that parametrizes compatible projective frames of Ee-nested limit
linear series. The image of �W fr in G will be the desired variety �W.

We will impose three types of conditions on frames; the first two will be pullbacks of conditions on G:

(1) We require that the spaces of sections corresponding to the same component are equal.

(2) We require that the space of sections vanish along D.

(3) We impose compatibility conditions for the two frames labeled with the same node.
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6.3 Compatibility along components

The first of these conditions is represented by restricting to a diagonal. This imposes

(31) codim.G1s�1 �G
2
s�1 � � � � �G

g
s�1 ,!G/D dimG2s�1C � � �C dimG

g�1
s�1

D .g� 2/

s�1X
jD1

mj .qj �mj /

D .g� 2/

s�1X
jD1

mj
�
N � h1.O.Ee/.�dj //

�
conditions.

6.4 Vanishing along D

After étale base change, we may assume that each component of D meets only one Ei . Let Di be the
union of components of D meeting Ei , and let Zij � G

i
j be the locus where the nested linear series

vanishes on Di (up to layer j ). To determine an upper bound on the codimension of Zis�1 �G
i
s�1, we

count the number of equations needed to describe Zij � . 
i
j /
�1.Zij�1/ at each layer:

Zis�1

. is�1/
�1.Zis�2/ � � �

� � � Zi3

. i3/
�1.Zi2/ Zi2

. i2/
�1.Zi1/ Zi1

Gis�1 � � � Gi3 Gi2 Gi1
 is�1  i4  i3  i2

We start with the locus Zi1 �G
i
1, which is defined by the vanishing of the composition

Si1! . i1/
�Qi1 D . 

i
1/
���L.�d1/

i .D/! . i1/
���.L.�d1/

i .D/˝ODi /:

This represents m1 deg.Di / equations.
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On . ij /
�1Zij�1, the evaluation

. i1 ı � � � ı 
i
j�1/

���.L.�dj /
i .D//! . i1 ı � � � ı 

i
j�1/

���.L.�dj /
i .D/˝ODi /

factors through Qij . Therefore, Zij � . 
i
j�1/

�1.Zij�1/ is the locus where the composition

Sij ! . ij /
�Qij ! . i1 ı � � � ı 

i
j /
���.L.�dj /

i .D/˝ODi /

vanishes. This represents mj deg.Di / equations.

Totaling over the layers, we see that every component of Zis�1 has codimension at most

codim.Zis�1 �G
i
s�1/� .m1C � � �Cms�1/ deg.Di /:

Taking the product over all components, every component of Z1s�1 �Pic � � � �PicZ
g
s�1 has codimension at

most

(32) codim.Z1s�1 �Pic � � � �PicZ
g
s�1 �G

1
s�1 �G

2
s�1 � � � � �G

g
s�1/� .m1C � � �Cms�1/N:

6.5 Compatibility at nodes

For each node pi we describe equations on F i;p
i

s�1 �F
iC1;pi

s�1 that impose vanishing conditions on both
frames at pi in the central fiber, and say the two frames are equal up to translation by old sections on the
general fiber.

Let � ij;1; : : : ; �
i
j;mj

be coordinates on the Fr.zSij / component of F i;p
i

s�1 (the universal framing of zSij
associated to pi ). Similarly, let �ij;1; : : : ; �

i
j;mj

be coordinates on the Fr.zSiC1j / component of F iC1;p
i

s�1 (the
universal framing of zSiC1j associated to pi ). Let � i be the constant section of OX.X

�i / (that vanishes to
the left of pi ), and let �i be the constant section of OX.X

>i / (that vanishes to the right of pi ):

�i
j;2

�i
j;1

�i
j;n

� i
j;2

� i
j;1

� i
j;n

pi

Ei EiC1

�i D 0

� i D 0

� � � � � �
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Suppose that, for layer j, the specified new vanishing indices at pi on EiC1 are aij;1; a
i
j;2; : : : ; a

i
j;mj

(desired vanishing of the �ij;n) and that the new vanishing indices at pi onEi are the bij;nDd�djk�aij;n
(desired vanishing of the � ij;n).

We define a closed subvariety Y i � F
i;pi

s�1 � F
iC1;pi

s�1 by the conditions (for j D 1; : : : ; s � 1 and
nD 1; : : : ; mj )

(33) � ij;n˝ .�
i /a

i
j;n D �ij;n˝ .�

i /b
i
j;n ;

viewed as elements of the projectivization of

��L.�dj /
i .DC aij;nX

�i /Š ��L.�dj /
iC1.DCbij;nX

>i /:

The isomorphism above comes from the fact that

L.�dj /
i
' L.�dj /

iC1.�.d � djk/X
�i /

and O.X�i /Š O.�X>i / and aij;nCbij;n D d � djk.

Away from the central fiber, � i and �i are nonzero, so (33) says the new sections � ij;n and �ij;n are equal
(up to scaling).

In the central fiber, � i jX>i is not a zero divisor and vanishes only at pi , while �i jX�i is not a zero
a divisor and vanishes only at pi . Thus condition (33) says that � ij;n and �ij;n are determined by the
restrictions � ij;njX�i and �ij;njX>i , which can be anything of the desired vanishing order at pi :

� ij;njX�i vanishes to order at least bij;n at pi ,(34)

�ij;njX>i vanishes to order at least aij;n at pi ,(35)

�ij;njX�i D �
i
j;njX�i �

� i j
˝ai

j;n

X�i

�i j
˝bij;n

X�i

and � ij;njX>i D �
i
j;njX>i �

�i j
˝bij;n

X>i

� i j
˝ai

j;n

X>i

:(36)

Since � i vanishes on X�i , and �i vanishes on X>i , in most cases (36) simplifies to �ij;njX�i D 0 (unless
aij;n D 0), and � ij;njX>i D 0 (unless bij;n D 0). In particular, when j > 1, both aij;n and bij;n are positive,
so (36) simplifies to �ij;njX�i D 0 and � ij;njX>i D 0.

For each .j; n/, equation (33) represents

rk��L.�dj /
i .DC aij;nX

�i /� 1D rk��L.�dj /
i .D/� 1DN C�.P1;O.Ee/.�dj //� 1

conditions. Thus, every component of Y i has codimension at most

codim.Y i � F i;p
i

s�1 �F
iC1;pi

s�1 /�

s�1X
jD1

mj
�
N C�.P1;O.Ee/.�dj //� 1

�
;
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and so every component of Y 1 �Y 2 � � � � �Y g�1 has codimension at most

(37) codim.Y 1 �Y 2 � � � � �Y g�1 � F /� .g� 1/
s�1X
jD1

mj
�
N C�.P1;O.Ee/.�dj //� 1

�
:

Imposing all the conditions of Sections 6.3–6.5 defines a closed subvariety of F. Let us additionally
remove the locus over the central fiber where any vanishing index of the frame is larger than the specified
vanishing index. We call the resulting quasiprojective variety �W fr. The image of �W fr ! G is the
desired �W.

6.6 Fiber dimensions

Finally, let us count the dimension of fibers �W fr ! G. At each layer j, the master frame space F
parametrizes 2g� 2 lifted projective frames of dimension mj .

On the general fiber, our equations specify that these frames are equal in g�1 pairs. The fiber dimension�W fr!G is thus (see (29)) equal to

(38) .g� 1/

s�1X
jD1

mj
�
h0.O.Ee/.�dj //� 1

�
:

On the special fiber, let f� ij;n; �
i
j;ng denote a point of �W fr. The other points in the same fiber are then

obtained by applying linear transformations †i and ƒi to the � ij;n and �ij;n, of a particular form we
will now explain. Let xi and yi be sections of OP .1/

i that vanish at qi�1 D f .pi�1/ and qi D f .pi /,
respectively; via pullback, we think of them as sections of OX .1/

i on X vanishing at pi�1 and pi ,
respectively. Then, to � ij;n, the linear transformation †i may add any section from a previous layer
whose image in layer j has higher vanishing order; explicitly, we may add � ij 0;n0 times any monomial
.xi /ı � .yi /dj 0�dj�ı (with 0� ı � dj 0 � dj ) such that

(39) bij 0;n0 C .dj 0 � dj � ı/k > bij;n:

Similarly, to �ij;n, the linear transformation ƒi may add �ij 0;n0 times any monomial .xi /ı � .yi /dj 0�dj�ı

(with 0� ı � dj 0 � dj ) such that

(40) aij 0;n0 C ık > aij;n:

The fiber dimension is therefore the number of monomials satisfying (39) plus the number satisfying (40).
Recall that bij 0;n0 C aij 0;n0 D d � dj 0k and bij;n C aij;n D d � djk, and aij 0;n0 ¥ aij;n .mod k/ unless
.j 0; n0/D .j; n/. Therefore, every monomial satisfies exactly one of (39) or (40), except when .j 0; n0/D
.j; n/. The fiber dimension is therefore

(41) .g� 1/

s�1X
jD1

mj

�
�1C

X
j 0�j

mj 0.dj 0 � dj C 1/

�
D .g� 1/

s�1X
jD1

mj
�
h0.O.Ee/.�dj //� 1

�
:

Note that this is the same as the fiber dimension on the general fiber.
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6.7 Final dimension estimate

Recalling the dimension of F and totaling the equations imposed in Sections 6.3–6.5, we find that every
component �W 0 of �W has dimension

dim �W 0 � dimF � number of defining equations�fiber dimension

D dim PicC.2g�2/
� s�1X
jD1

mj .NC�.O.Ee/.�dj //�1/

�
(dimF ; see (30))

� .g� 2/

s�1X
jD1

mj
�
N � h1.O.Ee/.�dj //

�
(diagonal condition; see (31))

�N

s�1X
jD1

mj (vanishing along D; see (32))

� .g� 1/

s�1X
jD1

mj
�
N C�.O.Ee/.�dj //� 1

�
(compatibility at nodes; see (37))

� .g� 1/

s�1X
jD1

mj
�
h0.O.Ee/.�dj //� 1

�
(fiber dimension; see (38) and (41))

D dim Pic�
s�1X
jD1

mjh
1.O.Ee/.�dj //

D dim Pic�u.Ee/:

The regeneration theorem allows us to show that the Ee-nested limit linear series built from tableaux as in
Lemma 6.3 arise as limits from smooth curves, implying that W �.Ee/.X/ is contained in the closure of
W Ee.X�=B�/.

Corollary 6.6 Let T be an efficiently filled tableau of shape �.Ee/. Then W T .X/ is contained in the
closure of W Ee.X�=B�/.

Proof Let �W be the quasiprojective scheme with vanishing corresponding to T as constructed in
Theorem 6.5. By Lemma 6.3, a generic line bundle inW T .X/ is in the image of �W in Picd .X/. Moreover,
the uniqueness statement in Lemma 6.3 together with the fact that dimW T .X/D g�u.Ee/ shows that the
restriction of �W to the central fiber has an irreducible component Y of dimension g�u.Ee/ that dominates
W T .X/. By Theorem 6.5, the dimension of Y is less than the dimension of any component of �W. Let
Y 0 be an irreducible component of �W containing Y, which necessarily dominates the base. The closure
of the image of Y 0 in Picd .X=B/ contains W T .X/ and is contained in the closure of W Ee.X�=B�/.
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7 Reducedness and Cohen–Macaulayness

7.1 Reducedness

At the central fiber X D E1 [p1 � � � [pg�1 E
g , the schemes W Ee.X/ are defined as intersections of

determinantal loci of the form

W r
Ed
.X/D fL 2 Pic

Ed .X/ W h0.X;L/� r C 1g

for various degree distributions Ed D .d1; : : : ; dg/ and integers r .

We will first show that any such determinantal locus is a union of preimages of reduced points under
various projection maps Pic Ed .X/!

Q
i2S Picd

i

.Ei / (for S � f1; 2; : : : ; gg). Then we will show that the
class of such varieties is closed under intersection, thus establishing that W Ee.X/ is reduced. Combined
with Corollary 6.6, this will show that

W Ee.X/DW �.X/:

Let � W X � Pic Ed .X/ ! Pic Ed .X/ be the projection and let L WD L Ed be a universal line bundle on

X � Pic Ed .X/. Additionally, let D be a divisor on X, contained in the smooth locus, and such that
Di WDD\Ei is of sufficiently high degree. Recall that, in terms of the natural map

� W ��L.D/! ��.L.D/jD/;

the loci of interest are
W r
Ed
.X/D fL 2 Pic

Ed .X/ W dim ker�jL � r C 1g:

The scheme structure is given by the .nC 1/� .nC 1/ minors of �, where

nD rk��L.D/� .r C 1/D d �g� r C deg.D/:

We will describe the rank loci of � in terms of evaluation maps on the normalization � WE1t� � �tEg!X

of X. Let � i WEi �Picd
i

.Ei /! Picd
i

.Ei / be the projection. In addition, let pri W Pic Ed .X/! Picd
i

.Ei /

be the projection and let Li be a universal line bundle on Ei � Picd
i

.Ei / such that Lj
E i�Pic Ed .X/

D

.Id� pri /�Li . These maps fit into the diagramFg
iD1E

i �Pic Ed .X/

Ei �Pic Ed .X/ X �Pic Ed .X/

Ei �Picd
i

.Ei / Pic Ed .X/

Picd
i

.Ei /

��Id

�

Id� pri �

�i pri
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There is a commuting diagram of vector bundles on Pic Ed .X/Lg
iD1.pri /�.� i /�Li .D

i /

0 ��L.D/ ��.� � Id/�.� � Id/�L.D/
Lg�1
iD1 ��.L.D/jpi / 0

��.L.D/jD/ ��.� � Id/�.� � Id/�L.D/j��1.D/

Lg
iD1.pri /�.� i /�Li .D

i /jDi

�

�

 

�

The top row is exact by our assumption that D is sufficiently positive. Since sequences of vector bundles
split locally, the rank loci of � are corresponding rank loci of  ˚ �:

(42) fL 2 Pic
Ed .X/ W rk� � ng D fL 2 Pic

Ed .X/ W rk. ˚ �/� nC .g� 1/g:

The restriction of  ˚ � to each summand .pri /�.� i /�Li .D
i / is .pri /�evi , where

evi W .� i /�Li .D
i /! .� i /�.Li .D

i /jpi�1[pi[Di /

is the map that evaluates a section on Ei at the points of Di and the nodes pi�1 and pi (or just p1 on E1

or just pg�1 on Eg ). The matrix for  ˚ � is almost block diagonal:

� � �

� � �

: : :

� � �

:::
:::

:::

�p1

�p2

�p3

�pg�1

ev1

ev2

ev3

evg

0

0

The following lemma helps us describe the rank loci of such almost block diagonal matrices scheme-
theoretically:
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Lemma 7.1 Let Mat.x; y/ denote the affine space of x � y matrices. Suppose that S and T are
given schemes , and A W S ! Mat.x1; y1/ and B W T ! Mat.x2; y2/ are two families of matrices. Let
M W S �T !Mat.x1C x2; y1Cy2� 1/ be the family of matrices where the upper left entries are given
by A, the lower right entries are given by B, and the rest of the entries are 0:

A�

B� B

A 0

0

Let A� W S ! Mat.x1 � 1; y1/ be the composition of A with the map that removes the bottom row.
Similarly, let B� W T !Mat.x2; y2� 1/ be the composition of B with the map that removes the top row.
Let

Sa D fs 2 S W rkA.s/� ag; Tb D ft 2 T W rkB.t/� bg;

S�a D fs 2 S W rkA�.s/� ag; T �b D ft 2 T W rkB
�.t/� bg

be defined scheme-theoretically by the vanishing of appropriately sized minors. Then

(43) f.s; t/ 2 S �T W rkM.s; t/� ng D
[

aCbDn

.Sa �Tb/[
[

aCbDn�1

.S�a �T
�
b /

as schemes. In particular , if all rank loci of A, A�, B and B� are reduced , then all rank loci of M are
reduced.

Proof The scheme structure on the left-hand side of (43) is defined by the .nC 1/� .nC 1/ minors
of M. Any such minor contains a columns meeting A and b columns meeting B for some aC b D nC 1.

First consider a square submatrix of M that uses the common row (colored violet in the diagram). If its
determinant is nonzero, then the submatrix contains at least a� 1 rows meeting A� and at least b � 1
rows meeting B�. Either there are a rows meeting A�, and its determinant is an a�a minor of A� times
a b � b minor of B; or there are b rows meeting B�, and its determinant is an a� a minor of A times a
b � b minor of B�. Now consider a square submatrix of M that does not use the common row. If its
determinant is nonzero, then it is a product of an a� a minor of A� and a b � b minor of B�. Ranging
over all minors with this distribution of columns, we obtain elements that generate

I.S�a�1/ � I.Tb�1/C I.Sa�1/ � I.T
�
b�1/D I..S

�
a�1 �T [S �Tb�1/\ .Sa�1 �T [S �T

�
b�1//;

where S�1 D S��1 D T�1 D T
�
�1 D¿ by convention.
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We therefore find that

f.s; t/ 2 S �T W rkM.s; t/� ng D
\

aCbDnC1

.S�a�1 �T [S �Tb�1/\ .Sa�1 �T [S �T
�
b�1/:

Because A� is obtained from A by removing a single row, the rank loci of A and A� are nested:

¿D S��1 � S0 � S
�
0 � S1 � S

�
1 � S2 � S

�
2 � � � � � Sn�1 � S

�
n�1 � Sn � S:

And similarly, for B and B�:

¿D T ��1 � T0 � T
�
0 � T1 � T

�
1 � T2 � T

�
2 � � � � � Tn�1 � T

�
n�1 � Tn � T:

The claim now follows from the following general fact regarding such intersections.

Lemma 7.2 Given nested sequences of schemes

∅D Y0 � Y1 � � � � � Ym � Y and ∅DZ0 �Z1 � � � � �Zm �Z;
we have \

iCjDm

.Yi �Z/[ .Y �Zj /D
[

iCjDmC1

Yi �Zj

as schemes.

Proof In general, intersection does not distribute across unions scheme-theoretically. However, we first
show that, if A1 � A2 and B are subschemes of any scheme, then

A2\ .A1[B/D A1[ .A2\B/:

as schemes. That is, intersection distributes across union if appropriate containments are satisfied. It
suffices to prove the statement in the affine case, where this becomes a statement about ideals. Suppose
I1 WD I.A1/� I2 WD I.A2/ and J WD I.B/. Then we must show

I2C .I1\J /D I1\ .I2CJ /:

If a 2 I2 and b 2 I1\J, then it’s clear that aCb 2 I1 and aCb 2 I2CJ. Now suppose we have a 2 I2
and b 2 J such that aC b 2 I1. Since I2 � I1, it follows that b 2 I1. Hence aC b 2 I2C I1\J.

To prove the lemma, we induct on m. The case m D 0 is immediate (∅ D ∅). Suppose we know the
result for chains of length one less. We want to study\
iCjDm

.Yi �Z/[ .Y �Zj /D .Y �Zm/\ Œ.Y1 �Z/[ .Y �Zm�1/�\
\

iCjDm
i�2

.Yi �Z/[ .Y �Zj /

D Œ.Y �Zm�1/[ .Y1 �Zm/�\
\

iCjDm
i�2

.Yi �Z/[ .Y �Zj /

D .Y1 �Zm/[

�
.Y �Zm�1/\

\
iCjDm
i�2

.Yi �Z/[ .Y �Zj /

�
:
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Now the term in large square brackets is the intersection of complementary unions of the chains

∅D Y0 � Y2 � Y3 � � � � � Ym � Y and ∅DZ0 �Z1 � � � � �Zm�1 �Z;

which have length one less. The result now follows by induction.

We now study the rank loci of evaluation maps on elliptic curves.

Lemma 7.3 Let E be an elliptic curve and L a universal line bundle on � W E � Picd .E/! Picd .E/
with d � 1. Suppose D is an effective divisor and

ev W ��L! ��.LjD�Picd .E//

is the evaluation map. For any n, the scheme

Sn D fL 2 Picd .E/ W rk evjL � ng

is either empty, all of Picd .E/, or a single reduced point. In particular , it is reduced.

Proof We have that Sn is empty or all of Picd .E/ unless degD D d and nD d � 1. When degD D d ,
the evaluation map is between vector bundles that both have rank d . The locus where the map drops rank
is cut out by the determinant, which is a section of det.��L/_˝det.��.LjD�Picd .E///. Set-theoretically,
the vanishing of this section is supported on LD O.D/ 2 Picd .E/. To see it is reduced, we compute its
degree

@ WD deg
�
det.��L/_˝ det.��.LjD�Picd .E///

�
D�deg c1.��L/C deg c1.��.LjD�Picd .E///:

Using Grothendieck–Riemann–Roch (noting that the relative Todd class is trivial since E is an elliptic
curve),

@D�deg ch2.L/C deg ch2.LjD�Picd .E//:

Using the additivity of Chern characters in exact sequences,

@D�deg ch2
�
L.�D �Picd .E//

�
D�

1
2

deg c1
�
L.�D �Picd .E//

�2
:

Given an identification E �Picd .E/ŠE �E, the line bundle L.�D � Picd .E// can be represented by
the diagonal � minus a fiber f. Since �2 D 0 (by adjunction) and f 2 D 0, we obtain .��f /2 D�2.
Thus,

@D 1:

Lemma 7.4 Let S be the collection of subvarieties of Pic Ed .X/ that are unions of reduced preimages
of points via projections

�Q
i2S pri

�
W Pic Ed .X/!

Q
i2S Picd

i

.Ei / for some S � f1; : : : ; gg. Then S is
closed under union and intersection.

Proof It is clear that S is closed under union. The intersection statement is clear set-theoretically, so it
suffices to show that the intersection of two elements of S is reduced.
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Suppose A;B 2 S and p 2 A\B. Choose étale coordinates xi on Picd
i

.Ei / near pri .p/. Then, étale-
locally, A and B are reduced unions of coordinate linear spaces. Equivalently, I.A/ and I.B/ are reduced
monomial ideals (ie generated by monomials in the xi whose exponents are 0 or 1). The class of such
ideals is closed under addition.

Putting together Lemmas 7.1, 7.3 and 7.4, we deduce the desired reducedness property.

Theorem 7.5 For any r � 0 and degree distribution Ed , the scheme W r
Ed
.X/ is a union of preimages of

reduced points via projections Pic Ed .X/!
Q
i2S Picdi .Ei / for subsets S � f1; : : : ; gg. It follows that

W Ee.X/ is reduced.

Proof By (42),

W r
Ed
.X/D fL 2 Pic

Ed .X/ W rk.�˚ /jL � d C deg.D/� .r C 1/g:

Applying Lemma 7.3 with D DDi [pi [pi�1 (respectively D DDi [pi or Di [pi�1 or Di ), we
see that the rank loci of the maps evi (respectively evi with top row or bottom row or top and bottom
row removed) are all in S. Repeated application of Lemma 7.1 then shows that the rank loci of �˚ 
are all in S. Thus, W Ee.X/ is an intersection of subschemes in S, so W Ee.X/ is in S, and in particular is
reduced.

Corollary 7.6 W Ee.X/ D W �.Ee/.X/ is reduced , and equal scheme-theoretically to the closure of
W Ee.X�=B�/ in the central fiber.

Proof We have shown the containments

W Ee.X�=B�/j0 �W
Ee.X/DW Ee.X/red �W

�.Ee/.X/�W Ee.X�=B�/j0:

(In order: by construction — see Definition 3.4 and the following discussion; by Theorem 7.5; by
Proposition 4.8; and by Corollary 6.6.) Therefore all containments are equalities.

7.2 Cohen–Macaulayness

For any k-convex diagram � , we will prove that W �.X/ is Cohen–Macaulay by inducting on g. The key
to running our induction is the following standard fact:

Lemma 7.7 (see for example [Hochster 2016, Proposition 4.1]) Suppose A and B are Cohen–Macaulay
and A\B has codimension 1 in both A and B. Then A[B is Cohen–Macaulay if and only if A\B is
Cohen–Macaulay.

Theorem 7.8 Given any k-convex shape � , the scheme W �.X/ is Cohen–Macaulay. In particular ,
W Ee.X/ is Cohen–Macaulay , and therefore W Ee.C / is Cohen–Macaulay for a general degree k genus g
cover f W C ! P1.
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Proof We will induct on g. For the base case g D 1, we know W �.X/ is either all of Picd .E1/, or a
single reduced point. For the inductive step, suppose we are given L 2W �.X/. Let

� W Picd .X/Š
gY
iD1

Picd .Ei /! Picd .X�g�1/Š
Y
i<g

Picd .Ei /

be the projection map, ie .M 1; : : : ;M g/ 7! .M 1; : : : ;M g�1/. Let �L W Picd .X�g�1/! Picd .X/ be the
section which sends .M 1; : : : ;M g�1/ 7! .M 1; : : : ;M g�1; Lg/. Define

A WD
[

T Wg2T

W T .X/ and B WD
[

T Wg…T

W T .X/:

If L 2 A, then Lg is a linear combination of pg�1 and pg , and � has a removable corner in the
corresponding residue j. Recall that u.sj ��/D u.�/� 1 (see Section 5.2, item (3)).

ThenAD �L.W sj ��.X�g�1// in a neighborhood ofL, soA is Cohen–Macaulay by induction. Meanwhile,
B D ��1.W �.X�g�1//, so B is Cohen–Macaulay by induction. Moreover, A\B D �L.W �.X�g�1//

in a neighborhood of L, so is Cohen–Macaulay by induction. Since A\B has codimension 1 in both A
and B, Lemma 7.7 implies that W �.X/D A[B is Cohen–Macaulay.

Since Cohen–Macaulayness is an open condition, W Ee.C / is Cohen–Macaulay for a general degree k
cover f W C ! P1.

Remark 7 As explained in the introduction, this also establishes Cohen–Macaulayness, and hence
reducedness of universal splitting loci (Corollary 1.3). The authors suspect that a more direct argument
may be given by just degenerating the P1 (without considering another curve). Reducedness confirms
that the scheme structure on splitting loci obtained from Fitting supports — ie nontransverse intersections
of determinantal loci — is the “correct” scheme structure. Cohen–Macaulayness supports the perspective
that, despite this failure of transversality, splitting loci ought to behave like determinantal loci (see eg
[Larson 2021c], where analogs of the Porteous formula were given).

8 Connectedness

In this section, we show W Ee.C / is connected when g > u.Ee/, where f W C ! P1 is a general degree k
cover. For comparison, in the classical Brill–Noether theorem, a proof of connectedness via degeneration
to a general chain of elliptic curves was given by Osserman [2019].

Since “geometrically connected and geometrically reduced” is an open condition in flat proper families
[EGA IV3 1966, théorème 12.2.4(vi)] and we have already shown W Ee.X/ is reduced (see Theorem 7.5),
it suffices to see that W Ee.X/DW �.Ee/.X/ is connected. In other words, we want to show the transitivity
of the following equivalence relation:
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Definition 8.1 We say two k-core tableau T and T 0 with the same shape � meet ifW T .X/ andW T 0.X/

intersect. We say that T and T 0 are connected if W T .X/ and W T 0.X/ are in the same connected
component of W �.X/.

By definition, “connected” is the equivalence relation generated by “meet.” Unwinding Definition 4.10,
T and T 0 meet if and only if, for every t , either

T Œt �D �; T 0Œt �D �; or T Œt �� T 0Œt � .mod k/:

The simplest example of two tableaux that are connected is the following:

Example 8.2 Suppose that T is a tableau filled with a subset of the symbols f1; : : : ; gg that does not
include the symbol N. Let N 0 be the smallest symbol greater than (respectively largest symbol less
than) N appearing in T. Then T meets the tableau obtained from T by replacing the symbol N 0 with N.
Applying this repeatedly, every tableau is connected to the tableau obtained by relabeling symbols via an
order-preserving map from the subset of symbols used to any other subset of u symbols.

By Example 8.2, it suffices to show that all efficiently filled tableau filled with symbols f1; : : : ; ug are
connected when g > u. To do this, we use the relations in the affine symmetric group

sj sj 0 D sj 0sj (for j � j 0 ¤˙1) and sj sjC1sj D sjC1sj sjC1:

These relations give rise to two basic moves, known as the braid moves for the affine symmetric group,
between reduced words:

sju � � � sj1 $ sju � � � sjiC2sji sjiC1sji�1 � � � sj1 (for ji � jiC1 ¤˙1),(F i )

sju � � � sj1 $ sju � � � sjiC3sjiC1sji sjiC1sji�1 � � � sj1 (for ji D jiC1˙ 1D jiC2).(S i )

Given our identification of reduced words with efficient k-core tableaux, this is equivalent to the following
moves on tableaux:

Definition 8.3 Let T be an efficiently filled k-core tableau. We define the two braid moves as follows:

(F ) If T Œi ��T Œi C 1�¥˙1 mod k, define the flip F iT by

.F iT /Œt �D

8<:
T Œi C 1� if t D i ,
T Œi � if t D i C 1,
T Œt � otherwise.

(S ) Similarly, if T Œi �� T Œi C 2� and T Œi C 1�� T Œi �˙ 1 mod k, define the shuffle S iT by

.S iT /Œt �D

8<:
T Œi � if t D i C 1,
T Œi C 1� if t 2 fi; i C 2g,
T Œt � otherwise.
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Note that both braid moves are involutions, ie F iF iT D T and S iS iT D T. It is known that we can
get from any reduced word to any other reduced word — or equivalently from any efficient tableau to
any other efficient tableau — by applying a sequence of braid moves (see [Björner and Brenti 2005,
Theorem 3.3.1(ii)]). Therefore, it suffices to prove that T and F iT (when defined) or T and S iT (when
defined), are connected.

Lemma 8.4 Suppose that T is an efficient filling of a k-core � with symbols f1; : : : ; ug, and that F iT
is defined. If g > u.�/, then T and F iT are connected.

Proof Start with T and relabel symbols according to f1; : : : ; ug 7! f1; : : : ; i � 1; i C 1; : : : ; uC 1g (see
Example 8.2). In this filling, each iC2may be replaced with i because no iC1 appears to the upper-left of
an iC2. After this replacement, we further relabel symbols according to f1; : : : ; iC1; iC3; : : : ; uC1g 7!
f1; : : : ; ug:

start with T . . .

iC1

iC1

iC1

i

i

sy
mbo

ls
>
iC
1

relabel symbols . . .

iC2

iC2

iC2

iC1

iC1

sy
mbo

ls
>
iC
2

replace iC2 with i

i

i

i

iC1

iC1

sy
mbo

ls
>
iC
2

. . . relabel symbols

i

i

i

iC1

iC1

sy
mbo

ls
>
iC
1

The resulting tableau is F iT. Each tableau in this sequence is connected to the previous, so T and F iT
are connected.

Lemma 8.5 Suppose that T is an efficient filling of a k-core � with symbols f1; : : : ; ug, and that S iT is
defined. If g > u.�/, then T and S iT are connected.

Proof Because S i is an involution, after possibly replacing T with S iT, it suffices to treat the case
T Œi C 1� � T Œi � � 1 .mod k/. Let j D T Œi � D T Œi C 2�. Note that T �i�1 has addable corners with
diagonal indices of residues j and j C1 (because S iT is defined). In other words, the boundary segments
of T �i neighboring boxes with diagonal index of residue class j or j C 1 must proceed through

�

�

�

�

�

�

� �

�

� � � � � � �

To see that T and S iT are connected when g > u, consider the sequence of tableaux in Figure 8. First
relabel T according to f1; : : : ; ug 7! f1; : : : ; i � 1; iC 1; : : : ; uC 1g to get filling (b). Then place i in the
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(a) start with T . . .

iC2

iC1

i iC1

�

�

� � �

� � �

:::

(b) relabel . . .

iC3

iC2

iC1 iC2

�

�

� � �

� � �

:::

(c) place i . . .

iC3

i

iC1 iC2

�

�

� � �

� � �

:::

(d) remove iC3

iC1

i

iC1 iC2

�

�

� � �

� � �

:::

Figure 8

positions of T �i�1’s addable corners with diagonal index of residue j C 1 to get filling (c). Now all
instances of i C 3 may be replaced with i C 1 to give filling (d). Tableau (d) is a relabeling of S iT by
f1; : : : ; ug 7! f1; : : : ; i C 2; i C 4; : : : ; uC 1g.

Each tableau above is connected to the previous, so this shows that T and S iT are connected.

This establishes that W Ee.X/ is connected. Since it is also reduced (Theorem 7.5) and “geometrically
connected and geometrically reduced” is an open condition in flat proper families, we have proven:

Theorem 8.6 If f W C ! P1 is a general degree k cover and g > u.Ee/, then W Ee.C / is connected.

9 Normality and irreducibility

Let f W C ! P1 be a general degree k cover. In this section, we show that W Ee.C / is smooth away from
more unbalanced splitting loci of codimension 2 or more. Since we have already established that W Ee.C /
is Cohen–Macaulay (Theorem 7.8), this implies that W Ee.C / is normal by Serre’s criterion (R1CS2).
Combining this with connectedness (Theorem 8.6), this establishes that W Ee.C / is irreducible when
g > u.Ee/.

To do this, we will prove the following general result regarding splitting stratifications. Suppose E is a
family of vector bundles on � W B �P1! B. For any splitting type Ee, the scheme structure on the closed
splitting locus †Ee � B is defined as an intersection of determinantal loci. More precisely, the locus †Ee is
the intersection over all m of the Fitting support for rkR1��E.m/� h1.P1;O.Ee/.m//. We use †ı

Ee
�†Ee

to denote the open where the splitting type is exactly Ee.
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Proposition 9.1 Suppose E is a family of vector bundles on � W B �P1! B such that all open splitting
loci †ı

Ee
are smooth of the expected codimension u.Ee/. Then †Ee is smooth away from all splitting loci of

codimension � 2 inside †Ee.

Proof Since the statement is local on B, we may assume that B is affine.

Suppose †Ee0 �†Ee has codimension 1 for some Ee0 � Ee. Let Z �†Ee be the union of all other splitting
loci properly contained in †Ee:

†Ee

†Ee0

Z

We will show that †ı
Ee0
�†Ee XZ is a Cartier divisor. It will follow that †Ee is smooth along †ı

Ee0
, as we

now explain. If †Ee were singular at some b 2†ı
Ee0

, then dimTb†Ee > dim†Ee D dim†ı
Ee0
C 1. Assuming

†ı
Ee0
�†EeXZ is Cartier, we would find dimTb†

ı

Ee0
� dimTb†Ee�1 > dim†ı

Ee0
, forcing †ı

Ee0
to be singular

at b, which contradicts the assumption that all open splitting loci are smooth. Repeating the argument for
each divisorial †Ee0 �†Ee shows that †Ee is smooth away from all codimension 2 subsplitting loci.

First we show that, to have Ee0 < Ee with u.Ee0/D u.Ee/C 1, the splitting types must have a special shape.
Let r be the smallest index such that e0r < er and let s be the largest index such that e0s > es . (The fact
that Ee0 < Ee means r < s.) Then

(44) Ee0 � Eers WD .e1; : : : ; er�1; er � 1; erC1; : : : ; es�1; esC 1; esC1; : : : ; ek/ < Ee;

from which we see

1D u.Ee0/�u.Ee/

� u.Eers/�u.Ee/

D

X
`¤r;s

�
Œh1.O.e`� er C 1//C h

1.O.e`� es � 1//C h
1.O.er � 1� e`//C h

1.O.esC 1� e`//�

� Œh1.O.e`� er//C h
1.O.e`� es//C h

1.O.er � e`//C h
1.O.es � e`//�

�
C Œh1.O.er � es � 2//C h

1.O.es � er C 2//�� Œh
1.O.er � es//C h

1.O.es � er//�

D #f` W er � 1� e` � es � 1gC #f` W er C 1� e` � esC 1gC
�
1 if er D es ,
2 otherwise.

It follows that the nonnegative quantities #f` W er � 1 � e` � es � 1g D #f` W er C 1 � e` � es C 1g
are zero, and er D es , and Ee0 D Eers . In other words, after twisting (down by er D es), we may assume
O.Ee/DN ˚O˚m˚P, where all parts of N have degree at most �2, all parts of P have degree at least 2,
and O.Ee0/DN ˚O.�1/˚O˚.m�2/˚O.1/˚P.
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Away from Z, we will show that the vector bundle E on � W P1 � .†Ee X Z/ ! .†Ee X Z/ splits as
ED N˚T˚P, where, for any b 2†Ee XZ,

(45) Njb 'N; Pjb ' P; and Tjb '

�
O˚m if b …†Ee0 ,
O.�1/˚O˚.m�2/˚O.1/ if b 2†Ee0 .

To construct N and P, let Q.�2/ be the cokernel of ����E.�2/! E.�2/, which is locally free. Define
P by the exact sequence

0! P.�2/! E.�2/! Q.�2/! 0:

This sequence splits if the induced mapH 0
�
Hom.Q.�2/;E.�2//

�
!H 0

�
Hom.Q.�2/;Q.�2//

�
is surjec-

tive, which follows if we showH 1
�
Hom.Q.�2/;P.�2//

�
D 0. Now, P.�2/ is globally generated on each

fiber, and Q.�2/ has negative summands on each fiber, so Hom.Q.�2/;P.�2// has positive summands
on every fiber. Thus, by the theorem on cohomology and base change, R1��Hom.Q.�2/;P.�2//D 0
and so H 1

�
Hom.Q.�2/;P.�2//

�
D 0 because B is affine.

Next, define N so that N.1/ is the cokernel of ����Q.1/! Q.1/, and define T by the sequence

0! T! Q! N! 0:

The same argument as before shows that this sequence splits too. Thus, ED Q˚PD N˚T˚P. By
construction, this splitting satisfies (45).

On †Ee XZ, the fibers of R1��T.�1/ have rank at most 1. Also, ��T and ��T.1/ are locally free on
†Ee XZ. The equations that cut out †Ee0 � B are the same as the equations that cut out †Ee � B except at
one twist, namely when we ask for the rank of R1��E.�1/. To cut out †Ee , we ask that rkR1��E.�1/�

h1.P1;O.Ee/.�1//DW n, whereas, to cut out †Ee0 , we ask that rkR1��E.�1/� h1.O.Ee0/.�1//D nC 1.

To study these equations, we must build a resolution of R1��E.�1/ by vector bundles. On †Ee XZ, the
theorem on cohomology and base change shows R1��N.�1/ is a vector bundle, and R1��P.�1/D 0.
We also have a resolution by vector bundles

U1 WD ��T˝H 0.P1;O.1//
 
�! U2 WD ��T.1/!R1��T.�1/! 0;

where U1 and U2 have the same rank 2m. Therefore,

0˚U1
0˚ 
��!R1��N.�1/˚U2!R1��N.�1/˚R1��T.�1/DR1��E.�1/

is a resolution of R1��E.�1/ by vector bundles. Now, †ı
Ee0

is cut out inside †Ee XZ by the condition that
dim coker.0˚ /� nC 1, or equivalently that dim coker � 1. This locus is cut by the vanishing of its
determinant, which we can view as a section of the line bundleV2m�

��T˝H 0.P1;O.1//
�_
˝
V2m

.��T.1//:

Hence, †ı
Ee
�†Ee XZ is Cartier, as desired.
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Larson [2021b, Theorem 1.2] established that, for f W C ! P1 a general degree k cover, the open
Brill–Noether splitting loci are smooth of the expected dimension. The above proposition thus implies
W Ee.C / is smooth away from all splitting loci of codimension 2 or more. Together with Theorem 7.8, we
have thus shown:

Theorem 9.2 Let f W C ! P1 be a general genus g, degree k cover. Then W Ee.C / is smooth away from
all codimension 2 splitting loci. Thus W Ee.C / is normal.

Combined with Theorem 8.6, we have therefore proven:

Theorem 9.3 If f W C ! P1 is a general degree k cover and g > u.Ee/, then W Ee.C / is irreducible.

10 Monodromy

For the remainder of the paper, we suppose that the characteristic of our ground field does not divide k. Our
final task is to show that the universal WEe has a unique irreducible component dominating a component
of the unparametrized Hurwitz stack Hk;g when g � u.Ee/. When g > u.Ee/— or when k D 2, in which
case N.Ee/D 1 for all Ee—W Ee.C / is irreducible for C general. So, for the remainder of this section, we
suppose g D u.Ee/ and k > 2.

When gD u.Ee/, we have shown that W Ee.X/ is a reduced finite set of line bundles. Using this, we obtain:

Lemma 10.1 Let f� W X�! P� be a deformation of f W X ! P to a smooth cover , with smooth total
space (see Section 2). If C! P0! B is a family of smooth covers containing f�, over a reduced base B,
then W Ee.C=B/! B is étale near f�.

Proof Because u.Ee/ D g, every component of W Ee.C=B/ has dimension at least dimB. Moreover,
W Ee.C=B/! B is proper, and the fiber over f� is a finite set of reduced points. Since B is reduced, we
conclude that the map is étale near f�.

Since f WX ! P is separable, f� is also separable. In particular, its cotangent complex is punctual, so
Hk;g is smooth at f�. We can therefore apply this lemma to the universal family over a component B
of Hk;g .

In greater generality, suppose that B is any irreducible base, and � WW !B is étale near b 2B. Then any
irreducible component of W dominating B meets ��1.b/, and every point of ��1.b/ is contained in a
unique irreducible component of W, which dominates B. To show W has a unique irreducible component
dominating B, it thus suffices to show that any two points of ��1.b/ are contained in the same irreducible
component of W. In particular, suppose that B 0 is irreducible and the image of B 0 ! B meets b. If
W �B B

0! B 0 has a unique irreducible component dominating B 0, then W has a unique irreducible
component dominating B.
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Therefore, if there is some family C=B 0 over a reduced irreducible base B 0, containing f�, such that
W Ee.C=B 0/!B 0 has a unique component dominating B 0, then the universal WEe has a unique component
dominating our component of Hk;g . The argument will proceed in the following steps:

(1) In Section 10.1, we define the stack Hk;g;2 of degree k genus g covers with total ramification at two
points, and partial and total compactifications thereof:

Hk;g;2 �Hsm-ch
k;g;2 �Hch

k;g;2 �Hk;g;2:

The universal curve Csm-ch over Hsm-ch
k;g;2

will be a family of chain curves with smooth total space. We may
therefore construct the universal Ee-positive locus W Ee.Csm-ch/ as in Section 3. We will also observe that:

(a) X lies in Hsm-ch
k;g;2

, and Hk;g;2 contains a deformation of X as in Lemma 10.1,

(b) Hch
k;g;2

is smooth, so X lies in a unique component Hsm-ch;ı
k;g;2

of Hsm-ch
k;g;2

,

(c) W Ee.Csm-ch/!Hsm-ch
k;g;2

is étale near X.

We may therefore reduce to studying W Ee.Csm-ch/. (The reason for this first reduction is to sidestep
questions related to the existence of a nice compactification of the Hurwitz space in positive characteristic,
given that we will need these compactifications of Hk;g;2 anyways later in our argument.) In light of (1)(c),
our problem is now to show that every two points of W Ee.X/ lie in the same irreducible component
of W Ee.Csm-ch/.

Recall that W Ee.X/ is the reduced finite set of line bundles LT indexed by the efficient fillings T of �.Ee/
(see Definition 4.10). Therefore, it suffices to see that for any two tableaux T and T 0 of shape �.Ee/,
the irreducible components of W Ee.Csm-ch/ containing T and T 0 coincide. Because any two tableaux
can be connected via a sequence of braid moves (see Section 8), it suffices to show that LT and LF iT
(respectively LT and LS iT ), when defined, lie in the same irreducible component.

(2) In Section 10.2 (respectively Section 10.3), we restrict W Ee.Csm-ch/ to certain families in Hsm-ch;ı
k;g;2

whose closures contain X ; these families arise by smoothing nodes of X and are themselves parametrized
by Hı

k;2;2
(respectively Hı

k;3;2
).

The restriction of W Ee.Csm-ch/ to these families is not irreducible. Nonetheless, for each T such that F iT
(respectively S iT ) is defined, we describe substacks YF .i; T / (respectively YS .i; T /) of the restriction
of W Ee.Csm-ch/ to these families; the fiber over X of the closure of YF .i; T / (respectively YS .i; T /) in
W Ee.Csm-ch/ consists of LT and LF iT (respectively LT and LS iT ).

(3) Finally, in Section 10.4, we prove that YF .i; T / and YS .i; T / are irreducible, thereby establishing
that LT and LF iT (respectively LT and LS iT ) lie in the same irreducible component of W Ee.Csm-ch/, as
desired.

We do this by observing that YF .i; T / (respectively YS .i; T /) extends naturally over the entirety of Hk;2;2

(respectively Hk;3;2). Moreover, they remain generically étale over a certain boundary stratum R2

(respectively R3), where we can write down explicit equations and check irreducibility.
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10.1 Covers with two points of total ramification

Definition 10.2 Let Mg;2 denote the moduli stack of curves of genus g with two marked points, and Mg;2

denote its Deligne–Mumford compactification by stable curves. Write Hk;g;2 �Mg;2 for the substack
of .C; p; q/ 2Mg;2 with OC .kp/' OC .kq/. (In other words, for a scheme B, the B-points of Hk;g;2

parametrize relative smooth curves C ! B equipped with a pair of sections fp; qg such that B can be
covered by opens U with OC jU .kp/' OC jU .kq/.)

Write Hk;g;2 � Mg;2 for the closure of Hk;g;2. Let Hsm-ch
k;g;2

� Hk;g;2 (respectively Hch
k;g;2

� Hk;g;2)
denote the open substack parametrizing chains of smooth (respectively irreducible) curves where the
marked points are on opposite ends. Let Csm-ch denote the universal curve over Hsm-ch

k;g;2
.

Any .C; p; q/2Mg;2 lies in Hk;g;2 if and only if C admits a map C !P1 of degree k, totally ramified at
p and q. Such a map is unique up to Aut P1, so there is a natural map Hk;g;2!Hk;g . The boundary can
be understood explicitly in a similar fashion. Suppose C D C 1[p1 [p2 � � � [pn�1 C

n with p D p0 2 C 1

and q D pn 2 C n is a chain of irreducible curves where the marked points are on opposite ends. By the
theory of admissible covers (see [Liu 2003, Section 5]), .C; p; q/ 2Hch

k;g;2
if and only if C admits a map

of degree k to a chain of n copies of P1 totally ramified over the pi . Such a map exists if and only if
pi �pi�1 is k-torsion in Pic0.C i / for i D 1; : : : ; n, in which case it is unique.

Note that, by construction, .X; p0; pg/ lies in Hsm-ch
k;g;2

, and the deformation constructed in Section 2 lies
in Hk;g;2.

Lemma 10.3 Hch
k;g;2

is smooth , as is the total space Csm-ch of the universal curve over Hsm-ch
k;g;2

.

Proof Let C D C 1 [p1 C
2 [p2 � � � [pn�1 C

n be a point of Hch
k;g;2

, with marked points p D p0 2 C 1

and q D pn 2 C n. Let f 0 W C ! P be the unique map of degree k to a chain of n copies of P1 totally
ramified at the pi . Because the characteristic does not divide k by assumption, f 0 is separable.

By formal patching (see [Liu 2003, Lemma 5.6]), a deformation of f 0 is uniquely determined by
deformations in formal neighborhoods of every branch point b of f 0, and every node qi of P. Near a
branch point b, the deformation space is smooth since the relative cotangent complex is punctual. Above a
node qi , write x and y for local coordinates on C i and C iC1 at pi . Since the map is totally ramified and
k is not a multiple of the characteristic, aD xk and bD yk give local coordinates on the two copies of P1

meeting at qi . A local versal deformation space is then smooth of dimension 1: a versal deformation
with coordinate t is SpecKŒŒx; y; t ��=.xy � t /! SpecKŒŒa; b; t ��=.ab� tk/. Thus Hch

k;g;2
is smooth.

Finally, along the fiber C, the map Csm-ch ! Hsm-ch
k;g;2

is smooth away from the pi . Therefore the only
possible singularities of the total space Csm-ch along C occur at the pi . In a formal neighborhood of pi ,
the total space Csm-ch is a pullback under a smooth map of the total space SpecKŒŒx; y; t ��=.xy � t / of
the universal source over the versal deformation space appearing above, which is smooth.
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In particular, X lies in a unique irreducible component Hsm-ch;ı
k;g;2

of Hsm-ch
k;g;2

. The work in Section 3 defines
a universal Ee-positive locus W Ee.Csm-ch/, which is proper over Hsm-ch

k;g;2
, and whose fiber over X is W Ee.X/,

which we have shown is a reduced finite set. By regeneration (Corollary 6.6), every point of W Ee.X/
lies in a component of W Ee.Csm-ch/ dominating Hsm-ch;ı

k;g;2 . Since Hsm-ch;ı
k;g;2 is reduced by Lemma 10.3, we

conclude, as in the proof of Lemma 10.1, that W Ee.Csm-ch/!Hsm-ch;ı
k;g;2

is étale near X.

10.2 Flips in monodromy

Suppose that the flip F iT is defined. Our deformation of X will be obtained by smoothing the node pi .
Such curves are parametrized by a component Hı

k;2;2
of Hk;2;2. The map � W Hı

k;2;2
,! Hsm-ch

k;g;2
sends

.C; p; q/ to the chain curve obtained by attaching E1[p1 � � � [pi�2 E
i�1 to C so that pi�1 is identified

with p, and attaching EiC2[ � � � [Eg so that piC1 is identified with q:

pi�1

D

p

piC1

D

q

pi�2
C

piC2
Ei�1Ei�2 EiC3EiC2

Our original chain curve X is in the closure of �.Hı
k;2;2

/.

Lemma 10.4 Let L be a limit line bundle on �.C; p; q/, with LE
t

D LtT for t … fi; i C 1g, such that
there exist points x; y 2 C with

LC ' O..T Œi �C i � 1/pC .d �T Œi �� i/qC x/' O..T Œi C 1�C i � 1/pC .d �T Œi C 1�� i/qCy/

(which forces OC .x�y/' OC ..T Œi C 1��T Œi �/.p� q//). Then L is limit Ee-positive.

Proof Because LT is Ee-positive, and LE
t

DLtT for t … fi; iC1g, it suffices to show that, for all a; b 2Z

(with the notation of Definition 3.2),

(46) h0.LC .�ap� bq//� f .a; b/ WD min
d iCd iC1Dd

h0..LT /
E i[E iC1

.d i ;d iC1/
.�ap� bq//:

If aC b � d , then straightforward casework (using our assumption that T Œi C 1� ¥ T Œi �� 1 mod k)
implies

f .a; b/� h0..LT /
E i[E iC1

.d�b;b/ .�ap� bq//D 0;

and so (46) holds. Otherwise, if aC b � d � 1, then straightforward casework (using our assumption that
T Œi C 1�¥ T Œi �C 1 mod k) implies

f .a; b/� h0..LT /
E i[E iC1

.d�b�1;bC1/.�ap�bq//D

8<:
1 if .a; b/D .T Œi �Ci�1; d�T Œi ��i/,
1 if .a; b/D .T ŒiC1�Ci�1; d�T ŒiC1��i/,
d�a�b�1 otherwise.

This immediately implies (46) in the “otherwise” case by Riemann–Roch. In the first two cases, this
implies (46) by our assumption that LC .�ap� bq/ is effective for these values of a and b.
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On a smooth curve of genus 2, the map C �C ! Pic0 C defined by .x; y/ 7! OC .x � y/ is finite of
degree 2 away from the diagonal (which is contracted to the identity in Pic0 C ). Lemma 10.4 thus
produces two limit Ee-positive line bundles on the general curve in �.Hı

k;2;2
/, ie a substack YF .i; T / of the

restriction of W Ee.Csm-ch/ to �.Hı
k;2;2

/. Limiting to X, we obtain two Ee-positive line bundles (which must
be distinct because W Ee.Csm-ch/!Hsm-ch

k;g;2
is étale near X ). By construction, these correspond to tableaux

T1 and T2 satisfying Tj Œt � D T Œt � for t ¤ fi; i C 1g. But there are only two such tableaux: T itself
and F iT. Therefore the fiber of the closure of YF .i; T / over X consists of LT and LF iT , as desired.

Note that, although the map YF .i; T /! W Ee.Csm-ch/ depends on i and T, the stack YF .i; T / and the
map YF .i; T /!Hı

k;2;2
depend only on n WD T Œi C 1�� T Œi �, up to sign and modulo k. We therefore

write YF .n/D YF .i; T /!Hı
k;2;2

.

10.3 Shuffles in monodromy

Suppose that the shuffle S iT is defined, ie T Œi �D T Œi C 2� and T Œi C 1�D T Œi �˙ 1. Without loss of
generality, suppose that T Œi C 1�D T Œi �C 1. Our deformation of X will be obtained by simultaneously
smoothing the nodes pi and piC1. Such curves are parametrized by a component Hı

k;3;2
of Hk;3;2. The

map � WHı
k;3;2

,!Hsm-ch
k;g;2

sends .C; p; q/ to the chain curve obtained by attaching E1[p1 � � � [pi�2 E
i�1

to C so that pi�1 is identified with p, and attaching EiC3[ � � � [Eg so that piC2 is identified with q:

pi�1

D

p

piC2
D

q

pi�2
CEi�1Ei�2 EiC3

Our original chain curve X is in the closure of �.Hı
k;3;2

/.

Lemma 10.5 Suppose that C is a nonhyperelliptic curve of genus 3. Let L be a limit line bundle on
�.C; p; q/ with LE

t

D LtT for t … fi; i C 1; i C 2g such that

LC ' OC .zC .T Œi �C i/pC .d �T Œi �� i � 1/q/

for z 2 fx; yg, where x; y 2 C is the pair of points such that pC qC xC y � KC (ie the two points
collinear with p and q in the canonical model of C as a plane quartic):

�

�

�

�C

x

y

p

q

Then L is limit Ee-positive.
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Proof Because LT is Ee-positive, and LE
t

D LtT for t … fi; i C 1; i C 2g, it suffices to show that, for all
a; b 2 Z,

(47) h0.LC .�ap� bq//� f .a; b/ WD min
d iCd iC1Cd iC2Dd

h0..LT /
E i[E iC1[E iC2

.d i ;d iC1;d iC2/
.�ap� bq//:

If aC b � d � 1, then straightforward casework implies

f .a; b/� h0..LT /
E i[E iC1[E iC2

.a;d�a�b;b/ .�ap� bq//D

�
1 if .a; b/D .T Œi �C i; d �T Œi �� i � 1/,
0 otherwise:

This immediately implies (47) in the “otherwise” case, and shows that, in the first case, (47) follows from
the condition

(48) h0
�
LC .�.T Œi �C i/p� .d �T Œi �� i � 1/q/

�
� 1:

Otherwise, if aC b � d � 2, then straightforward casework implies

f .a; b/� h0..LT /
E i[E iC1[E iC2

.aC1;d�a�b�2;bC1/.�ap� bq//

D

8̂̂̂<̂
ˆ̂:
2 if .a; b/D .T Œi �C i � 1; d �T Œi �� i � 2/,
1 if .a; b/D .T Œi �C i � 1; d �T Œi �� i � 1/,
1 if .a; b/D .T Œi �C i; d �T Œi �� i � 2/,
d � a� b� 2 otherwise.

This immediately implies (47) in the “otherwise” case by Riemann–Roch. Since vanishing at p or q
imposes at most one condition on sections of any line bundle, in the first three cases, (47) follows from
the single condition

(49) h0
�
LC .�.T Œi �C i � 1/p� .d �T Œi �� i � 2/q/

�
� 2:

We conclude by observing that LC satisfies (48) and (49) by its definition.

Lemma 10.5 thus produces two limit Ee-positive line bundles on the general curve in �.Hı
k;3;2

/, ie a
substack YS .i; T / of the restriction of W Ee.Csm-ch/ to �.Hı

k;3;2
/. As in the previous “flip” case, the fiber

of the closure of YS .i; T / over X consists of LT and LS iT as desired. Moreover, YS .i; T /!Hı
k;3;2

is
independent of i and T. We therefore write YS D YS .i; T /!Hı

k;3;2
.

10.4 Irreducibility of YF .n/ and YS

Our final task is to show that the following two double covers have a unique irreducible component
dominating the desired component of the base:

YF .n/ The double cover of Hk;2;2 parametrizing points x and y with O.x�y/' O.n.p� q// (where
n is an integer not equal to 0;˙1 mod k);

YS The double cover of the complement of the hyperelliptic locus in Hk;3;2 parametrizing points x
and y with O.xCy/' !.�p� q/ (where k > 2).
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Notice that the definition of YF .n/ (respectively YS ) extends naturally to the entire closure Hk;2;2

(respectively Hk;3;2), although it is not a priori finite flat of degree 2.

Proposition 10.6 (1) YF .n/ is finite flat of degree 2 over the open substack of Hch
k;2;2

defined by
.C; p; q/ satisfying the following conditions:

(a) C is irreducible.

(b) p� q is exactly k-torsion on C.

(c) p � q is exactly k-torsion on the partial normalization of C at any node (this condition is
vacuous if C is smooth and implies the previous one if C is singular).

(2) YS is finite flat of degree 2 over the open substack of Hch
k;3;2

defined by .C; p; q/ satisfying the
following conditions:

(a) C is irreducible.

(b) p and q are not conjugate under the hyperelliptic involution if C is hyperelliptic (this condition
is vacuous if C is not hyperelliptic).

(c) p and q are not conjugate under the hyperelliptic involution on the partial normalization of
C at any node (this condition is vacuous if C is smooth and implies the previous one if C is
singular).

Proof Write U2 � Hch
k;2;2

(respectively U3 � Hch
k;3;2

) for the open substacks defined by the above
conditions.

YF .n/ Consider any .C; p; q/ 2 U2. Since C is irreducible, the condition O.x � y/ ' O.n.p � q//

is equivalent to O.xC Ny/ ' !.n.p � q//, where Ny denotes the conjugate of y under the hyperelliptic
involution. The line bundle !.n.p� q// is of degree 2, and not isomorphic to ! because p� q is exactly
k-torsion and n¥ 0 mod k. Therefore, since C is irreducible, !.n.p� q// has a unique section (up to
scaling), vanishing on a Cartier divisor D � C of degree 2. If D were supported at a node of C, consider
the partial normalization C � of C at this node, and write s and t for the points on C � above this node.
Then !C .n.p� q//' O.sC t / as line bundles on C � . Since !C ' !C� .sC t /' O.sC t /, we would
have OC� .n.p�q//' OC� . But this is impossible since p�q is exactly k-torsion on C � by assumption.
Thus D � Csm.

It thus remains to see that these divisors D fit together to form a Cartier divisor D on the universal
curve � W C! U2 of relative degree 2 (which will then be supported in the smooth locus and identified
with YF .n/). Write p; q WU2!C for the universal sections. Observe that !C=U2.n.p�q// is a line bundle
on C, with a unique section up to scaling on every geometric fiber. Moreover, by Lemma 10.3, the base U2
is smooth, and in particular reduced. Cohomology and base change thus implies that ��!C=U2.n.p� q//

is a line bundle on U2. Working locally on U2, we may trivialize it by picking a section, which gives a
section of !C=U2.n.p� q//, vanishing along a Cartier divisor D.
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YS Consider any .C; p; q/ 2 U3. Since C is irreducible, and p and q are not conjugate under the
hyperelliptic involution if C is hyperelliptic, we have h0.C;O.pC q//D 1. By Serre duality, !.�p� q/
has a unique section (up to scaling), vanishing on a Cartier divisor D � C of degree 2. If D were
supported at a node of C, consider the partial normalization C � of C at this node, and write s and t
for the points on C � above this node. Then !C .�p � q/ ' O.s C t / as line bundles on C � . Since
!C ' !C� .sC t /, we would have OC� .pC q/ ' !C� . But this is impossible since p and q are not
conjugate under the hyperelliptic involution on C � by assumption. Thus D � Csm.

As in the previous case, these divisors D fit together to form a Cartier divisor D on the universal curve
� W C! U3 of relative degree 2.

We now show that YF .n/ (respectively YS ) has a unique irreducible component dominating Hch;ı
k;2;2

(respectively Hch;ı
k;3;2

). To do this, we will restrict these double covers to certain schemesRh!Hch;ı
k;h;2

(with
hD 2 and hD 3, respectively), where we can write down the equations of YF .n/ and YS explicitly and
see that they are irreducible. The scheme R2 is an open in fr1; r2g 2 Sym2 P1 (respectively R3 is an open
in fr1; r2; r3g 2 Sym3 P1). Let � denote a primitive kth root of unity (which exists by our assumption
that the characteristic does not divide k). Our schemes Rh will parametrize stable curves of geometric
genus 0 of the following forms:

p D 0 q D1

r1 r1� r2 r2� r1 r1� r2 r2� r3 r3�

p D 0 q D1

On such curves (and their normalizations at any one node), p � q D 0�1 has order exactly k; the
function tk gives the linear equivalence between kp and kq. Moreover, any involution of P1 exchanging
0 and1 has the form t 7! c=t . Such an involution exchanges ri and ri� only if cD r2i �. Therefore, if the
r2i � are distinct, the points p and q are not conjugate under the hyperelliptic involution on the normalization
of R3 at any node. The general curves over Rh therefore satisfy the conditions of Proposition 10.6. A
priori, however, Rh may not map to the desired component Hch;ı

k;h;2
.

Proposition 10.7 The image of Rh lies in the component Hch;ı
k;h;2

.

Remark 8 The authors conjecture Hk;h;2 is irreducible (when the characteristic does not divide k), which
would immediately imply Proposition 10.7. Indeed, in characteristic zero, one can establish this using
transcendental techniques. Moreover, techniques developed by Fulton [1969] show that irreducibility
in characteristic zero implies irreducibility when the characteristic is greater than k. However, it seems
difficult to extend this argument to small characteristics. Instead, we give here a direct algebraic proof of
Proposition 10.7, which requires only our less strict hypothesis that the characteristic does not divide k.

Proof By definition, Hch;ı
k;h;2

is the component of Hch
k;h;2

containing the locus of chains of elliptic curves.
(Note that the locus of chains of elliptic curves is itself irreducible, as it is isomorphic to a g-fold product
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X1.k/ � � � � �X1.k/ of the classical modular curve X1.k/, which is irreducible in characteristic not
dividing k.) Consider the following points of Hch

k;h;2
:

1 � 1 �

01p D 0 q D1

or 1 � 1 � 1 �

00 11p D 0 q D1

By smoothing the top (blue) nodes, these curves are visibly in the closure of the image of Rh. Similarly,
by smoothing the bottom (violet) nodes, these curves are visibly in the closure of the locus of chains of
elliptic curves. Finally, by Lemma 10.3, these curves lie in a unique component.

We finally compute explicitly the restriction of the covers YF .n/ and YS to R2 and R3, respectively. In
particular, we will see that these covers are generically étale of degree 2 and have a unique irreducible
component dominating R2 and R3, respectively. Therefore YF .n/ and YS have a unique irreducible
component dominating Hch;ı

k;2;2
and Hch;ı

k;3;2
, respectively (see the discussion after the proof of Lemma 10.1).

For YF .n/, we have O.x � y/' O.n.0�1//, so there is a function vanishing along n � 0C y, with a
pole along n �1C x. The only such function on the normalization is tn.t � y/=.t � x/; this function
must therefore descend to the nodal curve, ie

rn1 .r1�y/

r1� x
D
.r1�/

n.r1� �y/

r1� � x
and

rn2 .r2�y/

r2� x
D
.r2�/

n.r2� �y/

r2� � x
:

The first of these equations is linear in y; we may thus solve for y and substitute into the second equation.
Clearing denominators, we obtain a quadratic equation for x, whose coefficients are symmetric in r1
and r2. Written in terms of the elementary symmetric functions e1 D r1C r2 and e2 D r1r2 on Sym2 P1,
this equation is

(50) .�nC1� 1/ � x2C .� � �nC1/e1 � xC .�
nC1
� �2/e2 D 0:

This is linear in e1 and e2, so can only be reducible if it has a root x 2P1 which is constant (ie independent
of e1 and e2). But upon setting e2D1, this quadratic has a double root at xD1 (note that n¥ 1 mod k,
so �nC1��2¤ 0). Similarly, upon setting e1D e2D 0, this quadratic has a double root at xD 0 (note that
n¥�1 mod k, so �nC1� 1¤ 0). Thus no such constant root exists, and (50) is irreducible as desired.

For YS , we have O.xCy/' !.�p� q/, so there is a section of the dualizing sheaf vanishing at x, y, 0
and1. When pulled back to the normalization, this gives a meromorphic 1-form with poles at the points
lying above the nodes (r1; r1�; r2; r2�; r3; r3�) that vanishes at x, y, 0 and1. The only such 1-form is

˛ D
t .t � x/.t �y/ � dt

.t � r1/.t � r1�/.t � r2/.t � r2�/.t � r3/.t � r3�/
:

This 1-form must therefore descend to a section of the dualizing sheaf on the nodal curve, ie

RestDr1˛CRestDr1�˛ D RestDr2˛CRestDr2�˛ D RestDr3˛CRestDr3�˛ D 0:
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Since the sum of all residues (RestDr1˛CRestDr1�˛CRestDr2˛CRestDr2�˛CRestDr3˛CRestDr3�˛)
automatically vanishes, this is really just two conditions:

r1.r1�x/.r1�y/

.r1�r1�/.r1�r2/.r1�r2�/.r1�r3/.r1�r3�/
C

.r1�/.r1��x/.r1��y/

.r1��r1/.r1��r2/.r1��r2�/.r1��r3/.r1��r3�/

D RestDr1˛CRestDr1�˛ D 0;

r2.r2�x/.r2�y/

.r2�r2�/.r2�r1/.r2�r1�/.r2�r3/.r2�r3�/
C

.r2�/.r2��x/.r2��y/

.r2��r2/.r2��r1/.r2��r1�/.r2��r3/.r2��r3�/

D RestDr2˛CRestDr2�˛ D 0:

The first of these equations is linear in y; we may thus solve for y and substitute into the second equation.
Clearing denominators, we obtain a quadratic equation for x, whose coefficients are symmetric in r1, r2 and
r3. Written in terms of the elementary symmetric functions e1D r1Cr2Cr3 and e2D r1r2Cr2r3Cr3r1
and e3 D r1r2r3 on Sym3 P1, this equation is

.�C 1/e2 � x
2
� Œ�e1e2C .�

2
C �C 1/e3� � xC .�

2
C �/e1e3 D 0:

To see this is irreducible, it suffices to check irreducibility after specializing e1 D 1, which yields the
equation

(51) .�C 1/e2 � x
2
� Œ�e2C .�

2
C �C 1/e3� � xC .�

2
C �/e3 D 0:

This is linear in e2 and e3, so can only be reducible if it has a root x 2 P1 which is constant. But, upon
setting e2=e3D 0, the roots are xD1 and xD .�2C�/=.�2C�C1/¤ 0 (note that �2C�D �.�C1/¤ 0
because � is a primitive kth root of unity with k>2). Similarly, upon setting e2=e3D1, the roots are xD0
and xD �=.�C1/¤1 (again �C1¤ 0). It thus remains to observe that .�2C�/=.�2C�C1/¤ �=.�C1/
because � ¤ 0.
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