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Abstract

Let $d \geq 3$. For each $e \geq 1$, Thas and Van Maldeghem constructed a $d$-dimensional dual hyperoval in $\text{PG}(d(d+3)/2, q)$ with $q = 2^e$, called the Veronesean dual hyperoval [5]. A quotient of the Veronesean dual hyperoval with ambient space $\text{PG}(2d+1, q)$, denoted $S_\sigma$, is constructed in [3] and [4], using a generator $\sigma$ of the Galois group $\text{Gal}(\text{GF}(q^{d+1})/\text{GF}(q))$.

In this note, using the above generator $\sigma$ for $q = 2$ and a $d$-dimensional vector subspace $H$ of $\text{GF}(2^{d+1})$ over $\text{GF}(2)$, we construct a quotient $S_\sigma,H$ of the Veronesean dual hyperoval in $\text{PG}(2d+1, 2)$ in case $d$ is even. Moreover, we prove the following: for generators $\sigma$ and $\tau$ of the Galois group $\text{Gal}(\text{GF}(2^{d+1})/\text{GF}(2))$,

(1) $S_\sigma$ above (for $q = 2$) is not isomorphic to $S_\tau,H$,

(2) $S_\sigma,H$ is isomorphic to $S_{\sigma,H'}$ for any $d$-dimensional vector subspaces $H$ and $H'$ of $\text{GF}(2^{d+1})$, and

(3) $S_\sigma,H$ is isomorphic to $S_{\tau,H}$ if and only if $\sigma = \tau$ or $\sigma = \tau^{-1}$.

Hence, we construct many new non-isomorphic quotients of the Veronesean dual hyperoval in $\text{PG}(2d+1, 2)$.
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1 Introduction

Let $m$ and $d$ be integers with $m > d \geq 2$. For a prime power $q$, we denote by $\text{PG}(m, q)$ an $m$-dimensional projective space over a finite field $\text{GF}(q)$ with $q$ elements. For a subset $W$ of $\text{GF}(q)$, we denote the set of non-zero elements of $W$ by $W^\times$. 
Throughout this note, we use the letter $K$ to denote $\text{GF}(2^{d+1})$. We regard $K$ and $K \times K = \{(x, y) \mid x, y \in K\}$ as vector spaces over $\text{GF}(2)$ of dimension $d+1$ and $2(d+1)$ respectively. We sometimes identify $(K \times K) \setminus \{(0,0)\}$ with $\text{PG}(2d+1,2)$, regarding nonzero vectors of $K \times K$ as projective points of $\text{PG}(2d+1,2)$.

The Galois group and the trace function for the extension $K/\text{GF}(2)$ are denoted by $\text{Gal}(K)$ and $\text{Tr}$, respectively, for short.

A family $S$ of $d$-dimensional subspaces of $\text{PG}(m,2)$ is called a $d$-dimensional dual hyperoval in $\text{PG}(m,2)$ if it satisfies the following conditions:

1. any two distinct members of $S$ intersect in a projective point,
2. any three mutually distinct members of $S$ intersect trivially,
3. the union of the members of $S$ generates $\text{PG}(m,2)$, and
4. there are exactly $2d+1$ members of $S$.

The definition of higher dimensional dual hyperovals was first given by C. Huybrechts and A. Pasini in [2]. The space $\text{PG}(m,2)$ in (D3) above is called the ambient space of the dual hyperoval $S$. For $d$-dimensional dual hyperovals $S_1$ and $S_2$ in $\text{PG}(m,2)$, we say that $S_1$ is isomorphic to $S_2$ by a mapping $\Phi$, if $\Phi$ is a linear automorphism of $\text{PG}(m,2)$ which sends the members of $S_1$ onto the members of $S_2$.

In case $d = 2$, $d$-dimensional dual hyperovals over $\text{GF}(2)$ are completely classified by Del Fra [1]. Hence, in this note, we assume that $d \geq 3$. We shall prove the following three theorems:

**Theorem 1.1.** Let $\sigma$ be a generator of the Galois group $\text{Gal}(K)$, and let $H := \{x \mid \text{Tr}(hx) = 0\}$ be a hyperplane of $K$ for some $h \in K^\times$. For $s, t \in K$, define a vector $b(s, t)$ of $K \times K$ by

$$b(s, t) := (\text{Tr}(ht)s^2 + st + \text{Tr}(hs)t^2, s^\sigma t + st^\sigma).$$

Then, if $d$ is even, the collection $S_{\sigma, H}$ of subsets $X(s) := \{b(s, t) \mid t \in K^\times\}$ of $\text{PG}(2d+1,2) = (K \times K) \setminus \{(0,0)\}$ for $s \in K^\times$ together with the subset $X(\infty) := \{b(s, s) \mid s \in K^\times\}$ of $\text{PG}(2d+1,2)$ is a $d$-dimensional dual hyperoval in $\text{PG}(2d+1,2)$.

**Theorem 1.2.** The dual hyperoval $S_{\sigma, H}$ in $\text{PG}(2d+1,2)$ with $d$ even is a quotient of the Veronesean dual hyperoval in $\text{PG}(d(d+3)/2,2)$.

In [3], for every $q = 2^e$ the first author constructed a quotient $S_{\sigma}$ of the Veronesean dual hyperoval with ambient space $\text{PG}(2d+1, q)$ using a generator $\sigma$ of the Galois group $\text{Gal}(\text{GF}(q^{d+1})/\text{GF}(q))$ (see Example 2.3 of this note in case
The following theorem shows that $S_{\tau, H}$ is not isomorphic to $S_{\sigma}$ for any generator $\tau$ of $\text{Gal}(K)$ and any hyperplane $H$, hence $S_{\tau, H}$ is a new quotient of the Veronesean dual hyperoval with ambient space $\text{PG}(2d + 1, 2)$.

**Theorem 1.3.** Assume that $d$ is even. Let $\sigma$ and $\tau$ be generators of $\text{Gal}(K)$, and let $H$ and $H'$ be hyperplanes of $K$. Then

1. The quotient $S_{\sigma}$ is not isomorphic to $S_{\tau, H}$,
2. $S_{\tau, H}$ is isomorphic $S_{\sigma, H'}$, and
3. $S_{\tau, H}$ is isomorphic to $S_{\tau, H}$ if and only if $\sigma = \tau$ or $\sigma = \tau^{-1}$.

## 2 The construction of $S_{\sigma, H}$

We review a general construction of $d$-dimensional dual hyperovals in projective spaces over $\text{GF}(2)$.

Let $n \geq d + 1$. We regard $\text{GF}(2^n)$ and $\text{GF}(2^n) \times \text{GF}(2^n) = \{(x, y) \mid x, y \in \text{GF}(2^n)\}$ as $n$ and $2n$-dimensional vector spaces over $\text{GF}(2)$ respectively. Take a subspace $W$ of $\text{GF}(2^n)$ of dimension $d + 1$. Assume that a collection of vectors $b(s, t) \in \text{GF}(2^n) \times \text{GF}(2^n)$ for $s, t \in W^\times$ satisfies the following conditions:

- (B1) $b(s, s) = (s^2, 0)$ for each $s \in W^\times$,
- (B2) $b(s, t) = b(t, s)$ for any $s, t \in W^\times$,
- (B3) $b(s, t) \neq (0, 0)$ for any $s, t \in W^\times$,
- (B4) for $s, t, s', t' \in W^\times$, we have $b(s, t) = b(s', t')$ if and only if $\{s, t\} = \{s', t'\}$,
- (B5) for each $s \in W^\times$, the subset $\{b(s, t) \mid t \in W^\times\} \cup \{(0, 0)\}$ is a subspace of $\text{GF}(2^n) \times \text{GF}(2^n)$.

Then we can construct a dual hyperoval $S$ in the following manner, although the dimension of its ambient space is not determined in general.

**Proposition 2.1.** Assume that $b(s, t)$ ($s, t \in W^\times$) satisfy the above conditions (B1)–(B5). Inside $\text{PG}(2n - 1, 2) = (\text{GF}(2^n) \times \text{GF}(2^n)) \setminus \{(0, 0)\}$, let us define subsets $X(s) := \{b(s, t) \mid t \in W^\times\}$ for $s \in W^\times$, and $X(\infty) := \{b(s, s) \mid s \in W^\times\}$. Then, $X(s)$ and $X(\infty)$ are $d$-dimensional subspaces of $\text{PG}(2n - 1, 2)$, and $S := \{X(s) \mid s \in W^\times\} \cup \{X(\infty)\}$ is a $d$-dimensional dual hyperoval.

**Proof.** By (B3), (B4) and (B5), the subset $X(s)$ is a $d$-dimensional subspace of $\text{PG}(2n - 1, 2)$ for each $s \in W^\times$. By (B1), the subset $X(\infty)$ is a $d$-dimensional subspace of $\text{PG}(2n - 1, 2)$. For distinct $s, t \in W^\times$, we have $X(s) \cap X(t) = b(s, t)$ by (B2), (B3) and (B4). For $s \in W^\times$, $X(s) \cap X(\infty) = b(s, s)$ by (B1), (B3) and (B4). From these facts, no three mutually distinct members of $S$ have a common
The cardinality $|S|$ is equal to $|\{X(s) \mid s \in W^\times\}| + |\{X(\infty)\}| = 2^{d+1}$. Hence $S$ is a $d$-dimensional dual hyperoval.

**Example 2.2.** Let $e_i$ ($i = 0, \ldots, d$) be linearly independent vectors of $GF(2^n)$. Choosing $n$ to be sufficiently large, we may assume that the products $e_i e_j$ ($0 \leq i \leq j \leq d$) are linearly independent vectors of $GF(2^n)$. Fix a generator $\sigma$ of the Galois group $Gal(GF(2^n)/GF(2))$. Then the vector subspace $W$ of $GF(2^n)$ (resp. $R$ of $GF(2^n) \times GF(2^n)$) generated by $e_i$ ($i = 0, \ldots, d$) (resp. $(e_i e_j, e_i^\sigma e_j + e_i e_j^\sigma)$ ($0 \leq i \leq j \leq d$)) is of dimension $(d+1)$ (resp. $(d+1)(d+2)/2$). We define $b(s,t)$ for $s,t \in W$ by

$$b(s,t) := (st, st^\sigma + st^\sigma).$$

Then $b(s,t)$ for $s,t \in K^\times$ satisfy the conditions (B1)–(B5), and hence we have a $d$-dimensional dual hyperoval $S$ in $PG(d(d+3)/2,2) \cong PG(R)$. See [3] and [7]. Yoshiara [7] proved that this $S$ is isomorphic to the Veronesean dual hyperoval constructed by Thas and Van Maldeghem in [5]. We note that the $b(s,t)$'s satisfy the addition formula $b(s,t_1) + b(s,t_2) = b(s,t_1 + t_2)$ for any $s,t_1, t_2 \in W$.

**Example 2.3.** Let $\sigma$ be a generator of the Galois group $Gal(K)$. In $K \times K$, let us define $b(s,t)$ for $s,t \in K$ to be

$$b(s,t) := (st, st^\sigma + st^\sigma).$$

Then, $b(s,t)$ for $s,t \in K^\times$ satisfy the above conditions (B1)–(B5), and hence we have a $d$-dimensional dual hyperoval, denoted by $S_\sigma$, in $PG(2d+1,2)$. See [3] and [7]. Yoshiara [7] proved that this $S_\sigma$ is a quotient of the Veronesean dual hyperoval in $PG(d(d+3)/2,2)$. The vectors $b(s,t)$ also satisfy the addition formula $b(s,t_1) + b(s,t_2) = b(s,t_1 + t_2)$ for $s,t_1, t_2 \in K$.

**The proof of Theorem 1.1**

In the rest of this section, we will establish Theorem 1.1, exploiting Proposition 2.1. Namely, we shall verify that the following vectors $b(s,t)$ of $K \times K$ for $s,t \in K$ satisfy the conditions (B1)–(B5):

$$b(s,t) := (\text{Tr}(ht)s^2 + st + \text{Tr}(hs)t^2, st^\sigma + st^\sigma).$$

(1)

where $h$ is a fixed nonzero element of $K$ and $\sigma$ is a generator of the Galois group $Gal(K)$. From definition (1), it is easy to see that $b(s,t) = (0,0)$ if $s = 0$ or $t = 0$, and that the following addition formula holds: for any $s,t_1, t_2 \in K$, we have

$$b(s,t_1) + b(s,t_2) = b(s,t_1 + t_2).$$

(2)

It is easy to verify the conditions (B1)–(B5), other than (B4). As for (B1), we have $b(s,s) = (\text{Tr}(hs)s^2 + s^2 + \text{Tr}(hs)s^2,0) = (s^2,0)$. The condition (B2) (even
when $s = 0$ or $t = 0$) is obviously satisfied in view of definition (1). As for (B3), if $s = t \in K^\times$ then $b(s, s) = (s^2, 0) \neq (0, 0)$ by (B1). On the other hand, if $s \neq t$, we have $s^t t + st^t \neq 0$, because 1 is the unique nonzero element of $K$ fixed by a generator $\sigma$ of the Galois group for $K/\text{GF}(2)$. As $s^t t + st^t$ appears as the second component of $b(s, t)$, we conclude that $b(s, t) \neq (0, 0)$ in this case as well. The condition (B5) follows from the addition formula (2).

In the rest of this section, we will verify (B4). For this purpose, take $s, t, s', t' \in K^\times$ satisfying $b(s, t) = b(s', t')$. Our end is to show that $\{s, t\} = \{s', t'\}$ under this assumption. We divide the cases according to the trace values $\text{Tr}(hx)$ for $x = s, t, s', t'$.

We first consider the case where both $(\text{Tr}(hs), \text{Tr}(ht))$ and $(\text{Tr}(hs'), \text{Tr}(ht'))$ are not equal to $(1, 1)$. Exchanging $s$ for $t$ (and $s'$ for $t'$) if necessary, we may assume that $\text{Tr}(hs) = \text{Tr}(hs') = 0$. Then the first component of $b(s, t)$ is $\text{Tr}(ht)s^2 + st$ (see definition (1)), which is written as $s_1 t_{11}$, if we set $s_1 := s$ and $t_1 := \text{Tr}(ht)s + t$. The second component of $b(s, t)$ is $s^t t + st^t$, which is written as $s_2^2 t_{11} + s_1 t_{12}$. Similarly we have $b(s', t') = (s_2 t_{21}, s_2^2 t_{22} + s_2 t_{22})$, where $s_2 := s'$ and $t_2 := \text{Tr}(ht')s' + t'$. Notice that none of $s_i, t_i$ $(i = 1, 2)$ is zero, because $b(s_i, t_i) = b(s, t) \neq (0, 0)$ $(i = 1, 2)$ for $s, t \in K^\times$ by (B3). Thus we may apply the following fact (see e.g. [3]), which is straightforward to verify, using the fact that 1 is the unique nonzero element of $K$ fixed by $\sigma$.

**Fact 2.4.** Let $s_1, t_1, s_2, t_2 \in K^\times$. Then $(s_1 t_{11}, s_1^2 t_{12} + s_1 t_{12}) = (s_2 t_{21}, s_2^2 t_{22} + s_2 t_{22})$ if and only if $\{s_1, t_1\} = \{s_2, t_2\}$.

Then we have either $(s_2, t_2) = (s_1, t_1)$ or $(s_2, t_2) = (t_1, s_1)$. In the former case, we have $s' = s$ and $\text{Tr}(ht)s + t' = \text{Tr}(ht')s + t$. From the latter equation, we have $\text{Tr}(ht + t')s = t + t'$. Taking the trace of the product of $h$ with the last equation, we have $0 = \text{Tr}(ht + t')\text{Tr}(hs) = \text{Tr}(\text{Tr}(ht + t')hs) = \text{Tr}(ht + t')$ as $\text{Tr}(hs) = 0$. Thus $\text{Tr}(ht) = \text{Tr}(ht')$ and $t' = t$. In the latter case, we have $s' = \text{Tr}(ht)s + t$ and $s = \text{Tr}(ht')s' + t'$. As $\text{Tr}(hs) = \text{Tr}(hs') = 0$, we have $0 = \text{Tr}(ht)\text{Tr}(hs) + \text{Tr}(ht) = \text{Tr}(ht)$ by taking the trace of the product of $h$ with the former equation. Similarly, $0 = \text{Tr}(ht')$ from the latter equation. Thus we have $s' = t$ and $s = t'$. We established $\{s, t\} = \{s', t'\}$ in this case.

Hence we may assume that $(\text{Tr}(hs), \text{Tr}(ht)) = (1, 1)$, exchanging $(s, t)$ for $(s', t')$ if necessary. Then the following three cases for $(\text{Tr}(hs'), \text{Tr}(ht'))$ are remained to verify, exchanging $s'$ for $t'$ if necessary:

$(\text{Tr}(hs'), \text{Tr}(ht')) = (1, 1), (0, 0)$ or $(1, 0)$.

We will show that the first case is reduced to the case we already treated above. To see this, assume that $\text{Tr}(hx) = 1$ for all $x = s, t, s', t'$. Adding $b(s, s')$ to the equation $b(s, t) = b(s', t')$, we have $b(s, t + s') = b(s', t' + s)$ from the addition
formula (2). If \( t + s' = 0 \) or \( t' + s = 0 \), then we have \((s', t') = (t, s)\) from this equation. Thus we may assume that none of \( s, t + s', s' \) and \( t' + s \) is zero. Now we have \( \text{Tr}(b(s)) = 1, \text{Tr}(b(s + t')) = 0, \text{Tr}(hs') = 1 \) and \( \text{Tr}(b(s + t')) = 0 \). Thus it follows from the conclusion of the above paragraph that we have \( \{s, t + s'\} = \{s', t' + s\} \). As \( t' \) is nonzero, we have \((s', t') = (s, t)\).

Similarly, we can reduce the second case above to the last case, by adding \( b(t, t') \) to \( b(s, t) = b(s', t') \). In this case we have \( b(s + t', t) = b(s' + t, t') \) from the addition formula (2) with \( \text{Tr}(h(s + t')) = 1, \text{Tr}(ht) = 1, \text{Tr}(h(s' + t)) = 1 \) and \( \text{Tr}(ht') = 0 \).

Thus the last case above is the unique remaining case, where we have \( b(s, t) = b(s', t') \) for \( s, t, s', t' \in K^\times \) with \( \text{Tr}(hs) = \text{Tr}(ht) = \text{Tr}(hs') = 1 \) and \( \text{Tr}(ht') = 0 \). Notice that up to here we did not use the assumption that \( d \) is even.

This case requires some technical calculations. To avoid somewhat cumbersome notation such as \( s', t' \), we replace the letters \( s, t, s', t' \) by \( u, ux, v \) and \( vy \) respectively. With this notation, it suffices to show the following claim to verify (B4), and hence to complete the proof of Theorem 1.1. (Notice that the ambient space of \( S_{\sigma, \mu} \) coincides with \( K \times K \), as it contains \( X(\infty) = \{(s^2, 0) \mid s \in K\} \) and \( K \) is spanned by \( s^\sigma t + st^\sigma \) for \( s, t \in K \); see the arguments in Lemma 3.3.)

Assume that \( d \) is even. For \( u, x, v, x \in K^\times \) with \( \text{Tr}(hu) = \text{Tr}(hxu) = \text{Tr}(hv) = 1 \) and \( \text{Tr}(hyv) = 0 \), we have \( b(u, xu) \neq b(v, yv) \). This is obtained as a direct corollary of the following lemma, where we do not put any restrictions on \( xu \) and \( yv \).

**Lemma 2.5.** Assume that \( d \) is even. If \( b(u, xu) = b(v, yv) \) for nonzero elements \( u, v, x \) and \( y \) of \( K \) with \( \text{Tr}(hu) = \text{Tr}(hv) = 1 \), then we have

\[
\text{Tr}(hxu) = \text{Tr}(hyv).
\]

**Proof.** Assume \( b(u, xu) = b(v, yv) \) for \( u, v, x, y \in K^\times \) with \( \text{Tr}(hu) = \text{Tr}(hv) = 1 \). If \( u = v \), then \( 0 = b(u, xu) + b(u, yu) = b(u, (x + y)u) \) by equation (2), whence (B3) implies that \( (x + y)u = 0 \) and \( x = y \). Thus the lemma holds in this case. In the following, we assume that \( u \neq v \).

From the definition of \( b(s, t) \), the first and second components of \( b(u, xu) = b(v, yv) \) are respectively given by

\[
a := \text{Tr}(hxu)u^2 + xu^2 + x^2u^2 = \text{Tr}(hyv)v^2 + yv^2 + y^2v^2 \quad \text{and} \quad c := x^\sigma u^\sigma u + xu^\sigma u = y^\sigma v^\sigma v + yv^\sigma.
\]
Thus $a/u^2 = \text{Tr}(hxu) + x + x^2$, $a/v^2 = \text{Tr}(hvy) + y + y^2$, $c/u^{\sigma+1} = x^\sigma + x$, and $c/v^{\sigma+1} = y^\sigma + y$. We easily have

\[ c/u^{\sigma+1} + (c/u^{\sigma+1})^2 = a/u^2 + (a/u^2)^\sigma, \]

\[ c/v^{\sigma+1} + (c/v^{\sigma+1})^2 = a/v^2 + (a/v^2)^\sigma, \]

since both sides of the equation coincide with $x + x^2 + x^\sigma + x^{2\sigma}$ in (3), and $y + y^2 + y^\sigma + y^{2\sigma}$ in (4). Let $\alpha := u^{\sigma-1} + v^{\sigma-1}$ and $\beta := u^{\sigma+1} + v^{\sigma+1}$. Since $d+1$ is odd and $\sigma$ is a generator of the Galois group $\text{Gal}(K)$, we can verify that $\alpha \neq 0$ and $\beta \neq 0$ in $\text{GF}(2^{d+1})$ in the following manner: Assume to the contrary that $\alpha = 0$, then from $u^\sigma/u = v^\sigma/v$, we have $(u/v)^\sigma = (u/v)$, which implies that $u = v$, contradicting our assumption that $u \neq v$. If $\beta = 0$, then from $u^\sigma u = v^\sigma v$, we have $(u/v)^{-\sigma} = (u/v)$, hence $(u/v)^{\sigma^2} = (u/v)$. Since $d+1$ is odd, $\sigma^2$ is a generator of the Galois group $\text{Gal}(K)$, hence we have $u/v = 1$, that is, $u = v$, which also contradicts our assumption that $u \neq v$.

Adding (3) times $u^{2(\sigma+1)}$ and (4) times $v^{2(\sigma+1)}$, we have

\[ c = [(u + v)^{2\sigma}/\beta]a + [(u + v)^2/\beta]a^\sigma. \]

Adding (3) times $u^{2(\sigma+1)}v^{\sigma+1}$ and (4) times $u^{\sigma+1}v^{2(\sigma+1)}$, we have

\[ c^2 = [(u^{\sigma+1}v^{\sigma+1})^2/\beta]a + [(u^2v^2\alpha)/\beta]a^\sigma. \]

Eliminating $c$ from (5) and (6), we have

\[ (u + v)^4 a^{2\sigma} + (u + v)^{4\sigma} a^2 + \alpha \beta (a^{\sigma+1}v^{\sigma+1}a + u^2v^2a^\sigma) = 0. \]

Let us set $g := u^{\sigma+1}v^{\sigma+1}a + u^2v^2a^\sigma$. Then, from the defining equation of $g$, we have

\[ a^{2\sigma} = (u^{2(\sigma+1)}v^{2(\sigma+1)}/u^4v^4)a^2 + (1/u^4v^4)g^2. \]

Using these $g$ and $a^{2\sigma}$, we obtain from (7) that

\[ (1/u + 1/v)^4 u^{2(\sigma+1)}v^{2(\sigma+1)}a^2 + (u + v)^{4\sigma} a^2 + (1/u + 1/v)^4 a^2 + \alpha \beta g = 0. \]

We easily check that $(1/u + 1/v)^4 u^{2(\sigma+1)}v^{2(\sigma+1)}a^2 + (u + v)^{4\sigma} a^2 = (\alpha \beta)^2 a^2$. Using this equation, we finally have from (8) that

\[ (1/u + 1/v)^4 g^2 + \alpha \beta g = \alpha^2 \beta^2 a^2. \]

Now, multiplying both sides of the equation by $(1/u + 1/v)^4/(\alpha^2 \beta^2)$, we have

\[ [(1/u + 1/v)^4/\alpha^2 \beta^2]g^2 + [(1/u + 1/v)^4/\alpha \beta]g = (1/u + 1/v)^4 a^2. \]

Hence we have $\text{Tr}((1/u + 1/v)^4 a^2) = 0$, that is, $\text{Tr}((1/u + 1/v)^2 a) = 0$, or equivalently $\text{Tr}(a/u^2) = \text{Tr}(a/v^2)$. Here we have

\[ \text{Tr}(a/u^2) = \text{Tr}(hxu) + x + x^2 = \text{Tr}(hxu) \text{Tr}(1) = \text{Tr}(hxu), \]

as $\text{Tr}(1) = d + 1$ is odd. Similarly we have

\[ \text{Tr}(a/v^2) = \text{Tr}(\text{Tr}(hvy) + y + y^2) = \text{Tr}(hvy). \]

Thus Lemma 2.5 is established.
3 Isomorphisms of some dual hyperovals

In this section, we study isomorphisms of the dimensional dual hyperovals constructed in Proposition 2.1, which satisfy the “addition formula” (equation (9)). We identify a nonzero vector of $K \times K$ with the projective point of $PG(K \times K) \cong PG(2d + 1, 2)$ spanned by it.

**Proposition 3.1.** For $i \in \{1, 2\}$, let $S_i = \{X_i(t) \mid t \in K^\times \cup \{\infty\}\}$ be the $d$-dimensional dual hyperoval inside $PG(2d + 1, 2) \cong PG(K \times K)$ constructed in Proposition 2.1 from a collection $\{b_i(s, t) \mid s, t \in K^\times\}$ of vectors of $K \times K$ satisfying the conditions (B1)–(B5). Assume that $\{b_i(s, t) \mid s, t \in K^\times\}$ satisfies the following equations for all $s, t_1, t_2 \in K$:

$$b_i(s, t_1) + b_i(s, t_2) = b_i(s, t_1 + t_2).$$

(In particular, $b_i(s, t) = 0$ if $s = 0$ or $t = 0$.)

Assume now that $S_1$ is isomorphic to $S_2$ by a map $\Phi$ on $K \times K$. Then there exist $GF(2)$-linear bijections $F$ and $L$ on $K$ and a $GF(2)$-linear map $G$ on $K$ which satisfy the following:

(a) $\Phi(x, y) = (F(x) + G(y), L(y))$ for all $x, y \in K$;

(b) $\Phi(X_1(\infty)) = X_2(\infty)$ and $\Phi(X_1(s)) = X_2(\rho(s))$ for all $s \in K^\times$, where $\rho$ is a bijection on $K^\times$ given by $\rho(s) = F(s^2)^{1/2}$;

(c) $\Phi(b_1(s, t)) = b_2(\rho(s), \rho(t))$ for all $s, t \in K^\times$.

**Proof.** By the construction given in Proposition 2.1,

$X_i(s) = \{b_i(s, t) \mid t \in K^\times\}$ for $s \in K^\times$ and

$X_i(\infty) = \{b_i(t, t) \mid t \in K^\times\}$.

(Notice that we take $d + 1$ and $K \cong GF(2^{d+1})$ respectively as $n$ and $W$ in Proposition 2.1.) From the definition of an isomorphism of dimensional dual hyperovals, the map $\Phi$ is a $GF(2)$-linear bijection on $K \times K$ which induces a bijection from the members $X_1(s)$ ($s \in K^\times \cup \{\infty\}$) of $S_1$ onto the members $X_2(s)$ ($s \in K^\times \cup \{\infty\}$) of $S_2$. Thus there exist $GF(2)$-linear maps $F, G, M$ and $L$ on $K$ such that

$$\Phi(x, y) = (F(x) + G(y), M(x) + L(y))$$

for all $x, y \in K$. Furthermore, there exists a bijection $\rho$ on $K^\times \cup \{\infty\}$ which satisfies the following equation for all $t \in K^\times \cup \{\infty\}$:

$$\Phi(X_1(t)) = X_2(\rho(t)).$$
Take any distinct elements $s$ and $t$ of $K^\times \cup \{\infty\}$. As $S_1$ is a $d$-dimensional dual hyperoval, $X_1(s) \cap X_1(t)$ is a projective point. This point is mapped by $\Phi$ to a point contained in both $\Phi(X_1(s)) = X_2(\rho(s))$ and $\Phi(X_1(t)) = X_2(\rho(t))$. As $S_2$ is a $d$-dimensional dual hyperoval as well, $X_2(\rho(s)) \cap X_2(\rho(t))$ is a projective point. Hence for any $s, t \in K^\times \cup \{\infty\}$ with $s \neq t$, we have

$$\Phi(X_1(s) \cap X_1(t)) = X_2(\rho(s)) \cap X_2(\rho(t)).$$

(12)

For every distinct elements $s, t$ in $K^\times \setminus \{\rho^{-1}(\infty)\}$, we have $X_1(s) \cap X_1(t) = b_1(s, t)$ and $X_2(\rho(s)) \cap X_2(\rho(t)) = b_2(\rho(s), \rho(t))$. Thus equation (12) implies

$$\Phi(b_1(s, t)) = b_2(\rho(s), \rho(t))$$

(13)

for every $s, t \in K^\times \setminus \{\rho^{-1}(\infty)\}$ with $s \neq t$. If $k := \rho^{-1}(\infty)$ lies in $K^\times$, then $X_1(k) \cap X_1(t) = b_1(k, t)$ and $X_2(\rho(k)) \cap X_2(\rho(t)) = X_2(\infty) \cap X_2(\rho(t)) = b_2(\rho(t), \rho(t))$ for any $t \in K^\times \setminus \{k\}$. Thus it follows from equation (12) that

$$\Phi(b_1(k, t)) = b_2(\rho(t), \rho(t))$$

(14)

for any $t \in K^\times \setminus \{\rho^{-1}(\infty)\}$, if $\rho^{-1}(\infty) \in K^\times$.

Next we shall show that $\rho(\infty) = \infty$. We will derive a contradiction, assuming that $\rho^{-1}(\infty) := k$ lies in $K^\times$. Notice that $|K^\times \setminus \{k\}| = 2d + 1 - 2 \geq 6$, as $d + 1 \geq 3$. Fix an element $s$ of $K^\times \setminus \{k\}$, and take an arbitrary element $t$ in $K^\times \setminus \{k, s + k\}$. By the assumption (9) with $i = 1$, we have $b_1(t, k) + b_1(t, s) = b_1(t, k + s)$. Applying the linear map $\Phi$ to both sides of this equation, we obtain $\Phi(b_1(t, k)) + \Phi(b_1(t, s)) = \Phi(b_1(t, k + s))$. As $t, s$ and $k + s$ are mutually distinct elements of $K^\times \setminus \{k\}$, we have $\Phi(b_1(t, s)) = b_2(\rho(t), \rho(s))$ and $\Phi(b_1(t, k + s)) = b_2(\rho(t), \rho(k + s))$ by equation (13). On the other hand, $\Phi(b_1(t, k)) = b_2(\rho(t), \rho(t))$ by equation (14). Hence we obtain

$$b_2(\rho(t), \rho(t)) + b_2(\rho(t), \rho(s)) = b_2(\rho(t), \rho(k + s)).$$

Then the assumption (9) with $i = 2$ yields $b_2(\rho(t), \rho(s) + \rho(t) + \rho(k + s)) = 0$. As $\rho(t) \neq 0$, this implies

$$\rho(s) + \rho(t) + \rho(k + s) = 0.$$

Notice that this equation holds for any $t$ in $K^\times \setminus \{k, s + k\}$. Thus we have $\rho(t_1) = \rho(t_2) = \rho(s) + \rho(s + k)$ for any elements $t_1, t_2$ of $K^\times \setminus \{k, s, k + s\}$. As $K^\times \setminus \{k, s, k + s\}$ contains $2d + 4 \geq 2$ elements, this contradicts the bijectivity of $\rho$. Hence we established that $\rho(\infty) = \infty$.

It is now easy to verify the proposition. The claim (c) follows from equation (13), as $K^\times = K^\times \setminus \{\rho^{-1}(\infty)\}$. We also have $\Phi(X_1(\infty)) = X_2(\rho(\infty)) = X_2(\infty)$. Thus equation (12) implies that

$$\Phi(s^2, 0) = \Phi(X_1(\infty) \cap X_1(s)) = X_2(\infty) \cap X_2(\rho(s)) = (\rho(s)^2, 0)$$
for all $s \in K^\times$. Then it follows from equation (10) applied to $x = s^2$ and $y = 0$ that for any $s \in K^\times$ we have

$$F(s^2) = \rho(s)^2 \text{ and } M(s^2) = 0.$$  

The claim (b) follows from the former equation above and the definition of $\rho$ and the fact that $\rho(\infty) = \infty$. The latter equation above implies that $M$ is the zero map. It follows from equation (10) that $\Phi(x, y) = (F(x) + G(y), L(y))$ for all $x, y \in K$. As $\Phi$ is a bijection, this implies that $F$ and $L$ are bijections on $K$. Thus the claim (a) is established. \hfill $\Box$

Notice that both $S_1 = S_\sigma$ in Example 2.3 and $S_2 = S_{\sigma, H}$ in Theorem 1.1 are $d$-dimensional dual hyperovals in $\text{PG}(K \times K) = \text{PG}(2d + 1, 2)$ satisfying equation (9). To examine isomorphisms among these dimensional dual hyperovals, the following proposition turns out to be useful. It is worthwhile mentioning that this proposition about $\text{GF}(2)$-linear maps can be established using dimensional dual hyperovals.

**Proposition 3.2.** Let $L$ and $\rho$ be $\text{GF}(2)$-linear bijections on $K$. Assume that there exist generators $\sigma$ and $\tau$ of the Galois group $\text{Gal}(K)$ which satisfy

$$L(s^\sigma t + s t^\sigma) = \rho(s)^\tau \rho(t) + \rho(s) \rho(t)^\tau$$  

for all $s, t \in K^\times$. Then we have $\tau = \sigma$ or $\tau = \sigma^{-1}$. Moreover, there exists $\mu \in \text{Gal}(K)$ and $b \in K^\times$ such that $\rho(x) = bx^\mu$ for all $x \in K$.

**Proof.** First note that equation (15) holds even in cases $s = 0$ or $t = 0$, since $L$ and $\rho$ are linear. For $\alpha = \sigma$ or $\tau$, we define $S_\alpha$ to be a collection $\{X_\alpha(t) \mid t \in K\}$ of subsets $X_\alpha(t) := \{(x, x^\alpha t + xt^\alpha) \mid x \in K\}$ of $K \times K$ for $t \in K$. By [6], $S_\sigma$ and $S_\tau$ are $d$-dimensional dual hyperovals. Define a $\text{GF}(2)$-linear bijection $\Phi$ on $K \times K$ by

$$\Phi(x, y) = (\rho(x), L(y)).$$

From the assumption (equation (15)), we have

$$(x, x^\alpha t + xt^\alpha)^\Phi = (\rho(x), \rho(x)^\tau \rho(t) + \rho(x) \rho(t)^\tau) \in X_2(\rho(t)).$$

Thus $\Phi$ sends each $X_{\sigma}(t)$ to $X_{\tau}(\rho(t))$ ($t \in K$), whence it gives an isomorphism from $S_\sigma$ to $S_\tau$. Then, by [6, Proposition 11], we must have $\sigma = \tau$ or $\sigma = \tau^{-1}$.

Now, if $\tau = \sigma$, then $S_\sigma = S_\tau$ and $\Phi$ is an automorphism of $S_\sigma$ stabilizing a $d$-subspace $X_\sigma(0) = X_{\tau}(0) = \{(x, 0) \mid x \in K^\times\}$. Recall that the stabilizer of $X_\sigma(0)$ in $\text{Aut}(S_\sigma)$ is generated by the field automorphisms $\mu: (x, y) \mapsto (x^\mu, y^\mu)$ for $\mu \in \text{Gal}(K)$ and the multiplications $m(b): (x, y) \mapsto (bx, b^{\sigma+1}y)$ for
b ∈ K ×. (See [6, Proposition 7].) The explicit shapes of \( \tilde{\mu} \) and \( m(b) \) are given in [6, Section 4]). Hence we have \( \rho(x) = bx^\mu \) for some \( \mu \in \text{Gal}(K) \) and \( b \in K^\times \).

If \( \tau = \sigma^{-1} \), then \( \mathcal{S}_\tau \) is isomorphic to \( \mathcal{S}_\sigma \) by \( \Psi_\sigma : (x, y) \mapsto (x, y^\sigma) \), since

\[
\Psi_\sigma(X_\tau(t)) := \{(x, (x^{\sigma^{-1}} + xt^{\sigma^{-1}})^\sigma)\} = \{(x, x^{\sigma} + xt^\sigma)\} = X_\sigma(t).
\]

Hence \( \Psi_\sigma \circ \Phi : (x, y) \mapsto (\rho(x), L(y)^\sigma) \) is an automorphism of \( \mathcal{S}_\sigma \) which stabilizes the \( d \)-subspace \( X_\sigma(0) \). Then, by the conclusion in the above paragraph, we have \( \rho(x) = bx^\mu \) for some \( \mu \in \text{Gal}(K) \) and \( b \in K^\times \) in this case as well. \( \square \)

The next lemma will be used in the proof of Theorem 1.3(1).

**Lemma 3.3.** For a hyperplane \( H_1 \) of \( K \cong GF(2^{d+1}) \) with \( d \geq 4 \) and a generator \( \sigma \) of the Galois group \( \text{Gal}(K) \), the subset \( \{s^\sigma t + st^\sigma \mid s, t \in H_1\} \) spans \( K \) as a vector space over \( GF(2) \).

**Proof.** Take \( \alpha \in K^\times \) with \( H_1 = \{x \in K \mid \text{Tr}(\alpha x) = 0\} \). Assume on the contrary that \( X := \{s^\sigma t + st^\sigma \mid s, t \in H_1\} \) spans a proper subspace of \( K \). Then \( X \) is contained in a hyperplane of \( K \), and hence there is some \( \beta \in K^\times \) such that \( X \subset \{x \in K \mid \text{Tr}(\beta x) = 0\} \). We have

\[
0 = \text{Tr}(\beta(s^\sigma t + st^\sigma)) = \text{Tr}(\beta s^\sigma + \beta s^\sigma t^{-1})
\]

for all \( t \in H_1 \). Thus \( \beta s^\sigma + \beta s^\sigma t^{-1} = \varepsilon(s)\alpha \) for an element \( \varepsilon(s) \) in \( GF(2) \) depending on \( s \in H_1 \). Then there exists a hyperplane \( K_1 \) of \( H_1 \) such that \( \beta s^\sigma + \beta s^\sigma t^{-1} = 0 \) for all \( s \in K_1 \). The last equation for \( s \in K_1^\times \) is equivalent to the condition that \( s^\sigma t^{-1} = \beta^{-1} \), which is equivalent to \( s^{\sigma + 1} = \beta^{-1} \), because \( \sigma - 1 \) is bijective on \( K^\times \) for a generator \( \sigma \) of \( \text{Gal}(K) \). As this holds for every \( s \in K_1^\times \), fixing an element \( t \in K_1^\times \), we have \( (s/t)^{\sigma + 1} = \beta^{-1} \beta^{-1} = 1 \) for every \( s \in K_1^\times \). Then \( \sigma^2 \) fixes \( s/t \) for every \( s \in K_1 \). Since \( \sigma \) is a generator of \( \text{Gal}(K) \), the subfield \( L := \{x \in K \mid x^{\sigma^2} = x\} \) is a subfield of \( GF(2^d) \). Thus we conclude that \( 2^{d-1} = |\{s/t \mid s \in K_1\}| \leq |L| \leq 4 \), which contradicts the fact that \( d \geq 4 \). \( \square \)

4 \( S_{\sigma, H} \) is a new quotient

In this section, we prove Theorem 1.2 and Theorem 1.3.

**Proof of Theorem 1.2.** The Veronesean dual hyperoval is isomorphic to the dual hyperoval \( S \) in Example 2.2 by [7]. Thus we take the latter as a model of the Veronesean dual hyperoval, and denote it by \( S_V \). As in Example 2.2, \( W \) denotes
a \((d+1)\)-dimensional vector subspace of \(GF(2^n)\) for sufficiently large \(n\) with a basis \(\{e_0, e_1, \ldots, e_d\}\) such that \(\{e_ie_j \mid 0 \leq i \leq j \leq d\}\) are linearly independent. Moreover, \(R\) denotes the vector subspace of \(GF(2^n) \times GF(2^n)\) spanned by \(\langle e_ie_j, e_i^2e_j + e_ie_j^2 \rangle\) for \(1 \leq i \leq j \leq n\). Then \(\PiG(R) = \PiG(d(d+3)/2, 2)\) is the ambient space of \(S_V\).

To distinguish \(S_V\) from \(S_{\sigma, H}\), we denote \(b(s, t)\) in Example 2.2 by \(b_V(s, t)\); namely \(b_V(s, t) = (st, s^ot + st^o)\) for \(s, t \in W\). Thus \(S_V\) is constructed from \(\{b_V(s, t) \mid s, t \in W^\times\}\) by the method in Proposition 2.1; namely, \(S_V\) is a collection of subspaces \(X_V(t)\) for \(t \in W^\times \cup \{\infty\}\), where \(X_V(t) := \{b_V(s, t) \mid s \in W^\times\}\) \((t \in W^\times)\) and \(X_V(\infty) := \{b_V(s, s) \mid s \in W^\times\}\). We recall that \(\{b_V(s, t)\}\) satisfies the addition formula (equation (9)): \(b_V(s, t_1) + b_V(s, t_2) = b_V(s, t_1 + t_2)\) for \(s, t_1, t_2 \in W\).

Choose a basis \(\{\tau_0, \ldots, \tau_d\}\) for \(K\) over \(GF(2)\). To distinguish \(S_{\sigma, H}\) from \(S_V\), we denote \(b(s, t)\) in Theorem 1.1 by \(b_H(s, t)\); namely

\[
b_H(s, t) = (\text{Tr}(hs)t^2 + st + \text{Tr}(ht)s^2, s^ot + st^o).
\]

We denote by \(X_H(t)\) for \(t \in K^\times\) (resp. \(X_H(\infty)\)) the subspace \(\{b_H(s, t) \mid s \in K^\times\}\) (resp. \(\{b_H(s, s) \mid s \in K^\times\}\)). Then \(S_{\sigma, H} = \{X_H(t) \mid t \in K^\times \cup \{\infty\}\}\). We recall that \(\{b_H(s, t)\}\) satisfies the addition formula (equation (9)): \(b_H(s, t_1) + b_H(s, t_2) = b_H(s, t_1 + t_2)\) for \(s, t_1, t_2 \in K\).

Note that \(b_V(e_i, e_j) = (e_ie_j, e_i^2e_j + e_ie_j^2)\) for \(0 \leq i \leq j \leq d\) are linearly independent over \(GF(2)\), since \(\{e_ie_j \mid 0 \leq i \leq j \leq d\}\) are linearly independent by assumption. Thus \(b_V(e_i, e_j)\) \((0 \leq i \leq j \leq d)\) is a basis for the ambient space \(R\) of \(S_V\). Hence there exists a \(GF(2)\)-linear map \(\pi\) from \(R\) to \(K \times K\) which sends \(b_V(e_i, e_j)\) to \(b_H(\tau_i, \tau_j)\) for \(0 \leq i \leq j \leq d\). There also exists a \(GF(2)\)-linear bijection \(\kappa\) from \(W\) to \(K\) sending \(e_i\) to \(\tau_i\) \((0 \leq i \leq d)\). For any \(s = \sum_{i=0}^d \alpha_i e_i\) \((\alpha_i \in GF(2))\) and \(t = \sum_{j=0}^d \beta_j e_j\) \((\beta_j \in GF(2))\) in \(W\), we have \(b_V(s, t) = \sum_{i,j=0}^d \alpha_i \beta_j b_V(e_i, e_j)\) by the addition formula for \(S_V\). From the addition formula for \(S_{\sigma, H}\), we have

\[
b_H(\kappa(s)) = b_H\left(\sum_{i=0}^d \alpha_i \kappa(e_i), \sum_{j=0}^d \beta_j \kappa(e_j)\right) = \sum_{i,j=0}^d \alpha_i \beta_j b_H(\tau_i, \tau_j).
\]

As \(\pi\) is a \(GF(2)\)-linear map sending \(b_V(e_i, e_j)\) to \(b_H(\tau_i, \tau_j)\) \((0 \leq i \leq j \leq d)\), we conclude that \(\pi(b_V(s, t)) = b_H(s, t)\) for any \(s, t \in W\). In particular, \(\pi\) bijectively maps \(X_V(t)\) (resp. \(X_V(\infty)\)) onto \(X_H(t)\) (resp. \(X_H(\infty)\)) for any \(t \in W^\times\). Thus \(\pi\) gives a covering map of \(S_H\) by the Veronesean dual hyperoval \(S_V\).

\textbf{Proof of Theorem 1.3.} Observe that \(d \geq 4\), as \(d\) is even and \(d \geq 3\). By Theorem 1.1, we may define a \(d\)-dual hyperoval \(S_{\sigma, H}\) for a generator \(\tau\) of the Galois group \(Gal(K)\) and a hyperplane \(H\) of \(K\).
(1) Suppose that $S_\sigma$ is isomorphic to $S_{\tau,H}$ by a mapping $\Phi$ for some generators $\sigma$ and $\tau$ of $\text{Gal}(K)$ and a hyperplane $H$ of $K$. Choose $h \in K^\times$ so that $H = \{x \in K \mid \text{Tr}(hx) = 0\}$. Define $b_1(s,t) := (st, s^t t + st^\sigma)$ and $b_2(s,t) := (\text{Tr}(ht)s^2 + st + \text{Tr}(hs)t^2, s^t t + st^\tau)$ for $s,t \in K$. Then the addition formula (equation (9)) holds for both \{b_1(s,t) \mid s,t \in K^\times\} and \{b_2(s,t) \mid s,t \in K^\times\}. As $S_\sigma$ and $S_{\tau,H}$ are constructed by the method in Proposition 3.1 from \{b_1(s,t) \mid s,t \in K^\times\} and \{b_2(s,t) \mid s,t \in K^\times\}, the assumptions of Proposition 3.1 are satisfied. We use the letters $F$, $G$ and $L$ to denote the GF(2)-linear maps on $K$ in Proposition 3.1(a); namely, $F(x,y) = (F(x) + G(y), L(y))$ for all $x,y \in K$. From Proposition 3.1(a and c), the second component $s^t t + st^\sigma$ of $b_1(s,t)$ is mapped by $L$ to the second component $\rho(s)^t \rho(t) + \rho(s)\rho(t)^t$ of $b_2(\rho(s), \rho(t)) = \Phi(b_1(s,t))$ for every $s,t \in K^\times$, where $\rho$ is a bijection given by $\rho(x) = F(x^2)^{1/2} (x \in K)$ by Proposition 3.1(b). Then it follows from Proposition 3.2 that $\rho(x) = bx^\mu$ (for some $b \in K^\times$ and $\mu \in \text{Gal}(K)$). In particular,

$$F(st) = (F(st)^{1/2})^2 = b^2(st)^\mu = \rho(s)\rho(t)$$  \hspace{1cm}  (16)

for $s,t \in K^\times$. Comparing the first components of $b_1(s,t)$ and $\Phi(b_1(s,t)) = b_2(\rho(s), \rho(t))$, we have

$$F(st) + G(s^t t + st^\sigma) = \text{Tr}(h\rho(t))\rho(s)^2 + \rho(s)\rho(t) + \text{Tr}(h\rho(s))\rho(t)^2.$$  

By equation (16), we then have

$$G(s^t t + st^\sigma) = \text{Tr}(h\rho(t))\rho(s)^2 + \text{Tr}(h\rho(s))\rho(t)^2$$  \hspace{1cm}  (17)

for every $s,t \in K^\times$. As $G$ is linear, equation (17) holds for all $s,t \in K$.

Notice that $\rho$ is a GF(2)-linear bijection on $K$ by the claims (a) and (b) of Proposition 3.1, whence $H_1 := \rho^{-1}(H)$ is a hyperplane of $K$. It follows from equation (17) that we have

$$G(s^t t + st^\sigma) = 0 \text{ for every } s,t \in H_1,$$  \hspace{1cm}  (18)

because $\rho(s)$ and $\rho(t)$ lie in $H$ and hence

$$\text{Tr}(h\rho(t))\rho(s)^2 + \text{Tr}(h\rho(s))\rho(t)^2 = 0.$$  

Now we apply Lemma 3.3 to conclude that \{s^t t + st^\sigma \mid s,t \in H_1\} spans $K$ as a vector space over GF(2). (Note that $d \geq 4$.) This implies that $G = 0$ from equation (18). However, it then follows from equation (17) that $0 = \rho(s)^2 + \rho(t)^2$ and hence $\rho(s) = \rho(t)$ for every $s,t \in K \setminus H_1$. As $K \setminus H_1$ contains $2^d - 2$ elements, this contradicts the bijectivity of $\rho$. 

(2) Choose $\alpha$ and $b$ of $K^\times$ satisfying $H = \{x \in K \mid \text{Tr}(\alpha b x) = 0\}$ and $H' = \{x \mid \text{Tr}(\alpha x) = 0\}$. Define a GF(2)-linear bijection $\Phi$ on $K \times K$ by $\Phi(x, y) := (b^2 x, b^{\sigma+1} y)$. Then for any $s, t \in K$ we have

$$\Phi(\text{Tr}(\alpha b t)s^2 + st + \text{Tr}(\alpha b s)t^2, s^\sigma t + st^\sigma) = (\text{Tr}(\alpha b t)(bs)^2 + (bs)(bt) + \text{Tr}((\alpha b s)(bt)^2, (bs)^\sigma (bt) + (bs)(bt)^\sigma).$$

Thus $\Phi$ induces an isomorphism from $S_{\sigma, H}$ with $S_{\sigma, H'}$.

(3) Let $h$ be an element of $K^\times$ with $H = \{x \in K \mid \text{Tr}(hx) = 0\}$. We first notice that the GF(2)-linear bijection on $K \times K$ given by $\Phi(x, y) := (x, y^{\sigma-1})$ $(x, y \in K)$ induces an isomorphism between $S_{\sigma, H}$ and $S_{\sigma^{-1}, H}$, because for $s, t \in K$ we have

$$\Phi(\text{Tr}(ht)s^2 + st + \text{Tr}(hs)t^2, s^\sigma t + st^\sigma) = (\text{Tr}(ht)s^2 + st + \text{Tr}(hs)t^2, s^{\sigma-1} t + st^{\sigma-1}).$$

Conversely, assume that $S_{\sigma, H} := \{X_\sigma(s) \mid s \in K^\times \cup \{\infty\}\}$ is isomorphic to $S_{\sigma, H} := \{X_\sigma(s) \mid s \in K^\times \cup \{\infty\}\}$ by a GF(2)-linear bijection on $K \times K$. Then there exists a bijection $\rho$ on $K^\times \cup \{\infty\}$ such that $\Phi(X_\sigma(s)) = X_\tau(\rho(s))$ for all $s \in K^\times \cup \{\infty\}$. As we saw in the proof of Theorem 1.1, $S_{\mu, H}$ ($\mu \in \{\sigma, \tau\}$) is constructed from the collection $\{b_{\mu}(s, t) \mid s, t \in K^\times\}$ of vectors $b_{\mu}(s, t) := (\text{Tr}(ht)s^2 + st + \text{Tr}(hs)t^2, s^\mu t + st^\mu)$ satisfying the addition formula (equation 9)). Thus the assumptions of Proposition 3.1 are satisfied by $S_1 = S_\sigma$ and $S_2 = S_\tau$. Then it follows from Proposition 3.1(a and b) that $\rho(\infty) = \infty$ and there exist GF(2)-linear bijections $F, L$ on $K$ and a GF(2)-linear map $G$ on $K$ such that $\Phi(x, y) = (F(x) + G(y), L(y))$ for all $x, y \in K$. In particular, the second component $y'$ of $\Phi(b_\sigma(s, t)) =: (x', y') \in K \times K$ is equal to the image by $L$ of the second component $s^\sigma t + st^\sigma$ of $b_\sigma(s, t)$. As $\Phi(b_\sigma(s, t)) = b_\tau(\rho(s), \rho(t))$ by Proposition 3.1(c), we conclude that $L(s^\sigma t + st^\sigma) = \rho(s)^\tau \rho(t) + \rho(s) \rho(t)^\tau$ for all $s, t \in K^\times$. Then it follows from Proposition 3.2 that $\tau = \sigma$ or $\tau = \sigma^{-1}$. \qed
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