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An elementary description of the Mathieu

dual hyperoval and its splitness
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Abstract

An elementary new construction of a 3-dimensional dual hyperoval M

over F4 is given, as well as an explicit analysis of the structure of its auto-

morphism group. This provides a self-contained introduction to the Mathieu

simple group M22. The basic properties of M as a dimensional dual hyper-

oval, e.g. splitness, complements, linear systems, quotients and coverings,

are derived from this construction.
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1. Introduction

The purpose of this paper is to derive basic properties such as the automor-

phism group, complements and related DHO-sets, substructures, coverings and

quotients, of a geometric structure M, called the Mathieu dual hyperoval [9],

based on its new simple construction. Specifically, this contains an elementary

and self-contained introduction to the Mathieu simple group M22 of degree 22,

because M22 appears as a quotient group of the linear part of the automorphism

group of M.

As far as the author knows, the existence of M was first observed by Jónsson

and McKay in terms of the Leech lattice [4, Claim (2.13)], which was explicitly

given in a table form using the MOG arrangement [1]. Nakagawa gave an ac-

count how to obtain this table, assuming that there exists a certain unitary dual

hyperoval [6]. Several characterizations of this structure as dual hyperovals are

available (e.g. [2, 5, 6]).
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Now let me give more details on the results. A collection S of 1 +
∑n−1

i=0 qi

subspaces of dimension n in a vector space U over Fq is called a dimensional dual

hyperoval (abbreviated to DHO) of rank n over Fq, if any two distinct members

of them intersect at a 1-dimensional subspace, but any three mutually distinct

members intersect at the zero space. The subspace of U spanned by all members

of S is called the ambient space of S. If there exists a subspace Y of codimension

n in the ambient space of S which intersects every member of S at the zero

space, we say that S splits over Y . Such a subspace is called a complement to S.

We say that S is of split type, if there is a complement to S. For a complement

Y to S and a member X of S, we can associate a collection LX(S;Y ) of linear

maps from X to Y , which we call the DHO-set following [3]. For the details, see

Section 3.2. The above-mentioned structure M is a DHO of rank 3 over F4 with

ambient space the 6-dimensional unitary space U . It is unitary, in the sense that

all members of M are totally isotropic with respect to the unitary form on U .

In Section 2 of this paper, regarding U as the symmetric square tensor product

S2(V ) of a 3-dimensional space V , the DHO M is constructed as a deformation

of the standard DHO, the Veronesean DHO V3(F4) (see, e.g., [7]), with extra

diagonal terms given by a map ι on V . The map ι is quadratic having the

exterior product × as the associated alternating bilinear map (see Section 2.1).

Based on this description, the linear automorphism group L(M) of M is de-

termined in a self-contained and explicit manner (see Section 2.3). Specifically,

the stabilizer in L(M) of a member A of M are described as a group of explicit

unitary matrices of degree 6 (see Proposition 2.5). The factor group of L(M)

by its center is shown to be a non-abelian simple group of order 27.32.5.7.11 (in

fact, isomorphic to the Mathieu group M22 as we shall see in Section 2.3.1).

Thus Section 2 can be regarded as a new and self-contained introduction to the

Mathieu simple group M22 in terms of a DHO.

In Section 3 of this paper, the splitness of M is established, using a charac-

terization of a complement in terms of some alternating maps (see Section 3.1).

Then an explicit linear system is calculated over a complement, which provides

a collection of unitary matrices with certain properties (see Section 3.3). Fi-

nally, it is shown that there are exactly 25.5.7.11 complements to M, which are

all non-degenerate with respect to the unitary form on U and form a single

orbit under the action of L(M) (see Section 3.4). In general, it is not straight-

forward to determine all complements to a DHO, and the complements are split

into more than one orbits under the automorphism group of the DHO in ques-

tion (see, for example, [10]). Exploiting explicit automorphisms obtained in

Section 2.3, this can be done for the DHO M by elementary group theoretic

arguments with straightforward calculations by hand. The paper is concluded

with remarks on substructures, coverings and quotients of M (see Section 4).
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2. A simple model of the Mathieu DHO

2.1. Notation and review about the exterior product

In this section, we shall use the letters i, j and k to denote indices in {0, 1, 2}

unless otherwise stated. Given an index i in {0, 1, 2}, we adopt the convention

that

the letters j and k denote the remaining indices, so that {i, j, k} = {0, 1, 2}.

For example,
∑2

i=0 xjxkei denotes x1x2e0 + x2x0e1 + x0x1e2, and so on.

Let V be a vector space of dimension 3 over F4 with basis e0, e1, e2. For a

vector x ∈ V and an index i in {0, 1, 2}, the letter xi denotes the coefficient

of ei in the expression x = x0e0 + x1e1 + x2e2 (x0, x1, x2 ∈ F4). We define

a nondegenerate symmetric bilinear form on V , the dot product, by x · y :=
∑2

i=0 xiyi. For α ∈ F4, we set α := α2. Throughout the paper, ω denotes a

primitive element of F4.

We denote by S2(V ) the square symmetric tensor product of V , i.e., the factor

space (V ⊗ V )/W of V ⊗ V by the subspace W spanned by x ⊗ y + y ⊗ x for

all x, y ∈ V . The element (x ⊗ y) + W in S2(V ) with x, y ∈ V is denoted by

x⊗ y for short. (This notation should not cause any confusion, because we only

work with S2(V ) later.) For x ∈ V , we use the symbol ∆(x) to denote a vector

x ⊗ x in S2(V ). Notice that ∆(x + y) = ∆(x) + ∆(y) and ∆(αx) = α∆(x) for

x, y ∈ V , α ∈ F4. We adopt the following vectors as a basis for S2(V ):

∆i := ∆(ei) and ∇i := ej ⊗ ek for i ∈ {0, 1, 2},

where we follow the convention above. Explicitly, ∇0 := e1 ⊗ e2, ∇1 := e2 ⊗ e0
and ∇2 := e0 ⊗ e1. For a vector v =

∑2
i=0 vi∆i +

∑2
i=0 v

′

i∇i in S2(V ), the terms

vi∆i and v′i∇i (i = 0, 1, 2) are respectively called diagonal and off-diagonal

components of v.

We define a non-degenerate unitary form ( , ) on S2(V ) as follows: define on

the basis (∆i,∆j) = (∇i,∇j) = 0 for all i, j ∈ {0, 1, 2}, and (∆i,∇j) = 1 or 0

according as i = j or not, and extend it semi-linearly on S2(V ).

Now we introduce a map ι on V which is so-called quadratic, in the sense that

the associated map sending (x, y) ∈ V × V to ι(x+ y) + ι(x) + ι(y) (∈ V ) is an

(alternating) bi-additive map (in fact, bilinear over F4). For x =
∑2

i=0 xiei ∈ V ,

we define

ι(x) :=

2
∑

i=0

xjxkei = x1x2e0 + x2x0e1 + x0x1e2, (1)
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where the indices i, j, k follow our convention above. Notice that ι(ei) = 0 and

ι(xiei+xjej) = xixjek. The associated map ι(x+y)+ι(x)+ι(y) is calculated as
∑

i((x+y)j(x+y)k+xjxk+yjyk)ei =
∑

i(xjyk+xkyj)ei. This is an alternating

bilinear map on V , called the exterior product x× y of x and y:

x× y :=
2

∑

i=0

(xjyk + xkyj)ei, (2)

with our convention {i, j, k} = {0, 1, 2} on indices. Hence we have

ι(x+ y) + ι(x) + ι(y) = x× y (3)

for any x, y ∈ V . This relation and the following basic properties of the exterior

product are frequently used in the sequel. We have x × x = 0, x × y = y × x

and (x + y) × z = (x × z) + (y × z) for x, y, z ∈ V . Furthermore, x × y = 0 if

and only if x and y are linearly dependent. Given explicit vectors x and y in V ,

x × y is easily obtained by using the bilinearity and the fact that ei × ej = ek
and ei × ei = 0.

We give two fundamental equations on the exterior and the dot products

in V , which are easy to verify: for vectors x, y, z in V ,

(x× y) · z = z · (x× y) = det(r(x, y, z)), (4)

x× (y × z) = (x · z)y + (x · y)z, (5)

where r(x, y, z) denotes the square matrix of degree 3 with t(xj , yj , zj) as its

j-th column for expressions x =
∑

j xjej , y =
∑

j yjej , z =
∑

j zjej . In the

sequel, we shall often use the following corollary to equation (4):

For all x, y ∈ V , we have x · (x × y) = y · (x × y) = 0. In partic-

ular, if x and y are linearly independent, they form a basis for the

2-dimensional subspace {z ∈ V | z · (x× y) = 0} = (x× y)⊥ of V .

Furthermore, the following equations for x, y, z ∈ V will be used later (notice

{i, j, k} = {0, 1, 2} in equation (6) by our convention):

(x× y)j(x× z)k + (x× y)k(x× z)j = xi det(r(x, y, z)), (6)

(x× y)0(x× y)1(x× y)2 =
2

∑

i=0

xiyi(x× y)i. (7)

Notice that equation (6) is equivalent to (x × y) × (x × z) = δx with δ :=

det(r(x, y, z)). Equation (5), applied to x × y, x and z respectively for x, y, z,

reads (x× y)× (x× z) = ((x× y) · z)x+ ((x× y) · x)z, which is δx by equation
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(4) and its corollary. This verifies equation (6). As for equation (7), notice

that the left hand side of equation (7) is (x × y) · ι(x × y), which is equal to

det(r(x, y, ι(x× y))) and therefore to x · (y × ι(x× y)) as well by equation (4).

Now for each i ∈ {0, 1, 2}, we have (y× ι(x× y))i = yjι(x× y)k + ykι(x× y)j =

yj(x×y)j(x×y)i+yk(x×y)i(x×y)k = {yj(xiyk+xkyi)+yk(xiyj+xjyi)}(x×y)i =

{ yi(x× y)i }(x× y)i = yi(x× y)i. Thus x · (y × ι(x× y)) =
∑2

i=0 xiyi(x× y)i,

which verifies equation (7).

2.2. Construction

For vectors x =
∑2

i=0 xiei and y =
∑2

i=0 yiei in V (xi, yi ∈ F4), we define a

vector m(x, y) in S2(V ) by

m(x, y) := x⊗ y +∆(ι(x× y)). (8)

Recalling the definition of ι (see equation (1)), the off-diagonal and diagonal

components of m(x, y) are (x× y)i∇i and
(

xiyi + (x× y)j(x× y)k

)

∆i respec-

tively for i ∈ {0, 1, 2}, where the indices j, k are chosen to satisfy {i, j, k} =

{0, 1, 2} by our convention:

m(x, y) =
2

∑

i=0

(x× y)i∇i +
2

∑

i=0

(

xiyi + (x× y)j(x× y)k

)

∆i (9)

Clearly m(x, y) = m(y, x). For α ∈ F4, we have (αx × y)j(αx × y)k =

α(x× y)j(x× y)k and then ∆((αx× y)j(αx× y)kei) = α∆((x× y)j(x× y)kei)

(To obtain this equality, we need to work with the four element field.) Thus

m(αx, y) = αm(x, y) = m(x, αy). For a nonzero vector v in V , this implies that

the subset {m(x, v) | x ∈ V } of S2(V ) is determined by the projective point

[v] := F4v in PG(V ) through v. We denote

A[v] := {m(x, v) | x ∈ V }. (10)

Furthermore, we set A := {∆(x) | x ∈ V }.

Lemma 2.1. For a, b, v ∈ V , the following hold with δ := det(r(a, b, v))

m(a+ b, v) +m(a, v) +m(b, v) = ∆(δv), (11)

m(a, v) +m(b, v) = m(a+ b+ δv, v). (12)

Proof. From equation (8), m(0, x) = 0 and m(x, x) = ∆(x) for x ∈ V . In view

of (8) and the bilinearity of the map sending (x, y) ∈ V × V to x × y ∈ S2(V ),

equation (11) is equivalent to the following equation:

ι((a+ b)× v) + ι(a× v) + ι(b× v) = δv
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with δ := det(r(a, b, v)). However, as (a + b) × v = (a × v) + (b × v), it follows

from equation (3) that the left hand side of this equation is (a × v) × (b × v),

which is equal to {(a× v) · b}v + {(a× v) · v}b = δv by the basic equations (4)

and (5).

In particular, for b = αv with α ∈ F4, we have det(r(a, αv, v)) = 0 and

therefore m(a+ αv, v) +m(a, v) +m(αv, v) = 0, or equivalently

m(a+ αv, v) = m(a, v) + α∆(v) = m(a, v) + ∆(αv).

Thus we have m(a, v) +m(b, v) = m(a+ b, v) + ∆(δv) = m(a+ b+ δv, v) with

δ := det(r(a, b, v)). �

Proposition 2.2. The following hold.

(1) The collection M := {A[v] | [v] ∈ PG(V )} ∪ {A} is a DHO of rank 3 over F4

with ambient space S2(V ).

(2) The intersection of A with A[v] for [v] ∈ PG(V ) is a 1-dimensional subspace

spanned by ∆(v).

(3) The intersection of A[v] with A[w] for distinct points [v] and [w] in PG(V ) is

a 1-dimensional subspace spanned by m(w, v) = m(v, w).

(4) Every member of M is totally isotropic with respect to the unitary form ( , )

on S2(V ) defined above.

Proof. By the bijective linearity of the map sending x ∈ V to ∆(x) ∈ A, the

member A is a 3-dimensional subspace of S2(V ). By Lemma 2.1, the subset

A[v] for each [v] ∈ PG(V ) is a subspace of S2(V ). Comparing the off-diagonal

components of m(a, v) and m(b, v), the condition m(a, v) = m(b, v) implies that

(a× v)i = (b× v)i for all i ∈ {0, 1, 2}. Then a× v = b× v, from which we have

(a+ b)× v = 0, and hence a+ b = αv for some α ∈ F4. Then det(r(a, b, v)) = 0

and 0 = m(a, v) + m(b, v) = m(a + b, v) = α∆(v) by equation (11), which

implies that α = 0 and a = b. Thus the map sending a ∈ V to m(a, v) ∈ A[v] is

injective. Then A[v] is a 3-dimensional subspace of S2(V ) for each [v] ∈ PG(V ).

As the sum A + A[ei] (i ∈ {0, 1, 2}) contains vectors x ⊗ ei for all x ∈ V , the

ambient space of M contains all basis vectors for S2(V ), and thus it coincides

with S2(V ).

We next show that two distinct members of M intersect at a 1-dimensional

subspace. It is immediate to see that A ∩ A[v] is a 1-dimensional subspace

spanned by ∆(v) for every [v] ∈ PG(V ). Take two distinct projective points

[v], [w] in PG(V ). Then m(w, v) = m(v, w) lies in both A[v] and A[w] in view

of equation (10). Assume that c := m(x, v) = m(y, w) (x, y ∈ V ) is a nonzero

vector in A[v] ∩A[w]. Then, comparing the off-diagonal components of m(x, v)
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and m(y, w), we have (x×v)i = (y×w)i for all i ∈ {0, 1, 2}, and thus x×v = y×

w =: a. If a = 0, then x ∈ [v] and y ∈ [w]. This implies that c = α∆(v) = β∆(w)

for some α, β ∈ F4 so that α = β = 0 as [v] 6= [w], which contradicts that c 6= 0.

Thus a is a nonzero vector of V . Then the subspace a⊥ := {z ∈ V | z · a = 0}

is a 2-dimensional subspace of V , which is spanned by v and w, as [v] 6= [w]

(see the remark after equation (5)). Thus the vectors x and y lying in a⊥ (by

equation (4)) are written as x = αv + βw and y = γv + δw for some elements

α, β, γ, δ in F4. Then we have

m(x, v) = m(αv + βw, v)

= m(αv, v) +m(βw, v) + ∆(det(r(αv, βw, v))v)

= α∆(v) + βm(w, v)

by equation (11). Similarly, we have m(y, w) = γm(v, w) + δ∆(w). Thus c =

m(x, v) = m(y, w) implies that

(β + γ)m(v, w) = ∆(αv + δw).

As [v] 6= [w], we have v × w 6= 0, and therefore there is a nonzero off-diagonal

component in m(v, w). Thus the last equation holds if and only if β + γ = 0

and αv + δw = 0, or equivalently β = γ and α = δ = 0. Thus c = m(x, v) =

m(y, w) = βm(v, w). This verifies that A[v] ∩ A[w] is a 1-dimensional subspace

spanned by m(w, v). We also verified claims (2) and (3).

For distinct projective points [v] and [w] in PG(V ), we have A∩A[v]∩A[w] =

{0}, as A ∩ A[v] and A ∩ A[w] are spanned by ∆(v) and ∆(w) respectively.

For some pairwise distinct projective points [v], [w] and [u] in PG(V ), suppose

A[v]∩A[w]∩A[u] is not the zero space. By the conclusion in the above paragraph,

A[v] ∩ A[w] and A[v] ∩ A[u] are spanned respectively by m(w, v) and m(u, v).

Thus the assumption implies that m(w, v) = αm(u, v) = m(αu, v) for some

nonzero α ∈ F4. Recalling that the map sending a ∈ V to m(a, v) ∈ A[v] is

bijective, this implies that w = αu, which contradicts that [w] 6= [u]. Hence any

three mutually distinct members of M intersect at the zero space. As there are

exactly 22 = ((43− 1)/(4− 1))+1 members in M, claim (1) is now established.

It remains to show claim (4). By the definition of the unitary form ( , ), A is

totally isotropic. Take any projective point [v] in PG(V ) and any vector m(x, v)

in A[v]. By equation (9), (m(x, v),m(x, v)) equals

2
∑

i=0

{(x× v)i(xivi + (x× v)j(x× v)k) + (x× v)i(xivi + (x× v)j(x× v)k)},

which is the sum of K :=
∑2

i=0(x × v)ixivi + (x× v)0(x× v)1(x× v)2 and K.

As K = 0 from equation (7), we conclude that (m(x, v),m(x, v)) = 0. Thus

M [v] is totally isotropic. �
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2.3. Automorphisms

The construction in the previous section 2.2 makes easy to find explicit shapes of

automorphisms, especially those stabilizing the member A. In this section, we

shall determine the linear part of the automorphism group of M. Recall that an

automorphism (resp. linear automorphism) of M is a semi-linear (resp. linear)

bijection on S2(V ) which permutes the members of M. We denote by Aut(M)

the group of all automorphisms of M, in which L(M) denotes the subgroup of

all linear automorphisms of M. We shall denote by xλ the image of a vector x

in a vector space W (V or S2(V )) by a linear map L on W , instead of the usual

notation xL or L(x). This convention will be adopted throughout the remaining

part of this paper.

The following result was obtained in [6] as well, but a proof based on the

presentation of M in Section 2.2 is given here:

Lemma 2.3. Every linear automorphism λ of M preserves the unitary form ( , )

on S2(V ): (uλ, vλ) = (u, v) for all u, v ∈ S2(V ).

Proof. A member Aλ of M is totally isotropic by Proposition 2.2(iv). In par-

ticular, (∆iλ,∆jλ) = 0 for all i, j ∈ {0, 1, 2}. As ∆i = m(ei, ei), ∇j = ei ⊗

ek = m(ei, ek) and ∇k = m(ei, ej) are contained in a member A[ei] for i ∈

{0, 1, 2} = {i, j, k}, we have (∆iλ,∇jλ) = 0 and (∇jλ,∇kλ) = 0 inside a totally

isotropic space A[ei]λ for any pairwise distinct indices i, j, k in {0, 1, 2}. Thus

(∆iλ,∇iλ) =: γi (∈ F4) is not zero by the non-degeneracy of ( , ).

Take any i, j, k with {i, j, k} = {0, 1, 2}. As ι(ei × (ej + ek)) = ι(ek + ej) = ei
and ι(ek×(ej+ek)) = ι(ei) = 0, we have m(ei, ej+ek) = ei⊗(ej+ek)+∆(ei) =

∆i+∇j+∇k and m(ek, ej+ek) = ek⊗(ej+ek)+∆(0) = ∇i+∆k. Inside a totally

isotropic subspace A[ej + ek]λ, we have 0 = (m(ei, ej + ek)λ,m(ei, ej + ek)λ),

which is also calculated as (∆iλ + ∇jλ + ∇kλ,∇iλ + ∆kλ) = γi + γk. As this

holds for all i, j, k with {i, j, k} = {0, 1, 2}, we have γ0 = γ1 = γ2 ∈ F2, and

therefore γ0 = γ1 = γ2 = 1. Hence λ preserves the unitary form ( , ). �

Before determining the stabilizer of A in L(M), we shall show a result which

can be obtained by iterating use of equation (3).

Lemma 2.4. Let ui (i ∈ {0, 1, 2}) be a basis for V . For vectors x =
∑2

i=0 xiui and

y =
∑2

i=0 yiui in V with xi, yi ∈ F4 (i ∈ {0, 1, 2}), we have the following formula,
where δ denotes the determinant of the matrix r(u0, u1, u2) (see equation (4)) and
the indices i, j, k follow the convention {0, 1, 2} = {i, j, k}:

m(x, y) =

2∑

i=0

(x× y)im(uj , uk) +

2∑

i=0

{xiyi + δ (x× y)j(x× y)k}∆(ui). (13)
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Proof. As x × y =
∑2

i=0(xjyk + xkyj)(uj × uk) =
∑2

i=0(x × y)i(uj × uk), it

follows from repeatedly using equation (3) that ι(x× y) is the sum of the terms
∑2

i=0 ι((x×y)i(uj×uk)) and
∑2

i=0{(x×y)j(ui×uk)×(x×y)k(ui×uj)}. Notice

that ι(αx) = αι(x) (α ∈ F4, x ∈ V ) and

(ui × uk)× (ui × uj) = {(ui × uk) · uj}ui + {(ui × uk) · ui}uj = δui

by equations (4) and (5). Rewriting the above terms with these remarks, we

have ι(x × y) =
∑2

i=0 (x× y)iι(uj × uk) + δ{
∑2

i=0(x × y)j(x × y)kui}. Then

m(x, y) = x ⊗ y + ∆(ι(x × y)) is equal to the sum of
∑2

i=0(x × y)i(uj ⊗ uk) +
∑2

i=0 xiyi∆(ui) and
∑2

i=0(x×y)i∆(ι(uj×uk))+δ
∑2

i=0 (x× y)j(x× y)k∆(ui),

which coincides with

2
∑

i=0

(x× y)im(uj , uk) +
2

∑

i=0

{xiyi + δ(x× y)j(x× y)k}∆(ui). �

Proposition 2.5. The stabilizer of the member A in the linear automorphism

group L(M) coincides with the group {g̃ | g ∈ SL(V )} isomorphic to SL(V ),

where g̃ is a bijective linear transformation on S2(V ) defined as follows for each

g ∈ SL(V ) with ga := eag =
∑2

i=0 gaiei (gai ∈ F4) for a ∈ {0, 1, 2}. (We also

follow the convention on indices {i, j, k} = {a, b, c} = {0, 1, 2}):

∆ag̃ =
2

∑

i=0

gai∆i (a ∈ {0, 1, 2}), (14)

∇cg̃ =
2

∑

i=0

{gaigbi + (ga × gb)j(ga × gb)k}∆i +
2

∑

i=0

(ga × gb)i∇i

= ga ⊗ gb +∆(ι(ga × gb)). (15)

Furthermore, m(x, y)g̃ = m(xg, yg) and thus A[x]g̃ = A[xg] for any x, y ∈ V .

Proof. Take any linear automorphism λ of M stabilizing A. Then there is a

bijection g on V such that ∆(x)λ = ∆(xg) for every x ∈ V . As λ is linear on

S2(V ), we have ∆((x + x′)g) = ∆(x + x′)λ = ∆(x)λ + ∆(x′)λ = ∆(xg + x′g)

and ∆((αx)g) = ∆(αx)λ = (α∆(x))λ = α(∆(x)λ) = α∆(xg) = ∆(α(xg)) for

all x, x′ ∈ V and α ∈ F4, whence g is linear on V .

The subsequent arguments are based on the following idea. Observe that

for each nonzero vector x in V , λ sends the unique member A[x] in M \ {A}

containing ∆(x) to the unique member A[xg] in M\ {A} containing ∆(x)λ =

∆(xg). Then (A[x]∩A[y])λ = A[x]λ∩A[y]λ = A[xg]∩A[yg] for distinct projective

points [x] and [y] of PG(V ), and therefore a vector m(x, y) spanning A[x]∩A[y]

is sent by λ to a scalar multiple of m(xg, yg) spanning A[xg] ∩A[yg].
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We set ga := eag =
∑2

i=0 gaiei for every a ∈ {0, 1, 2}. Then ga (a ∈ {0, 1, 2})

form a basis for V , and ∆aλ = ∆(eag) = ∆(ga). Take distinct a, b ∈ {0, 1, 2}.

Then m(ea, eb) = ea ⊗ eb. By the basic idea we described above, A[ea]λ = A[ga]

and we have

(ea ⊗ eb)λ = γabm(ga, gb) = γa,b (ga ⊗ gb +∆(ι(ga × gb))) (16)

for some nonzero element γab of F4. Now we use the fact that λ preserves the

unitary form ( , ) (see Lemma 2.3). Take an index c ∈ {0, 1, 2}. Then

( (ea ⊗ eb)λ,∆cλ ) = ( ea ⊗ eb,∆c ) = (∇c,∆c) = 1.

As ∆cλ (∈ A) is perpendicular to any element in A, the left hand side of the last

equation is calculated as follows in view of equation (16):

( (ea ⊗ eb)λ,∆cλ ) = ( γab(ga ⊗ gb),∆(gc) )

= γab





2
∑

i=0

(ga × gb)i∇i,

2
∑

j=0

gcj∆j



 = γab

2
∑

i=0

(ga × gb)igci

= γab(ga × gb) · gc = γab det(r(ga, gb, gc)),

where we use equation (4) in the last line. Here notice that

det(r(ga, gb, gc)) = det(r(eag, ebg, ecg)) = det(r(ea, eb, ec)) det(g)

in view of the definition of r(x, y, z) in (4). Then we have

γab det(r(ea, eb, ec)) det(g) = (ea ⊗ eb,∆c) .

Taking c such that {0, 1, 2} = {a, b, c}, we have γab = det(g).

Thus the action of λ on the basis vectors ∆i and ∇i (i ∈ {0, 1, 2}) for S2(V )

is determined as follows: for any i ∈ {0, 1, 2} = {i, j, k},

∆iλ = ∆(gi), ∇iλ = (ej ⊗ ek)λ = det(g)m(gj , gk).

Take any distinct projective points [x] and [y] in PG(V ). We denote x =
∑2

i=0 xiei and y =
∑2

i=0 yiei with xi, yi ∈ F4 (i ∈ {0, 1, 2}). Then m(x, y) =
∑2

i=0(x×y)i∇i+
∑2

i=0{xiyi+(x× y)j(x× y)k}∆i by definition of m(x, y) (see

equation (8)), and therefore m(x, y)λ is expressed as

2
∑

i=0

det(g)(x× y)im(gj , gk) +

2
∑

i=0

{xiyi + (x× y)j(x× y)k}∆(gi) (17)
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by the action of λ on the basis ∆i, ∇i (i ∈ {0, 1, 2}). On the other hand, as gi
(i ∈ {0, 1, 2}) form a basis for V , Lemma 2.4 implies that m(xg, yg) equals

m
(

2
∑

i=0

xigi,
2

∑

i=0

yigi

)

=
2

∑

i=0

(x× y)im(gj , gk) +
2

∑

i=0

{xiyi + δ (x× y)j(x× y)k}∆(gi) (18)

with δ = det(r(g0, g1, g2)) = det(g). Now recall that m(x, y)λ = γx,ym(xg, yg)

for some nonzero element γx,y in F4, because (A[x] ∩ A[y])λ = A[xg] ∩ A[yg]

and m(x, y) and m(xg, yg) respectively span A[x] ∩A[y] and A[xg] ∩A[yg].

As ∆(gi) and m(gj , gk) (i ∈ {0, 1, 2} = {i, j, k}) form a basis for S2(V ), this

equation with equation (17) and equation (18) implies that

det(g)(x× y)i = γxy(x× y)i, and

xiyi + (x× y)j(x× y)k = γxy{xiyi + det(g)(x× y)j(x× y)k}

for all i ∈ {0, 1, 2}. As [x] 6= [y], there exists i ∈ {0, 1, 2} with (x× y)i 6= 0. Thus

we have γxy = det(g) from the first equation above. Then the second equation

above reads that for all i ∈ {0, 1, 2} we have

(xiyi)(1 + det(g)) = (1 + det(g))(x× y)j(x× y)k.

Recall that this conclusion holds for every distinct projective points [x] and

[y] of PG(V ). Take x = e0 + e1 + e2 and y = e0 + ωe1 + ωe2. Then we can

verify that x × y = y, and thus x0y0 = 1 and (x × y)1(x × y)2 = 1. Hence the

above conclusion for these x, y reads 1 + det(g) = 1 + det(g), whence det(g) =

det(g) = 1. Thus we showed that if λ is a linear automorphism of M, then λ is

of the form g̃ for some g ∈ SL(V ).

Conversely, for every g ∈ SL(V ), we define λ := g̃ to be a linear map defined

by equations (14) and (15). Then it follows from equations (17) and (18) that

m(x, y)λ = m(xg, yg) for all x, y ∈ V with [x] 6= [y]. As m(x, x)λ = ∆(x)λ =
∑2

i=0 xi∆iλ =
∑2

i=0 xi∆(gi) = ∆(xg), the equation m(x, y) = m(xg, yg) holds

for all x, y ∈ V , and therefore λ = g̃ is in fact a linear automorphism of M. �

The same idea described in the second paragraph of the proof for Proposi-

tion 2.5 can also be used to find an automorphism which moves A.

Lemma 2.6. Let σ be a linear bijection on S2(V ) which fixes ∇2 and ∆2 and

interchanges the pairs (∇i,∆i) for i = 0 and 1. Then σ is an automorphism
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of M. Moreover ∆(x)σ = m(e2, δ(x)) and m(x, y)σ = m(δ(x), δ(y)), and hence

Aσ = A[e2], A[e2]σ = A, A[x]σ = A[δ(x)] for every x, y ∈ V \ [e2], where

δ(x) := x1e0 + x0e1 + (x0x1 + x2)e2. (19)

Proof. Assume that σ is an automorphism of M. Then σ interchanges A and

A[e2], as A and A[e2] are the unique members of M containing ∆(e2) = ∆(e2)σ.

Thus for each x =
∑2

i=0 xiei in V , we have ∆(x)σ = m(e2, y) for some y =
∑

i=0 yiei ∈ V . We have m(e2, y) = e2 ⊗ y + y0y1∆2 = y0∇1 + y1∇0 +

(y2 + y0y1)∆2, as ι(e2, y) = y0y1e2. On the other hand, we have ∆(x)σ =
∑

i=0 xi∆iσ = x0∇0 + x1∇1 + x2∆2. Thus, comparing the coefficients, we

conclude that y = x1e0 + x0e1 + (x0x1 + x2)e2 = δ(x) (see equation (19)) sat-

isfies ∆(x)σ = m(e2, δ(x)). In particular, A[x]σ = A[δ(x)] for each point [x] in

PG(V ) distinct from [e2], because A[e2], A[δ(x)] and A[x]σ are members of M

containing (A ∩A[x])σ = A[e2] ∩A[x]σ = A[e2] ∩A[δ(x)].

For two distinct points [x] and [y] in PG(V ) \ {[e2]}, the nonzero vector

m(x, y) in A[x] ∩ A[y] is sent by σ to A[x]σ ∩ A[y]σ = A[δ(x)] ∩ A[δ(y)], which

is spanned by m(δ(x), δ(y)). Hence there is a nonzero element α ∈ F4 such that

α(m(x, y)σ) = m(δ(x), δ(y)). Comparing the coefficients of ∇(ei) and ∆(ei) for

i ∈ {0, 1, 2} with some calculations, we obtain the following equations:

α{x0y0 + (x× y)1(x× y)2} = x0y0(x× y)2 + (x× y)1,

α{x1y1 + (x× y)0(x× y)2} = x1y1(x× y)2 + (x× y)0,

α(x× y)2 = (x× y)2,

α(x× y)0 = x1y1{1 + (x× y)32}+ (x× y)0(x× y)2,

α(x× y)1 = x0y0{1 + (x× y)32}+ (x× y)1(x× y)2,

α{x2y2 + (x× y)0(x× y)1} = (x2y2 + x0y1)(1 + (x× y)32)

+ {x2y2 + (x× y)0(x× y)1)}(x× y)2.

Conversely, in order to verify that σ lies in L(M), it suffices to show that

for all distinct points [x] and [y] in PG(V ) \ {[e2]} there exists some nonzero

element α in F4 such that m(αx, y)σ = m(δ(x), δ(y)). (Notice that this implies

A[x]σ = A[δ(x)].) It is immediate to see that this holds for α = (x × y)2, if

(x× y)2 6= 0. When (x× y)2 = 0 and so (x× y)i 6= 0 for some i ∈ {0, 1} = {i, j},

we can verify that xjyj(x× y)i can be taken as α, by somewhat complicated

calculations. (In fact, we have several expressions for α, which turn out to be

identical, as all xi, yi are contained in F4.) �

From Proposition 2.5 with Lemma 2.6 and Lemma 2.3, L(M) is a subgroup of

the unitary group U(S2(V )) (∼= GU6(2)) of order |M|·|SL(V )| = 22·3·26.32.5.7,



I I G

◭◭ ◮◮

◭ ◮

page 13 / 30

go back

full screen

close

quit

ACADEMIA

PRESS

which induces a triply transitive action on the members of M. The kernel of

the action is a subgroup Z of order 3 generated by ω̃I with the notation in

Proposition 2.5. As the factor group of the stabilizer of A by Z is isomorphic to

a simple group PSL3(4), it is standard in group theory to show that L(M)/Z

is a simple group of order 27.32.5.7.11. The field automorphism φ of S2(V )

sending
∑2

i=0(xi∆i+yi∇i) to
∑2

i=0(xi∆i+yi∇i) is a semilinear automorphism

of M. As the semilinear automorphism group of S2(V ) is generated by the

linear automorphisms and φ, Aut(M) = L(M) 〈φ〉. Summarizing, we have:

Proposition 2.7. Let M be the DHO constructed in Section 2.2. Then the linear

automorphism group L(M) is a subgroup of the special unitary group SU6(2).

The factor group of L(M) by its center Z of order 3 is a simple group of order

27.32.5.7.11 acting as a triply transitive permutation group on the 22 members

of M. The automorphism group Aut(M) contains L(M) of index 2. There are

exactly |ΓL6(4)|/|Aut(M)| (= 223.35.52.7.13.17.31) DHOs isomorphic to M.

2.3.1. Steiner system S(22, 6, 3) on M

The simple group L(M)/Z is in fact isomorphic to the Mathieu group M22. This

fact can be shown, for example, by a characterization of a simple group of order

27.32.5.7.11. If we adopt a usual definition of M22 as the automorphism group

of a Steiner system S(22, 6, 3), this fact L(M)/Z ∼= M22 can also be established

by constructing a Steiner system S(22, 6, 3) on which L(M)/Z acts faithfully,

because S(22, 6, 3)’s form a single isomorphism class.

We shall briefly describe a construction of such a system. The key observa-

tion is as follows (which was first observed by Del Fra in [2] in a more general

setting): for any 3-subset T of M, there is a unique 6-subset B(T ) of M con-

taining T such that X ∩X ′ with X ′ ranging over B(T ) \ {X} lie on a common

2-subspace for any X ∈ T . This can be verified for T = {A,A[e1], A[e2]}, and

therefore for any 3-subset T of M by the triple transitivity of Aut(M) on M.

The above property of B(T ) implies that B(T ) = B(T ′) for any 3-subset T ′ con-

tained in B(T ). Defining B as a collection of 6-subsets B(T ) for all 3-subsets T

of M, it is immediate to see that a system (M,B) is a Steiner system S(22, 6, 3)

on which L(M)/Z acts faithfully.

2.3.2. Remark

We give a remark on the matrix shape of a linear automorphism g̃ of M obtained

from a linear map g in SL(V ) using Proposition 2.5. We identify g with the

matrix representing g with respect to the basis e0, e1, e2 for V . We introduce

some notation: For any matrix h of degree 3 whose (a, i)-entry is hai (a, i ∈
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{0, 1, 2}), h denotes the matrix whose (a, i)-entry is hai = h2
ai. Furthermore, ι(h)

denotes the matrix whose (a, i)-entry is hajhak for indices j, k with {i, j, k} =

{0, 1, 2}. Thus ι(h) is the matrix obtained from h by applying the operation

ι introduced in Section 2.1 to all rows of h. With this notation, the matrix

representing g̃ with respect to ∆i, ∇i (i = 0, 1, 2) is:
(

g 0

L(g) tg−1

)

, with L(g) := t(ι(tg)) + ι(t(g)−1).

This is immediately obtained from equations (14) and (15), noticing the fol-

lowing facts: (gb × gc)i = gbjgck + gbkgcj ({a, b, c} = {i, j, k} = {0, 1, 2}) is the

determinant of the matrix obtained from g by deleting the a-th row and the

i-th column, whence it is the (i, a)-entry of the so called the adjugate matrix

of g; the adjugate matrix of a matrix g with det(g) = 1 coincides with g−1.

The above formula is convenient to calculate g̃ for a matrix g ∈ SL(V ) specif-

ically when gij 6= 0 for all i, j ∈ {0, 1, 2}. This also shows that the L(M)A
(∼= SL(V ))-module S2(V )/A is the Frobenius twist of the dual module to A. As

the map sending g ∈ SL(V ) to g̃ ∈ L(M)A is an isomorphism, we should have

L(gh) = L(g)h + (tg−1)L(h) for all g, h ∈ SL(V ). This can be obtained from

the following formula for any matrices a, b of degree 3, which can be verified by

direct calculations:

ι(ab) = aι(b) + ι(a)(tb−1).

2.4. Comments about the construction and automorphisms

Del Fra [2] showed the uniqueness up to isomorphism of a 2-(projective) dimen-

sional DHO over F4 with a certain condition, which is satisfied by the DHO M.

Nakagawa showed the uniqueness of a unitary DHO of rank 3 over F4 with

ambient space U of dimension 6 [6]. He also gives a precise description of all

members of the Mathieu DHO, and showed that its full automorphism group

contains the triple central cover of M22 as a subgroup of index 2.

Thanks to the above-mentioned result by Nakagawa, it follows from Propo-

sition 2.2 that our DHO M is isomorphic to the Mathieu DHO. In fact, without

much effort, we can verify that the above member A and A[v] of M are respec-

tively identical to his member A and A[v], if we identify ∆i and ∇i (i = 0, 1, 2)

with ei and e5−i (i = 0, 1, 2). Thus, in this sense, the construction above just

gives another presentation of a well-known model of the Mathieu DHO. How-

ever, observe that our construction is simple and uniform, and that it makes easy

to find the intersections of two given members (this is a bit messy for members

of type A[αθ, α, 1] with notation in [6]). Furthermore, equation (8) shows that

M is a deformation of the Veronesean DHO V3(F4), because x × y (y 6= 0) is a

typical vector in a member V [y] of V3(F4).
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Proposition 2.7 has been essentially shown in [6] as well. One advantage of

our approach via the DHO M is that we obtain rather explicit unitary matrices

of degree 6 generating L(M). These matrices will be effectively used to classify

certain subspaces of S2(V ) (see Section 3.4).

3. Complements to the Mathieu DHO

3.1. Splitness of the Mathieu DHO

We use the notation and convention in Section 2.1. Let M be the model of

the Mathieu DHO constructed in Section 2.2. Recall that a complement to M

is a subspace Y of S2(V ) with S2(V ) = X ⊕ Y for every member X of M.

We shall interpret the existence of a complement in terms of some alternating

semi-bilinear maps, and then show that M is of split type.

Lemma 3.1. Any complement to M coincides with

Y (g) := {∆(g(x, y)) +
2

∑

i=0

(x× y)i∇i | x, y ∈ V }

for a map g from V × V to V which satisfies the following conditions.

(i) g(x, x) = 0, g(αx, y) = αg(x, y), g(x + x′, y) = g(x, y) + g(x′, y) for all

x, x′, y ∈ V and α ∈ F4.

(ii) for every nonzero vector a, b ∈ V with [a] 6= [b],

2
∑

i=0

(a× b)ig(ej , ek) 6=
2

∑

i=0

{aibi + (a× b)j(a× b)k}ei,

where the indices i, j, k follow the convention that {i, j, k} = {0, 1, 2}.

Proof. We first show that a 3-dimensional subspace Y of S2(V ) intersects A =

{∆(x) | x ∈ V } trivially if and only if Y = Y (g) for a map g from V × V to V

satisfying condition (i) in Lemma. Assume that Y is a subspace of S2(V ) with

A ⊕ Y = S2(V ). Then the vector m(x, y) x, y ∈ V in equation (8) is uniquely

written as m(x, y) = ∆(f(x, y)) + γ(x, y) with f(x, y) ∈ V , γ(x, y) ∈ Y .

We denote by ∆(g(x, y)) and ∇(x, y) respectively the sums of the diagonal

and off-diagonal components of γ(x, y). Then we have γ(x, y) = ∆(g(x, y)) +

∇(x, y). In view of the diagonal and off-diagonal components of m(x, y) =

∆(f(x, y) + g(x, y)) +∇(x, y), we have

∇(x, y) =
∑2

i=0(x× y)i∇i,

f(x, y) + g(x, y) =
∑2

i=0{xiyi + (x× y)j(x× y)k}ei.
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As m(x, y) = m(y, x), m(x, x) = ∆(x) and m(αx, y) = αm(x, y) for all x, y ∈ V

and α ∈ F4, we have

f(x, y) = f(y, x), f(x, x) = x, f(αx, y) = αf(x, y);

g(x, y) = g(y, x), g(x, x) = 0, g(αx, y) = αg(x, y).

As m(x+x′, y)+m(x, y)+m(x′, y) = ∆(δy) with δ = det(r(x, x′, y)) for x, x′, y ∈

V (see equation (11)),

∆(f(x+ x′, y) + f(x, y) + f(x′, y) + δy) = γ(x+ x′, y) + γ(x, y) + γ(x′, y).

The left hand side of this equation lies in A, while the right hand side lies in Y .

As A∩Y = {0}, this implies that f(x+x′, y) = f(x, y)+f(x′, y)+δ(r(x, x′, y))y

and γ(x + x′, y) = γ(x, y) + γ(x′, y). As ∇(x, y) =
∑2

i=0(x × y)i∇i is bilinear,

we have g(x+ x′, y) = g(x, y) + g(x′, y) for any x, x′, y ∈ V . Thus g satisfies the

property (i) in Lemma. Furthermore, Y coincides with

Y (g) := {∆(g(x, y)) +
∑2

i=0(x× y)i∇i | x, y ∈ V },

because Y (g) is a subset of Y which forms a subspace of S2(V ) by property (i)

and it contains three independent vectors ∆(g(ej , ek)) + ∇i (i ∈ {0, 1, 2} =

{i, j, k}).

Conversely, if g is a map from V × V to V having property (i), then Y (g)

defined in Lemma forms a subspace of S2(V ), which is of dimension 3 in view of

the off-diagonal parts. We have Y (g)∩A = {0}, because if a vector ∆(g(x, y))+
∑2

i=0(x × y)i∇i lies in A, then x × y = 0, and therefore x = 0 or y = αx for

some α ∈ F4, which implies g(x, y) = 0.

Thus in order to verify Lemma it suffices to show that Y (g) ∩ A[b] = {0}

for any projective point [b] in PG(V ) if and only if g satisfies the property (ii).

There is a nonzero vector b ∈ V such that Y (g) ∩A[b] 6= {0} if and only if there

are vectors x, y, a ∈ V such that a 6= 0 and [a] 6= [b] and m(a, b) = ∆(g(x, y)) +
∑2

i=0(x × y)i∇i. Comparing the off-diagonal and diagonal components of the

both sides of this equation, this is equivalent to the following conditions:

a× b = x× y ( 6= 0) and g(x, y) =
∑2

i=0{aibi + (a× b)j(a× b)k}ei.

Then x and y are nonzero vectors lying in 〈a, b〉 = (a× b)⊥, the hyperplane of V

perpendicular to a × b with respect to the dot product. Thus there are α, β, γ

and δ in F4 such that x = αa + βb and y = γa + δb. As 0 6= a × b = x × y =

(αδ + βγ)(a × b), we have αδ + βγ = 1. As g satisfies the property (i), we

have g(x, y) =
∑

i=0 (x× y)ig(ej , gk) =
∑2

i=0 (a× b)ig(ej , ek). Thus there is no

nonzero b ∈ V with Y (g) ∩A[b] 6= {0} if and only if the property (ii) holds. �
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Proposition 3.2. The Mathieu DHO M is of split type: the subspace Y (g) in

Lemma 3.1 is a complement to M for the map g(x, y) = ω
∑2

i=0 (x× y)iei.

Proof. Take a map g from V × V to V given by g(x, y) := ω
∑2

i=0 (x× y)iei for

x, y ∈ V . Notice that g(ej , ek) = ωei for indices i, j, k with {0, 1, 2} = {i, j, k}.

As g satisfies condition (i) in Lemma 3.1, it suffices to verify that g satisfies

condition (ii).

Suppose there are some nonzero a, b ∈ V with [a] 6= [b] (or equivalently

a× b 6= 0) such that
∑2

i=0 (a× b)iωei =
∑2

i=0{aibi + (a× b)j(a× b)k}ei. Thus

di := ω(a× b)i + aibi + (a × b)j(a × b)k = 0 for all i ∈ {0, 1, 2}. Then we have
∑2

i=0 di(a×b)i = 0. On the other hand, as (a× b)i(a×b)i = (a×b)3i = 0 or 1 for

each i ∈ {0, 1, 2} and
∑2

i=0 aibi(a× b)i = π with π := (a× b)0(a× b)1(a× b)2 by

equation (7), the sum
∑2

i=0 di(a×b)i is calculated to be ω(
∑2

i=0(a×b)3i )+π+π.

This value is equal to 0 if and only if exactly one of (a × b)i’s is 0, because one

of the (a× b)i’s is not 0 and ω does not lie in F2.

In this case, without loss of generality, we may assume that (a× b)0 = 0 but

(a × b)1 6= 0 and (a × b)2 6= 0. Then the relation 0 = d0 reads 0 = a0b0 +

(a0b2 + b0a2)(a0b1 + b0a1) = a0b0 + a0b1b2 + b0a1a2 + a0b0(a1b2 + b1a2) =

a0b0+a0b1b2+b0a1a2, since (a×b)0 = 0. The conditions di = 0 for i = 1, 2 read

ω(a × b)i = aibi. In particular, ai 6= 0 and bi 6= 0 for i ∈ {1, 2}. If a0 = 0, then

the above equation implies that b0 = 0, but this contradicts that (a× b)i 6= 0 for

i 6= 0. Thus a0 6= 0 and similarly b0 6= 0. Then the above equation is equivalent

to the equation a + b = 1, where we set a := a0a1a2 and b := b0b1b2. As a

and b are nonzero elements in F4, this implies that {a, b} = {ω, ω}, and thus

ab = 1. On the other hand, the product of the equations ω(a × b)i = aibi for

i = 1, 2 is calculated as follows: a1a2b1b2 = ω(a0b1 + b0a1)(a0b2 + b0a2) =

ω
(

a0b1b2 + a0b0(a1b2 + a2b1) + b0a1a2
)

= ω(a0b1b2 + b0a1a2). Multiplying this

equation by a0b0, we obtain ab = ω(b + a) = ω. This contradicts the above

conclusion that ab = 1. Thus we verified that the condition (ii) is satisfied by

our map g. �

3.2. General property of DHO-sets

In this section, we shall discuss some fundamental facts about the DHO-set for

a DHO of split type. In general, assume that a DHO S over Fq of rank n splits

over a subspace Y of its ambient space U . Choose a member X of S. Then

every vector u of U is uniquely decomposed as u = x(u) + y(u) with x(u) ∈ X

and y(u) ∈ Y . Identifying u with the pair (x(u), y(u)), we have U = X ⊕ Y .

We can parametrize the members of S by {0}∪PG(X) in the following way,

where PG(X) denotes the set of projective points of X. We set X0 := X. For a
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projective point [a] = Fqa of X, let X[a] be the unique member of S such that

X ∩X[a] = [a]. We shall fix this parametrization from now on.

Take a projective point [a] in PG(X). Since every vector u of X[a] is uniquely

written as u = x(u)+y(u) for some x(u) ∈ X and y(u) ∈ Y , a map χ[a] sending

u to x(u) is a well-defined Fq-linear map from X[a] to X. As X[a]∩Y = {0}, the

kernel of χ[a] is {0}, and therefore χ[a] is a bijection. Then a map L[a] sending

each x ∈ X to y(χ−1
[a] (x)) is an Fq-linear map from X to Y . Furthermore, with

the above identification, we have

X[a] = {(x,xL[a]) | x ∈ X} = {x+ xL[a] | x ∈ X}

for every [a] ∈ PG(X). Defining L[0] as the zero map, this expression holds for

every member of S. Notice that we denote the image of a vector x by a linear

map L by xL, instead of the usual notation xL or L(x).

The collection LX(S;Y ) of linear maps L[a] (a = 0 or 〈a〉 ∈ PG(X)) indexed

by X̃ := {0} ∪ PG(X) is called the DHO-set for S with respect to a member

X and a complement Y . As we saw above, X = X(0) = {x | x ∈ X} and

X[a] = {x+ xL[a] | x ∈ X}. Recall the following conditions for S to be a DHO:

(1) X[a] ∩X[b] is 1-dimensional for every distinct [a], [b] ∈ X̃,

(2) X[a] ∩X[b] ∩X[c] = {0} for pairwise distinct [a], [b] and [c] in X̃.

These conditions can be expressed in terms of the kernels of linear maps L[a] +

L[b] in the following way:

(1’) For every distinct [a] and [b] in X̃, the subspace {x ∈ X | xL[a] = xL[b]}

is of dimension 1. We denote by κ([a], [b]) a nonzero vector in the 1-di-

mensional kernel of L[a] + L[b].

(2’) For each [a] in X̃, the map from X̃ \{[a]} to itself sending [b] to [κ([a], [b])]

is a bijection; or equivalently, {x ∈ X | xL[a] = xL[b] = xL[c]} is the zero

space for any mutually distinct [a], [b], [c] in X̃.

Hence any collection of linear maps L[a] from X to Y parametrized by X̃ =

{0}∪PG(X) gives a DHO of rank n over Fq (with complement Y and a member

X) if it satisfies the above two conditions (1’) and (2’).

The terminology ‘DHO-set’ is introduced in [3, Definition 3.2(b)] for a DHO

S over F2 of split type. In this paper, this terminology is adopted for a general

DHO of split type, instead of the terminology ‘linear system’ used by the author

(e.g. [11]).
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3.3. DHO-sets for the Mathieu DHO

In this section, we shall describe the DHO-set LA(M;Y (g)) for the DHO M

with respect to the member A and the complement Y (g) for an alternating map

g defined in Proposition 3.2. We set Γi := ω∆i + ∇i for i ∈ {0, 1, 2}. Then

Γi (i = 0, 1, 2) form a basis for the complement Y (g). Notice that (∆i,Γi′) =

δi,i′ and (Γi,Γi′) = δi,i′ for i, i′ ∈ {0, 1, 2}, where the symbol δi,i′ denotes the

Kronecker’s delta.

Take [v] ∈ PG(V ). As ∇i = Γi+ω∆i (i ∈ {0, 1, 2}), a typical vector m(x, v) =
∑2

i=0 ((x× v)i∇i + zi∆i) in A[v] (with zi = xivi + (x× v)j(x× v)k) is written

as m(x, y) =
∑2

i=0{(x × v)iΓi + (ω(x× v)i + zi)∆i}. Thus the decomposition

of m(x, v) in the direct sum A⊕Y (g) is given by m(x, v) = a(x, v)+a(x, v)L[v],

where

a(x, y) =
∑2

i=0(ω(x× v)i + xivi + (x× v)j(x× v)k)∆i and

a(x, y)L[v] =
∑2

i=0(x× v)iΓi.

We shall calculate an explicit form of L[v] above as the matrix M [v] repre-

senting L[v] with respect to a basis (∆i)
2
i=0 for A and a basis (Γi)

2
i=0 for Y (g).

We set M [0] = 0 and Ṽ := {[0]} ∪ PG(V ). By the discussions in the previous

section, M [v] +M [w] is of rank 2 for any distinct [v], [w] in Ṽ . If the kernel of

M [v] +M [w] is denoted by κ([v], [w]), then the map sending [w] to κ([v], [w]) is

a bijection on Ṽ \ {[v]}. This collection of matrices M [v] for [v] ∈ Ṽ also satisfy

the following property:

Lemma 3.3. For each [v] ∈ Ṽ , the matrix U [v] := M [v] + I, with the identity

matrix I, is a unitary matrix, in the sense that U [v]t(U [v]) = I.

Proof. As the claim is trivial for [v] = [0], we may assume that [v] lies in PG(V ).

Then 0 = (m(x, v),m(y, v)) for any x, y ∈ V by Proposition 2.2(iv). Putting

m(z, v) = a(z, v) + a(z, v)L[v] for z ∈ {x, y}, we have

0 = (a(x, v), a(y, v)L[v]) + (a(x, v)L[v], a(y, v)) + (a(x, v)L[v], a(y, v)L[v]).

Using the matrix M [v] = (µij) representing L[v], this equation for x, y with

a(x, v) = ∆i, a(y, v) = ∆i′ reads 0 = (∆i,
∑2

j=0 µi′jΓj) + (
∑2

j=0 µijΓj ,∆i′) +

(
∑2

j=0 µijΓj ,
∑2

j=0 µi′jΓj) = µi′i +µii′ +
∑2

j=0 µijµi′j . This is equivalent to the

condition that M [v] + tM [v] +M [v]tM [v] = 0, or equivalently, to the condition

that (M [v] + I)t(M [v] + I) = I. �

For short, we set a(x, v) =
∑2

i=0 yi∆i and a(x, v)L[v] =
∑2

i=0 ziΓi. Thus

yi := xivi + ω(x× v)i + (x× v)j(x× v)k, zi := (x× v)i.
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We shall derive an explicit formula expressing each zi in terms of y0, y1 and y2.

It depends on the shape of a nonzero vector v in V . We separate three cases:

(a) vi 6= 0 but vj = vk = 0 for {i, j, k} = {0, 1, 2}.

(b) vi = 0, vj 6= 0 and vk 6= 0 for {i, j, k} = {0, 1, 2}.

(c) all vi (i ∈ {0, 1, 2}) are nonzero.

In case (a), we have zj = xkvi, zk = xjvi, zi = 0; yi = xivi + xkvi · xjvi =

(xi + xjxk)vi, yj = ωxkvi, yk = ωxjvi. Thus zi = 0, zj = ωyj , zk = ωyk. In

case (b), we obtain zi = xjvk + xkvj , zj = xivk, zk = xivj; yi = ωzi + xivjvk,

yj = xjvj + ωxivk + zkzi, yk = xkvk + ωxivj + zjzi. Then the following are

verified by straightforward calculations: zi = (vjvk)yj +(vjvk)yk, zj = vjvkyi+

ωyj + ωvjvkyk, zk = vkvjyi + ωyk + ωvkvjyj . In case (c), we can verify that

vjyk + vkyj = (π + π + ω)πvizi, with π := vivjvk ( 6= 0) by straightforward

calculations using vizi = vjzj+vkzk for z = x×v. As π+π lies in F2, π+π+ω 6= 0

and zi = π(π + π + ω)vi(vkyj + vjyk).

Summarizing, we have the following results, where the latter claim imme-

diately follows from Lemma 3.3 and properties (1’) and (2’) of DHO-sets in

Section 3.2 (notice that U [v] + U [w] = M [v] +M [w] for [v], [w] ∈ Ṽ ):

Lemma 3.4. The DHO-set LA(M, Y (g)) for the DHO M with respect to A ∈ M

and the complement Y (g) in Proposition 3.2 consists of the linear maps L[0] = 0

and L[v] ([v] ∈ PG(V ), v = [v0, v1, v2] =
∑2

i=0 viei) from A to Y (g), represented

by the matrices M [v] below with respect to a basis (∆i)
2
i=0 for A and a basis

(ω∆i +∇i)
2
i=0 for Y (g), where we set c := π(π + π + ω), if π := v0v1v2 6= 0.

The set {U [v] := M [v] + I | [v] ∈ Ṽ } consists of 22 unitary matrices of degree 3

over F4 (U [v]t(U [v]) = I) such that dim({x ∈ V | xU [v] = xU [w]}) = 1 and

{x ∈ V | xU [v] = xU [w] = xU [u]} = {0} for any mutually distinct [v], [w], [u] in

Ṽ = {0} ∪PG(V ).

M [v0, v1, v2] = c





0 v2v0 v0v1
v1v2 0 v0v1
v1v2 v2v0 0



 , if v0v1v2 6= 0;

M [0, v1, v2] =





0 v1v2 v1v2
v1v2 ω ωv1v2
v1v2 ωv1v2 ω



 , if v1v2 6= 0;

M [v0, 0, v2] =





ω v2v0 ωv2v0
v2v0 0 v2v0
ωv2v0 v2v0 ω



 , if v2v0 6= 0;
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M [v0, v1, 0] =





ω ωv0v1 v0v1
ωv0v1 ω v0v1
v0v1 v0v1 0



 , if v0v1 6= 0;

M [v0, 0, 0] = diag(0, ω, ω), if v0 6= 0;

M [0, v1, 0] = diag(ω, 0, ω), if v1 6= 0;

M [0, 0, v2] = diag(ω, ω, 0), if v2 6= 0.

3.4. Action of the automorphism group on the complements

In this section, we classify all complements to M. They are 3-dimensional sub-

spaces Y of S2(V ) satisfying X ∩ Y = {0} for all members X ∈ M. Notice that

the linear automorphism group L(M) acts naturally on the set of complements

to M. We shall show the following results.

Proposition 3.5. There are exactly 25.5.7.11 complements to M, which form a

single orbit under the action of L(M). Each of them is a non-degenerate subspace

with respect to the restriction ( , ) of the unitary form on S2(V ).

Proposition 3.5 is obtained by examining orbits under the action of L(M)

on the set of d-dimensional subspaces of S2(V ) for d = 1, 2, 3. All arguments

in the sequel are either geometric or elementary group theoretic, except for

Lemma 3.10(2) and (3), where we calculate the stabilizers exploiting explicit

matrices obtained from Proposition 2.5 and σ in Lemma 2.6. Following the ter-

minologies in projective geometry, we shall call a d-dimensional subspace point,

line and plane, according as d = 1, 2 and 3. To distinguish a projective point

in PG(S2(V )) from a projective point in PG(V ), denoted [v] for a nonzero

v ∈ V , we use the symbol 〈u〉 to denote a projective point in PG(S2(V )) for a

nonzero vector u in S2(V ). Recall that S2(V ) is equipped with a unitary form

( , ) preserved by L(M) (see Lemma 2.3) and that every member of M is totally

isotropic with respect to this unitary form. We denote by P the set of points ly-

ing in some members of M. As there are exactly 2 members of M containing

each point in P, we have |P| = 22.21/2 = 231. The group L(M) acts transitively

on P, as L(M) is doubly transitive on the members of M.

Take a point a := 〈∆2〉 in P. The stabilizer L(M)a of a in L(M) is the setwise

stabilizer of the two members A and A[e2] of M containing a, which contains

the stabilizer of A and A[e2] as subgroups of index 2. Thus L(M)a = {g̃ |

g ∈ SL(V ), [e2]g = [e2]} 〈σ〉, where σ (see Lemma 2.6) flips A and A[e2]. Then

Proposition 2.5 implies L(M)a ∼= (3× (24 : SL2(4))) : 2. As this group preserves

the unitary form on S2(V ), P\{a} are naturally divided into the following three

classes:
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P1(a) consisting of points b with 〈a, b〉 ⊆ X for X = A or X = A[e2]},

P2(a) consisting of points b orthogonal to a but not lying in P1(a),

P3(a) consisting of points b which is not orthogonal to a.

Using the triple transitivity of L(M) on the members of M, we can see that

Pi(a) (i = 0, 1, 2) are orbits under the stabilizer L(M)a. For P1(a), this follows

from the doubly transitivity of SL(V ) on the set of projective points in PG(V )

and the existence of the automorphism σ in L(M)a exchanging two members A

and A[e2] containing a. Now take a point b in P not lying on A nor A[e2]. By the

triple transitivity of L(M) on the members of M, there is a linear automorphism

λ of M stabilizing A and A[e2] (and hence fixing a = A ∩ A[e2]) such that bλ ∈

A[e1]. If b lies in P2(a) (resp. P3(a)), bλ is orthogonal (resp. not orthogonal) to

a, because λ preserves the unitary form ( , ) by Lemma 2.3. Then, if b ∈ P2(a),

bλ lies in the line l := A[e1] ∩ a⊥ = 〈∆1,∇0〉. Notice that the stabilizer of the

line l in L(M)A[e1]
∼= SL(V ) (Proposition 2.5) induces A5 on the five points

on l. Thus the stabilizer G of l and two points 〈∆1〉 and 〈∇0〉 is transitive

on the remaining three points, one of which is bλ. Notice that G stabilizes

the unique members A and A[e2] of M \ {A[e1]} containing 〈∆1〉 and 〈∇0〉

respectively, whence fixes a = A ∩ A[e2]. Thus the transitivity of L(M)a on

P2(a) is established. If b ∈ P3(a), then bλ is one of the 16 points in A[e1]

outside the line l, on which the point-wise stabilizer K of l in L(M)A[e1] acts

regularly. As K fixes 〈∆1〉 and 〈∇0〉, K lies in L(M)a. This established the

transitivity of L(M)a on P3(a). We have |P2(a)| = 20 · 3/2 = 30, because

each point in P2(a) lies in two members in M\{A,A[e2]} and each member X

in M\ {A,A[e2]} contains the line X ∩ a⊥ consisting of three points in P2(a).

Furthermore, |P1(a)| = 2×20 = 40 and |P3(a)| = |P|−1−40−30 = 160. A point

〈∆2 + α(∆1 +∇0)〉 (α ∈ F4) on the line through a = 〈∆2〉 and b = 〈∆1 +∇0〉

(∈ P2(a)) lies in P if and only if ∆2 + α(∆1 +∇0) = m(x, y) for some x, y ∈ V .

Thus we have (x × y)0 = α, (x × y)1 = (x × y)2 = 0, and x0y0 = 0, x1y1 = α

and x2y2 = 1. It can be verified that this holds exactly when α = 1. Thus

〈∆2 +∆1 +∇0〉 is the unique point in P on the line through a and b other than

a and b. If b = 〈∇2〉 ∈ P3(a), it is also easy to verify that the third isotropic

point 〈∆2 +∇2〉 is not in P. Summarizing, we have:

Lemma 3.6. For each a ∈ P, there are exactly 4 orbits on P under the action

of the stabilizer L(M)a of a in L(M). Three obits Pi(a) (i = 1, 2, 3) except the

trivial orbit {a} are described as follows.

(i) P1(a) consists of b in P such that the line through a and b is contained in

some members of M. We have |P1(a)| = 40. For b ∈ P1(a), the isotropic line

〈a, b〉 consists of 5 isotropic points in P.

(ii) P2(a) consists of b in P orthogonal to a (with respect to the unitary form
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( , )) but not in P1(a). We have |P2(a)| = 30. For b ∈ P2(a), the isotropic

line 〈a, b〉 contains exactly three isotropic points in P.

(iii) P3(a) consists of b in P not orthogonal to a. We have |P3(a)| = 160. For

b ∈ P3(a), the line 〈a, b〉 contains exactly three isotropic points (which are

mutually orthogonal) and the unique isotropic point distinct from a and b

does not lie in P.

Now let L be the set of all isotropic lines in S2(V ). We denote by a⊥ the

hyperplane of S2(V ) consisting of vectors orthogonal to an arbitrary isotropic

point a. Then a⊥/a has a nondegenerate unitary form inherited from ( , ). In

particular, it has exactly 45 isotropic points which bijectively correspond to the

isotropic lines through a. Thus by counting pairs (a, l) of an isotropic point a and

an isotropic line l through a, we have 5|L| = (32.7.11).45, whence |L| = 34.7.11.

We denote by L(i) the subset of L consisting of lines containing exactly i points

in P for i = 0, . . . , 5.

Lemma 3.7. We have L = L(5) ∪ L(3) ∪ L(1).

Proof. For each i = 1, . . . , 5, we count the number

xi := |{(a, l) | a ∈ P, l ∈ L(i), a ∈ l}|.

We have xi = i|L(i)|. Fix a point a in P, and let l be an isotropic line through

a. Assume that l contains a point b in P distinct from a. As b is orthogonal to

a, it follows from Lemma 3.6 that b lies in P1(a) or P2(a). If b lies in P1(a),

the line l = 〈a, b〉 is one of the 5 + 5 lines contained in the two members of M

containing a. Thus there are exactly 10 lines in L(5) through a. If b lies in P2(a),

the line l = 〈a, b〉 contains two points in P distinct from a. Thus there are

30/2 = 15 lines in L(3) through a. Accordingly, there are exactly 45− 10− 15 =

20 lines in L(1) through a, because there are exactly 45 isotropic lines through a

as we remarked before stating the lemma. Hence x5 = 5|L(5)| = 10|P|, x3 =

3|L(3)| = 15|P| and x1 = |L(1)| = 20|P|. Then |L(5)| = 2|P|, |L(3)| = 5|P| and

|L(1)| = 20|P|. As |L| = 27|P|, this implies that L is a disjoint union of L(5),

L(3) and L(1). �

Lemma 3.8. Any complement Y to M is a non-degenerate unitary plane with

respect to the restriction of the unitary form ( , ) on Y .

Proof. Suppose there is a complement Y to M which is degenerate with respect

to the restriction of ( , ). Then the radical R of Y (the subspace of Y consisting

of vectors orthogonal to all vectors in Y ) is of dimension 1, 2 or 3. In the latter

two cases, R contains an isotropic line, and therefore R contains a point in P

by Lemma 3.7, which contradicts that Y is a complement to M. Thus R is of
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dimension 1. However, in this case, there is a line l of Y with Y = l ⊕ R. As

any line of S2(V ) contains at least one isotropic point, l contains an isotropic

point p and then the isotropic line 〈p,R〉 contains a point in P, which is again a

contradiction. �

It follows from Lemma 3.8 above that any complement is non-degenerate

with respect to the restriction of the unitary form ( , ). We denote by S the set

of non-degenerate planes in S2(V ). For a non-negative integer i, we denote by

S(i) the set of non-degenerate planes which contains exactly i points in P. Thus

S(0) coincides with the set of complements to M.

A non-degenerate plane Y of V has a structure of a 3-dimensional unitary

space over F4. Thus it is spanned by three anisotropic points ni (i = 1, 2, 3)

which are mutually orthogonal. Observe that each line lij := 〈ni, nj〉 (1 ≤ i <

j ≤ 3) contains exactly three isotropic points. A line spanned by ni and an

isotropic point a with (a, ni) = 0 (i = 1, 2, 3) contains 4 anisotropic points. Thus

a nondegenerate plane Y contains exactly 9 isotropic and 12 anisotropic points.

In particular, the 9 isotropic points on Y are divided into three subsets on lij
(1 ≤ i < j ≤ 3). As there is no isotropic line in Y , any two distinct isotropic

points are non-orthogonal.

The number |S| is obtained by counting the quadruple (n1, n2, n3, Y ) of mu-

tually orthogonal anisotropic points ni (i = 1, 2, 3) of V and Y ∈ S containing

all ni (i = 1, 2, 3). There are exactly ((46 − 1)/(4− 1))− 693 = 672 anisotropic

points in S2(V ). If we fix one of them, say n1, the subspace n⊥

1 orthogonal to

n1 is a 5-subspace of S2(V ) with a nondegenerate unitary form inherited from

( , ). It is known that there are exactly ((45−1)/(4−1))−165 = 176 anisotropic

points in n⊥

1 . Taking one of them, say n2, we have ((44 − 1)/(4− 1))− 45 = 40

anisotropic points in 〈n1, n2〉
⊥

, which is a 4-subspace of S2(V ) with a nonde-

generate unitary form inherited from ( , ). As Y = 〈n1, n2, n3〉, there are exactly

672·176·40 = 212.3.5.7 quadruples. On the other hand, if we fix Y ∈ S, the num-

ber of triples (n1, n2, n3) of mutually orthogonal anisotropic points contained in

Y is given by 12 ·2 ·1 = 23.3 from the description in the above paragraph. Hence

we obtain |S| = 29.5.7.11.

Lemma 3.9. (1) Every non-degenerate plane has at most 4 points in P.

(2) We have |S(4)| = |S(2)|+ 2|S(1)|+ 3|S(0)|.

Proof. (1) Suppose that a non-degenerate plane Y of S2(V ) contains five points

in P. Take mutually orthogonal anisotropic points ni (i = 1, 2, 3). We may

assume that the lines l12 := 〈n1, n2〉 and l13 := 〈n1, n3〉 respectively con-

tain two isotropic points a1, a2 and b1, b2 in P. As a1 and a2 are non-

orthogonal, the third isotropic point a3 on l12 is not contained in P in
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view of Lemma 3.6(iii). Similarly, the the third isotropic point b3 on l13
is not contained in P. Now the line through a1 and bi (i = 1, 2) inter-

sects the line l23 := 〈n2, n3〉 at a point, say ci. As bi 6∈ 〈a1, n2〉 = l12 and

a1 6∈ 〈bi, n3〉 = l13, ci 6∈ {n2, n3}. In particular, ciis isotropic. But ci 6∈ P

by Lemma 3.6(iii) applied to non-orthogonal points a1 and bi in P. Then

the remaining isotropic points, say c3 on l23 must be in P by our assump-

tion. Now c3 and ai (i = 1, 2) are non-orthogonal points in P so that

the intersection of lines 〈ai, c3〉 and l13 should be an isotropic point not

in P. Thus these lines should intersect at b3. However, this implies that

〈a1, c3〉 = 〈b3, c3〉 = 〈a2, c3〉, which is impossible.

(2) We count the number N of pairs (a, Y ) of points a of P and a plane Y in

S with a ∈ Y . Fixing Y ∈ S = ∪4
i=0S(i) first, we have N =

∑4
i=1 i|S(i)|.

On the other hand, fix a point a of P. Assume that Y is a nondegenerate

plane of S2(V ) through a. Then Y/a is a line in the 5-dimensional space

S2(V )/a. The non-degeneracy of Y implies that Y/a is not contained in the

4-subspace a⊥/a, and that (Y ∩ a⊥)/a is a anisotropic point in a⊥/a (with

respect to the nondegenerate unitary form inherited from ( , )). Conversely,

for every line of S2(V )/a with these properties, its inverse image in S2(V )

is a nondegenerate plane of S2(V ) through a. Now, the number of such

lines, or equivalently the number of Y ∈ S through a is counted as follows.

S2(V )/a − (a⊥/a) contains 44 points x and a⊥/a contains 40 anisotropic

points y. As Y/a = 〈x, y〉 contains precisely 4 points, there are exactly

40 · (44/4) = 29.5 distinct Y ∈ S with a ∈ Y . Thus N = |P| · 29.5. As

N = 29.3.5.7.11 = 3|S| and |S| =
∑4

i=0 |S(i)|, the formula in the statement

of the lemma follows from N =
∑4

i=1 i|S(i)|. �

We now consider the following two non-degenerate planes Y0 and Y2.

Y0 := 〈∆i + ω∇i | i ∈ {0, 1, 2}〉 ,

Y2 := 〈∆0 + ω∇0,∆0 + ω∇0,∆1 + ω∇1〉 .

We shall calculate the stabilizer of Yi in L(M) for i = 0, 1. Here we exploit

some explicit linear bijections obtained by Proposition 2.5.

Lemma 3.10. (1) Y0 ∈ S(0) and Y2 ∈ S(2).

(2) The stabilizer of Y0 in L(M) is of order 22.33 (isomorphic to 31+2
+ : Z4).

(3) The stabilizer of Y2 in L(M) is of order 2.32 (isomorphic to E32 × 2).

Proof. (1) Notice that Y0 coincides with the plane Y (g) in Proposition 3.2.

Thus Y0 ∈ S(0). The plane Y2 is a nondegenerate unitary plane spanned

by three mutually orthogonal anisotropic points a0 := 〈∆0 + ω∇0〉, a1 :=
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〈∆0 + ω∇0〉 and a2 := 〈∆1 + ω∇1〉. Thus any isotropic point in Y2 lies in a

line lij through ai and aj for some 0 ≤ i < j ≤ 2. As l12 is a subset of Y0,

it does not contain a point in P. Observe that l01 contains two points 〈∆0〉

and 〈∇0〉 in P, which are non-orthogonal. Thus they are the only points

in P lying on l01 by Lemma 3.6(iii). Take an isotropic point 〈a0 + αa2〉

(α is a nonzero element in F4) on the line l02. Suppose m(x, y) = a0 + αa2
(= ∆0+α∆1+ω∇0+αω∇1) for some x, y ∈ V . Comparing the coefficients

of the basis vectors, we have (x × y)0 = ω, (x × y)1 = αω, (x × y)2 = 0,

x0y0 = 1, x1y1 = α and x2y2 = α. Then y2 = αx2 and y1 = αx1, and

therefore ω = (x × y)0 = x1y2 + x2y1 = αx1x2 + αx1x2. However, as the

last term is an element of F2, this is a contradiction. Thus there is no points

in P on the line l02, and Y2 contains just two points 〈∆0〉 and 〈∇0〉 in P.

(2) Recall that the linear bijections on a non-degenerate unitary plane Y pre-

serving the unitary form form a group denoted GU3(2), which is isomor-

phic to 3 · (E9 : Q8), where Q8 denotes the quaternion group of order 8

and E9 denotes the elementary abelian group of order 9. In particular, this

group has a largest normal 3-subgroup isomorphic to 31+2
+ , the extraspecial

group of order 33. Thus the stabilizer of Y0 in L(M) induces a subgroup

of GU3(2). A subgroup corresponding to 31+2
+ is constructed as follows:

take linear maps t1 := (e0, e1, e2) and t2 := diag(1, ω, ω) in SL(V ), where

diag(α0, α1, α2) denotes the diagonal matrix sending ei to αiei (i = 0, 1, 2)

and (e0, e1, e2) denotes the permutation matrix sending ei to ei+1, reading

suffixes modulo 3. It is straightforward to verify that t1 and t2 generate a

subgroup of SL(V ) isomorphic to 31+2
+ with center generated by ωI3. From

Proposition 2.5, we can obtain the following linear maps t̃1 and t̃2 in L(M)

(stabilizing A): t̃1 = (∆0,∆1,∆2)(∇0,∇1,∇2), t̃2 = diag(1, ω, ω, 1, ω, ω),

where we use the above convention to denote monomial matrices with re-

spect to the (ordered) basis (∆0,∆1,∆2,∇0,∇1,∇2) for S2(V ). Then t̃1
and t̃2 generate a subgroup T̃ of L(M) isomorphic to 31+2

+ (with center

〈ωI6〉 (corresponding to 〈ωI3〉). Furthermore, they acts on the basis vectors

ai := ∆i + ω∇i (i = 0, 1, 2) for Y0 in the following manner: ait̃1 = ai+1

(reading the suffixes modulo 3) and ait̃2 = ω−iai (i = 0, 1, 2). Thus T̃ is a

subgroup of the stabilizer L(M)Y0
which corresponds to the largest normal

3-subgroup of GU3(2).

This also implies that the stabilizer L(M)Y0
is contained in the normalizer

of T̃ in L(M), as |L(M)|3 = 32. As L(M)/ 〈ωI6〉 is a simple group of

order 27.32.5.7.11, the factor group T̃ / 〈ωI6〉 is a Sylow 3-subgroup and it

follows from the Sylow theorem that the normalizer in the factor group

has order 23.32. We can find a Sylow 2-subgroup of the normalizer of T̃ in

L(M) as follows: take linear maps q1 and q2 of SL(V ) represented by the
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matrices

q1 :=





1 1 1

1 ω ω

1 ω ω



 and q2 :=





1 ω ω

ω ω ω

ω ω ω



 .

It is easy to see that (q1)
2 = (q2)

2 = (e1, e2) and qq21 = q−1
1 , and hence

〈q1, q2〉 ∼= Q8. Furthermore, we can verify that tq11 = t2, tq12 = t1, tq21 =

t1t2(ωI3)
2 and tq22 = t1t

−1
2 (ωI3). Thus 〈q1, q2〉 normalizes T . From Propo-

sition 2.5, we can obtain the following linear maps q̃1 and q̃2 in L(M)

(stabilizing A) with some calculations:

q̃1 :=

(

q1 0

0 q1

)

and q̃2 :=

(

q2 0

q2 q2

)

,

where A := (aij) for A = (aij). Thus Q̃ := 〈q̃1, q̃2〉 (∼= Q8) is a Sylow

2-subgroup of the normalizer of T̃ in L(M).

As we remarked above, the stabilizer of the plane Y0 in L(M) is a subgroup

of the normalizer of T̃ (which is T̃ Q̃) containing Q̃. It is straightforward

to see that that q̃1 preserves Y0 but q̃2 does not. In fact, we have a0q̃1 =

a0 + a1 + a2, a1q̃1 = a0 + ωa1 + ωa2 and a2q̃1 = a0 + ωa1 + ωa2; but

a1q̃2 = (∆0 + ω∇0) + (∆1 + ω∇1) + ω(∆2 + ω∇2), which is not contained

in Y0. (In fact, for the semi-linear automorphism ι on S2(V ) sending a

vector
∑2

i=0(xi∆i + yi∇i) to
∑2

i=0(xi∆i + yi∇i), we can verify that ι is

an automorphism of M and that q̃2ι preserves Y0.) As T̃ 〈q̃1〉 is a maximal

subgroup of the normalizer T̃ Q̃, we conclude that the stabilizer of Y0 in the

linear automorphism group L(M) coincides with T̃ 〈q̃1〉 (∼= 31+2
+ : Z4).

(3) As a := 〈∆0〉 and b := 〈∇0〉 are the only points of P contained in Y2 by

claim (1), the stabilizer L(M)Y2
of the plane Y2 in L(M) is a subgroup

of the setwise stabilizer of {a, b} in L(M). As a and b are not orthogonal,

b lies in the suborbit P3(a) in Lemma 3.6. Then the poitwise stabilizer

L(M)a,b is a subgroup of L(M)a (∼= 3.24A5.2) of index |P3(a)| = 160, so

that |L(M)a,b| = 22.32. As the automorphism σ in Lemma 2.6 fixes ∆0 and

∇0 but exchanges ∆2 and ∇2, we conclude that the set wise stabilizer of

{a, b} in L(M) coincides with the group
〈

ωI6, t̃2, q̃
2
1 , t̃1σt̃

−1
1

〉

〈σ〉, where t̃i
(i = 1, 2) are the automorphisms of M appeared in the proof of claim (2).

It is straightforward to determine the stabilizer of Y2 in L(M) coincides

with
〈

ωI6, t̃2, σ
〉

(∼= E9 × 2), working inside this small group. �

Finally the following lemma establishes Proposition 3.5, because the set of

complements coincides with S(0) by Lemma 3.8.

Lemma 3.11. We have S = S(0) ∪ S(2) ∪ S(4), where S(i) coincides with the

orbit under L(M) containing Yi for every i ∈ {0, 2}.
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Proof. By Lemma 3.10, we have |S(0)| ≥ |L(M)|/22.33 = 25.5.7.11 and |S(2)| ≥

|L(M)|/2.32 = 26.3.5.7.11. From Lemma 3.9(ii), |S(4)| = |S(2)| + 2|S(1)| +

3|S(0)| ≥ (26.3 + 25.3) · t, where t := 5.7.11. Then we have |S| ≥ |S(0)| +

|S(2)|+ |S(4)| ≥ 25(1+6+9)t = 29t. As we obtained |S| = 29t in the paragraph

previous to Lemma 3.9, this implies that S = S(0) ∪ S(2) ∪ S(4) and each S(i)

(i = 0, 2) is a single orbit under L(M). �

3.5. Comments about complements

In Section 3.4, we establish the transitivity of L(M) on the set of complements

by examining the action of L(M) on various subspaces. As we saw above, this

requires somewhat lengthy arguments. Other possible approaches to establish

the transitivity will be discussed below.

First, the transitivity would be established in a much shorter and direct way

(just by quoting the Sylow theorem), if we can associate a Sylow 3-subgroup

of L(M) with each complement Y (g) (see Lemma 3.1). Notice that Proposi-

tion 3.5 implies that there are exactly 25.5.7.11 maps g from V × V to V satis-

fying conditions (i) and (ii) in Lemma 3.1, because for such maps g and h we

have Y (g) = Y (h) if and only if g = h.

Next, the transitivity would be established by directly observing the action of

L(M) on the set of maps h satisfying conditions (i) and (ii) in Lemma 3.1. First,

notice that the alternating bilinear map h is uniquely determined by the matrix

H = (hai) of degree 3 with
∑2

i=0 haiei = h(ej , ek) for each a ∈ {0, 1, 2} =

{i, j, k}. Take an automorphism g̃ for g ∈ SL(V ) (see Proposition 2.5). It is

not difficult to see that the subspace Y (h)h̃ = Y (h′) corresponds to the matrix

H ′ := tGHG+ L(G)G, where L(G) is defined at Section 2.3.2.

4. SubDHOs, covers and quotients

In this section, we collect informations of the substructures, covering and quo-

tients of a DHO M constructed in Section 2.2. Recall that a DHO S of rank l

(l ≥ 2) over F4 is called a subDHO of M, if any member of S is a subspace of a

member of M. As M is of rank 3, any proper subDHO has rank 2. Recall also

that a DHO S of rank 3 over F4 is called a cover (resp. quotient) of M if there

is a surjective semilinear map ρ from the ambient space of S to U , the ambient

space of M, which sends each member of S to a member of M (resp. if there

is a surjective semilinear map ρ′ from U to the ambient space of S which sends

each member of M to a member of S).
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Let S be a proper subDHO of M. Since L(M) is transitive on the members of

M and the stabilizer of A in L(M) is transitive on the hyperplanes of A, there

is an automorphism α of M such that Sα contains ∆(W ) := {∆(x) | x ∈ W}

as a member, where W is a hyperplane of V spanned by e0 and e1. For each

projective point [v] in PG(W ), we denote by S[v] the unique member of S

distinct from ∆(W ) containing [v]. Then S[v] is a hyperplane of A[v]. As S is

a DHO, S[v] ∩ S[w] is a 1-dimensional subspace for distinct projective points [v]

and [w] in PG(B). On the other hand, A[v] ∩ A[w] is a 1-dimensional subspace

of U spanned by m(v, w). Thus we have S[v] ∩ S[w] = A[v] ∩ A[w]. Notice that

v×w = (v0w1+w0v1)e2 for v, w ∈ W , so that m(v, w) = v⊗w+∆(ι(v×w)) =

v ⊗ w. As a 2-dimensional subspace S[v] is spanned by ∆(v) and m(v, w) =

v ⊗ w, we conclude that S[v] = {v ⊗ x | x ∈ W} for each 0 6= v ∈ W . Thus

Sα = {∆(W )} ∪ {S[v] | [v] ∈ PG(W )} coincides with the Veronesean DHO

V2(F4) with ambient space S2(W ).

As the ambient space of any DHO of rank 3 over F4 has dimension at most 6

by, e.g., [8, Theorem 1(i)], any cover of M is isomorphic to M. Finally, there

is no proper quotient of M, by the following observation to any DHO of polar

type, applied to the unitary DHO M.

Lemma 4.1. Let S be a DHO of rank n over Fq with ambient space A of di-

mension 2n equipped with a non-degenerate alternating, quadratic or hermitian

form f , in which any member of S is totally isotropic with respect to f . Then there

is no proper quotient of S.

Proof. Suppose there is a proper quotient S of S. Let π be a covering map from

S to S. As the ambient space of a DHO of rank n is at least 2n − 1, the kernel

K of a semilinear map π is of dimension 1. Let k be a nonzero vector of K.

Recall that K ∩ (X + Y ) = {0} for any distinct member X and Y of S by [8,

Proposition 13].

On the other hand, as f is non-degenerate, k⊥ := {v ∈ A | f(v, k) = 0}

is a hyperplane of A. As n > 1, the intersection k⊥ ∩ X for any member X

of S is of dimension at least 1. Thus there is a nonzero vector x of X such

that f(x, k) = 0. Let Y be the unique member of S \ {X} containing x. Then

X + Y = x⊥, as X + Y is a hyperplane of A containing isotropic subspaces X

and Y . As k ∈ x⊥, this contradicts the fact that K ∩ (X + Y ) = {0}. �

Summarizing, we have

Proposition 4.2. Any proper subDHO of M is conjugate under the action of

Aut(M) to the Veronesean DHO V2(F4) with ambient space S2(W ) of dimen-

sion 3, where W is a hyperplane of V spanned by e0 and e1. There is no proper

cover nor proper quotient of M.
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