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We show that the statement that the surface area is the derivative of the volume, which is well known for a ball, can be generalized and stated in a proper way for any set with finite volume and surface area. We also provide a specific statement for star-shaped sets.

1. Introduction

The well known connection between the area of a disk $A = \pi r^2$ and its circumference $C = 2\pi r$ is

$$\frac{dA}{dr} = C.$$ 

The same type of formula,

$$\frac{dV}{dr} = S,$$  

holds for a volume $V$ of a ball and its surface area $S$. In fact, it holds for Euclidean balls in any dimension. Indeed, as derived in [Kendall 1961], the $n$-dimensional volume of an $n$-dimensional ball of radius $r$ is

$$V_n(r) = \frac{r^n \pi^{n/2}}{\Gamma \left( \frac{n}{2} + 1 \right)},$$

where $\Gamma(z) = \int_0^\infty t^{z-1} e^{-t} \, dt$ is the gamma function [Abramowitz and Stegun 1972, Chapter 6], while the $(n-1)$-dimensional volume of a surface of the ball is [Coxeter 1963, p. 125]

$$S = \frac{2r^{n-1} \pi^{n/2}}{\Gamma \left( \frac{n}{2} \right)} = \frac{nr^{n-1} \pi^{n/2}}{\Gamma \left( \frac{n}{2} + 1 \right)} = \frac{dV_n(r)}{dr}.$$
Emert and Nelson [1997] generalized Equation (1) for regular \( n \)-dimensional polytopes. First they showed that

\[
\frac{d}{dr} \lambda_n(P_r) = \lambda_{n-1}(\partial P_r),
\]

(3)

where \( r \) is the inner radius of the polytope, that is, the minimal distance from a center to the boundary \( \partial P_r \). Theorem 2 of their paper is a generalization of the formula in (3) to any polytope \( P_r \) that circumscribes a ball of radius \( r \).

The main aim of this paper is to generalize (3) to a larger family of sets. We show that when formulated properly, (3) holds for any set with finite volume and surface area.

2. Definitions and preliminaries

Let \( n \geq 2 \) be a fixed natural number. All sets considered will be subsets of \( \mathbb{R}^n \). The \( n \)-dimensional Lebesgue measure on \( \mathbb{R}^n \) will be denoted by \( \lambda_n \).

We recall the notion of similarity between sets in \( \mathbb{R}^n \), which is an equivalence relation. Two subsets \( S_1 \) and \( S_2 \) of \( \mathbb{R}^n \) are similar, and we write \( S_1 \sim S_2 \), if there exist \( c \in \mathbb{R}^n \) and \( \alpha > 0 \) such that the image of \( S_1 \) under the map defined by

\[
f_{c,\alpha}(x) = c + \alpha(x - c), \quad x \in \mathbb{R}^n,
\]

(4)

is congruent to \( S_2 \) — that is, there is an isometry of \( \mathbb{R}^n \) taking \( f_{c,\alpha}(S_1) \) to \( S_2 \). The map \( f_{c,\alpha} \) is the homothety or scaling of center \( c \) and ratio \( \alpha \). It preserves the point \( c \) and dilates or contracts distances between any two points by a factor of \( \alpha \).

An equivalence class of \( \sim \) will be called a shape. A ball is an example of a shape. One can shift, rotate, or resize it, and always get a ball.

Let \( d > 0 \) be any positive real number. The \( d \)-dimensional Hausdorff measure [Federer 1969; Morgan 2000] of a set \( E \) is defined by

\[
H^d(E) = \limsup_{\delta \to 0^+} H^d_\delta(E),
\]

where \( H^d_\delta(E) \) is the infimum, over all countable covers of \( E \) by sets \( A_i \) of diameter at most \( \delta \), of a measure of volume associated with the cover:

\[
H^d_\delta(E) = \inf \left\{ \sum_{i=1}^{\infty} V_d \left( \frac{\text{diam} \ A_i}{2} \right) : E \subset \bigcup_{i=1}^{\infty} A_i, \text{diam} \ A_i < \delta \right\}.
\]

Here the summand is the Lebesgue measure of a ball of radius \( \frac{1}{2} \text{diam} \ A_i \); see (2). On Borel sets of \( \mathbb{R}^n \), \( H^n = \lambda_n \) [Morgan 2000, Corollary 2.8]. For any set \( S \) and any point \( c \),

\[
H^d(f_{c,\alpha}(S)) = \alpha^d H^d(S).
\]

(5)
The Hausdorff dimension [Morgan 2000] of a nonempty set $E$ is defined by
\[
\dim_H E = \inf \{ d \geq 0 : H^d(E) < \infty \}.
\]
For $c \in \mathbb{R}^n$ we will call a map $\partial_c$ the generalized boundary if it maps subsets of $\mathbb{R}^n$ to subsets of $\mathbb{R}^n$, assigns measurable sets to measurable sets, and satisfies
\[
\partial_c (f_{c,\alpha}(S)) = f_{c,\alpha}(\partial_c(S)),
\]
for all $\alpha > 0$ and all $S \subset \mathbb{R}^n$. It means that the boundary grows and shrinks together with the set $S$, but it is not necessarily invariant under translations or other isometries, nor connected to $S$ in any sense. For example, the topological boundary is a generalized boundary.

If $S$ is a set and $c \in \mathbb{R}^n$ any point, we define the horizon of $c$-visibility $\partial_c^* S$ by
\[
\partial_c^* S = (\mu_{S,c})^{-1}(1),
\]
where $\mu_{S,c} : \mathbb{R}^n \mapsto [0, \infty]$ is the Minkowski functional [Fabian et al. 2001, p. 42] given by
\[
\mu_{S,c}(x) = \begin{cases}
\inf \{ r > 0, x \in f_{c,r}(S) \}, & \text{if } x \in f_{c,r}(S) \text{ for some } r < \infty, \\
\infty, & \text{otherwise}.
\end{cases}
\]
It follows directly from the definition that $\partial_c^* S$ is measurable when $S$ is. Yet $\partial_c^* S$ does not have to be closed (Figure 1a); it does not coincide with the topological boundary $\partial$ even if it is closed (Figure 1a–c), and $\partial_c^* S$ is not preserved by shifts (Figure 1b–d). On the other hand, it satisfies (6). Thus $\partial_c^* S$ is a generalized boundary.

A set $S$ is called star-shaped if there is a point $c \in S$ such that for every point $p \in S$ the line segment $\overline{cp}$ is contained in $S$. Such a point $c$ is called a center of $S$. A star-shaped set can have many centers; for example, every convex set $C$ is star-shaped and every point $c \in C$ is its center. However, not all star-shaped sets are convex; see, for instance, the drawing at the end of this section.

A set $S$ is called flat if $S$ is contained in an affine subspace $p + \mathbb{R}^{\lceil \dim_H S \rceil}$ for some point $p \in \mathbb{R}^n$, where $\lceil \rceil$ denotes the ceiling function (least integer not less than). If $c$ is a point and $S$ a flat set, we define $d_f(c, S)$ to be the distance from $c$...
to the affine space $p + \mathbb{R}^{\dim H S}$ that witnesses the flatness of $S$. Here we see a flat and a nonflat subset of $\mathbb{R}^2$ of dimension 1:

We say that a star-shaped set $S$ circumscribes a ball of radius $r$ in a generalized sense if there is a center $c$ of $S$ and the decomposition of $\partial_{c^*}^* S$ into countably many pairwise disjoint measurable sets $F_i$, $i \geq 0$, such that

(a) $\text{dist}(f, c) = r$, for any $f \in F_0$,
(b) the sets $F_i$, $i \geq 1$, are flat, and
(c) $d_f(c, F_i) = r$, for all $i \geq 1$.

By the definition, the center of the circumscribed ball is a center of the set $S$. Here is a nontrivial set $S$ circumscribing a ball in a generalized sense:

3. Generalization of the volume-area relationship

We now state the key lemma that is in fact a direct consequence of (5).

**Lemma 1.** Let $S$ and $B$ be any measurable sets, fix $c \in \mathbb{R}^n$ and let $d \geq 1$ be such that $H^d(B) \in (0, \infty)$ and $H^{d-1}(S) \in (0, \infty)$. Set $S_r = f_{c,r}(S)$ and $B_r = f_{c,r}(B)$. Then

$$\frac{d}{dh} H^d(B_r) = H^{d-1}(S_r),$$

where

$$h = d \frac{H^d(B)}{H^{d-1}(S)} r.$$

Also

$$H^d(B_r) = \frac{H^d(B)}{H^{d-1}(S)} H^{d-1}(S_r) r.$$  \hfill (7)

**Proof.**

$$\frac{d}{dh} H^d(B_r) = \frac{d}{dr} H^d(B_r) \cdot \frac{dr}{dh} = \frac{d}{dr} \left( r H^d(B) \right) \cdot \left( \frac{d}{dh} \frac{H^d(B)}{H^{d-1}(S)} \right)^{-1} = r^{d-1} H^{d-1}(S) = H^{d-1}(S_r).$$

Equation (7) follows directly from (5). \qed
It follows from Lemma 1 that there is always a relationship in the spirit of (3) between any pairs of families \( \{S_r\}, \{B_r\} \) that are being “inflated” together (but otherwise may have nothing in common). In particular, \( S \) does not have to be a boundary of \( B \) in any sense, \( B \) does not have to be convex or of any particular shape, and the center of inflation \( c \) can be anywhere. However, the price for such general assumptions is the need to differentiate with respect to \( h \), the multiple of the inflation factor \( r \), not with respect to \( r \) itself.

The parameter \( n(\lambda_n(C)/(\lambda_n-1)(\partial C)) \) for convex polytopes in \( \mathbb{R}^n \) was studied by Fjelstad and Ginchev [2003]. They called \( h \) the harmonic parameter of \( C \) and showed that it is a weighted average of distances from a central point to the faces (the weight being proportional to the size of the face), and for some objects like boxes, it is the harmonic mean of distances from a central point to the faces of the object, thus providing certain geometrical intuition when Lemma 1 is applied to \( B \) and \( S = \partial B \).

The next theorem shows that, for reasonable shapes, there is always an appropriate representative of the shape that makes the parameter \( h \) to be exactly \( r \), that is, (3) holds for that shape.

**Theorem 2.** Let \( \mathcal{S} \) be a shape, fix \( d \geq 1, c \in \mathbb{R}^n \), and let \( \partial_c \) be a generalized boundary such that, for some \( B \in \mathcal{S} \),

(i) \( H^d(B) \in (0, \infty) \), and

(ii) \( H^{d-1}(\partial_c B) \in (0, \infty) \).

Then there is a \( B_1 \in \mathcal{S} \) such that

\[
\frac{d}{dr} H^d(f_{c, r}(B)) = H^{d-1}(f_{c, r}(\partial_c B)).
\]

**Proof.** By Lemma 1 we need to find \( B_1 \in \mathcal{S} \) such that \( h = r \), that is,

\[
\frac{H^{d-1}(\partial_c B_1)}{H^d(B_1)} = d.
\]

For that, by (7), it is enough to take

\[
B_1 = f_{c, \alpha}(B), \quad \text{where} \quad \alpha = \frac{H^{d-1}(\partial_c B)}{dH^d(B)}.
\]

The statements of Theorem 2 may seem too abstract. However, in general, we cannot do any better, since a shape is a purely geometrical object. For example, without our measuring the distance, all balls in \( \mathbb{R}^3 \) are alike. If we can measure a distance, we can pick a ball and say this is the ball with radius 1. If we pick the wrong ball, say with radius \( \varrho \neq 1 \), its \( r \)-inflation would have volume \( \frac{4}{3} \pi (\varrho r)^3 \) and surface area \( 4\pi (\varrho r)^2 \) — losing the relationship (3). Hence choosing the right representative for balls is equivalent to choosing the length unit.
We can pick the proper representative for cubes as well. Picking the cube with side length 1 is not good, since its $r$-inflation has volume $V = r^3$ and surface area $S = 6r^2$, that is, $dV/dr \neq S$. For cubes the right representative is a cube with side length 2, because then its $r$ inflation has volume $V = 8r^3$ and surface area $S = 24r^2$, thus recovering (3). It was observed by Emert and Nelson [1997] that this right cube circumscribes the ball of radius 1 (which we already know is a special ball).

As another example, consider a torus — which is not a star-shaped set — with radii $R$ and $r$ (where $r$ is a radius of the tube and $R$ is a distance from a center of the tube to the center of the torus). Note that the shape is determined by the fraction $R/r$. The volume of such a torus is $V = 2\pi^2 Rr^2$ and the surface area is $A = 4\pi^2 Rr$. The right representative for a torus shape is a torus $T_1$ that satisfies $A/V = 3$, that is, the one that is inflated to have $r = 2/3$. Observe that there is apparently nothing significant about that particular torus. However, in order to know which representative to pick, we had to know how to calculate the volume and surface area of a torus in general. In the next section, we will show how to avoid this problem for certain star-shaped sets.

4. Star-shaped sets

The following lemma is an easy consequence of the definition of a star-shaped set.

**Lemma 3.** A closed set $S$ is star-shaped if and only if there is a point $c \in S$ such that

\[ S = \bigcup_{a \in [0,1]} f_{c,a}(\partial_c^* S). \]  

(9)

The next theorem shows how to pick a representative $S_1$, whose existence is guaranteed by Theorem 2, from among certain star-shaped sets.

**Theorem 4.** Let $d \geq 1$ and $S_1$ be a closed star-shaped set that circumscribes a ball of radius 1 centered at $c$ in a generalized sense. Then

\[ H^d(S_1) = \frac{1}{d} H^{d-1}(\partial_c^* S_1). \]

In particular, if $H^d(S_1) \in (0, \infty)$, then

\[ \frac{d}{dr} H^d(f_{c,r}(S_1)) = H^{d-1}(f_{c,r}(\partial_c^* S_1)). \]

**Proof.** Let $F_i$, $i \geq 0$, be the decomposition of $\partial_c^* S$ that witnesses that $S$ circumscribes a ball of radius 1 centered at $c$ in a generalized sense. Set

\[ C_i = \bigcup_{a \in [0,1]} f_{c,a}(F_i), \quad i \geq 0. \]
Namely, $C_i$ is the cone corresponding to the face $F_i$. By definition of $F_i$ and $\partial^* c$, $C_i \cap C_j = \emptyset$ for all $i \neq j$, and by (9),

$$ S_1 = \bigcup_{i=0}^{\infty} C_i. \quad (10) $$

Note that $C_i$ for $i \geq 0$ is a star-shaped set and $c$ is its center. Moreover, $\partial^* C_i = F_i$.

Thus

$$ H^d(C_i) = (\lambda_1 \times H^{d-1})(C_i) = \int_0^1 H^{d-1}(f_{c,\varrho}(\partial^* c C_i)) \, d\varrho $$

$$ = H^{d-1}(\partial^* C_i) \int_0^1 \varrho^{d-1} \, d\varrho = \frac{1}{d} H^{d-1}(\partial^* C_i). $$

The first part of the theorem then follows from (10). The second part is a consequence of Lemma 1.

**Corollary 5** [Emert and Nelson 1997, Theorem 1 and 2]. If $P_r$ is any regular $n$-dimensional polytope with the inner radius $r$ or more generally a polytope that circumscribes a ball of radius $r$, then

$$ \frac{d}{dr} \lambda_n(P_r) = \lambda_{n-1}(\partial P_r). $$

**Corollary 6.** If $S_r$ is any closed star-shaped $n$-dimensional polytope that circumscribes a ball of radius $r$ in a generalized sense, then

$$ \frac{d}{dr} \lambda_n(S_r) = \lambda_{n-1}(\partial S_r). $$

5. Discussion

Equation (3) is in principle an integral relationship

$$ \lambda_n(P_r) = \int_0^r \lambda_{n-1}(\partial P_\varrho) \, d\varrho, $$

which implicitly assumes

$$ P_r = \bigcup_{\varrho=0}^{r} \partial P_\varrho. \quad (11) $$

By Lemma 3, this implies that $P_r$ is star-shaped.

Moreover, if a star-shaped set $P$ does not circumscribe any ball in the generalized sense, then for any center $c$ of $P$, the faces of $\partial^* P$ have different distances from $c$. In other words, as the set $P$ is inflated from a center $c$, the volume of corresponding cones grows by a different rate (this was observed in [Emert and
Nelson 1997, p. 368] and also in [Fjelstad and Ginchev 2003]). Consequently, one needs the faces to be equidistant to the center.

Therefore, we argue that Theorem 4 generalizes Equation (3) as much as possible while still keeping the geometrical intuition that provides a natural interpretation of the parameter $r$. Theorem 2 is much more general, but without any specific intuition behind it.
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Weakly viewing lattice points

Neil R. Nicholson and R. Christopher Sharp

(Communicated by Gaven J. Martin)

A specific rectangular array of lattice points is investigated. We say that the array is weakly visible from a lattice point not in the array if no point in the array lies on the line connecting the external point to any other point in the array. A lower bound is found for the distance from a weakly viewing point to the array, and a point of minimal distance is determined for arrays of a specific size. A secondary type of visibility is also discussed, and a closest point viewing the array in this style is completely determined.

1. Introduction

Laison and Schick [2007] describe the situation of a photographer attempting to photograph every person in a rectangular formation, with all persons, including the photographer, standing on lattice points. The photos must be taken from a fixed position and each member of the formation must have a straight-line view of the photographer, unobstructed by all other persons in the rectangle. They prove that there are positions for the photographer to stand, but these may be quite a long way from the formation. How can we minimize this distance?

The problem is turned into one involving lattice points in the plane (the persons to be photographed forming the rectangle), and such an unobstructed view between two points is termed weak visibility. Utilizing a result from [Herzog and Stewart 1971], Laison and Schick proceed to investigate a more complicated question: assume the lattice points outside the formation also form obstructions. They term this situation being externally visible. In this paper we only consider the simpler question of weak visibility. We begin in Section 2 with the necessary terminology and preliminary results. In Section 3 we prove our main results. Section 4 considers a more specific type of visibility which we call weak integer visibility. Lastly, natural questions for future research are provided in Section 5.

MSC2000: 11H06.

Keywords: weak visibility, lattice point.
2. Definitions and basics

All points are assumed to be lattice points in the first quadrant. Let $\Delta_{r,s}$ be the $r \times s$ rectangle of points with its lower left corner placed at $(1, 1)$. Say $\Delta_{r,s}$ is weakly visible from a point $P$ if no point in $\Delta_{r,s}$ lies on any line segment connecting $P$ and any other point in $\Delta_{r,s}$. Laison and Schick immediately prove the following result.

**Theorem 2.1** [Laison and Schick 2007]. The points $P_1 = (rs - s + r, s + 1)$ and $P_2 = (r + 1, rs - r + s)$ weakly view $\Delta_{r,s}$ ($r, s \in \mathbb{Z}^+$).

It turns out that this point may be quite far from $\Delta_{r,s}$, with distance being measured to the point $(r, s)$. In the next section, we will place a lower bound on this distance dependent upon only the greater dimension of $\Delta_{r,s}$.

Notice that if $s < r$, then the point $P_1$ (of Theorem 2.1) is of closer distance to $\Delta_{r,s}$ than $P_2$. If $r < s$, then $P_2$ is closer to $\Delta_{r,s}$. If $r = s$, then the points are equidistant from $\Delta_{r,s}$. Because of this we will assume $s \leq r$ for the remainder of the paper. The following lemma provides maximal and minimal values for certain calculations.

**Lemma 2.2.** The lines of maximal (resp. minimal) positive slope passing through at least two points of $\Delta_{r,s}$ have slope $s - 1$ (resp. $1/(r - 1)$).

Our last two definitions are the main reference tools for placing bounds on the visibility distance. Let $\text{Adj}_{r,s}^F$, the adjacency square to $\Delta_{r,s}$, be the square of points whose corners are the points $(r, s), (r, r + s - 1), (2r - 1, r + s - 1)$, and $(2r - 1, s)$. Define the adjacency flag of slope $m$, where $m = m_y/m_x$, by

$$\text{Adj}_{r,s}^{F(m)} = \{(x, y) \mid mx - (m(r - m_x) - 1) \leq y \leq mx - (m(1 + m_x) - s)\}.$$ 

Intuitively, this is the union of all points between the extremal lines of slope $m$ passing through at least two points of $\Delta_{r,s}$. See Figures 1 and 2.

3. Bounding visibility distance

To begin the search for a point of minimal distance weakly viewing $\Delta_{r,s}$, we look to adjacency flags. For certain values of $m$, every point in the adjacency flag can be disregarded.

**Lemma 3.1.** Suppose that

(1) $m \leq s/2, m \in \mathbb{Z}^+$ or (2) $2/r \leq m, 1/m \in \mathbb{Z}$.

Then every point in $\text{Adj}_{r,s}^{F(m)}$ does not weakly view $\Delta_{r,s}$.
Proof. We will prove the first case; the second is proven similarly. Suppose \( m \in \mathbb{Z}^+ \) and \( m \leq s/2 \). Take \((x_0, y_0) \in \text{Adj}_{r,s}^{F(m)}\). Let \( L \) be the line
\[
y - y_0 = m(x - x_0). \tag{1}
\]

Let \((a_0, b_0)\) be the point no in \( \Delta_{r,s} \) on \( L \) closest to \( L \). First, we claim that there is a point on \( L \) in \( \Delta_{r,s} \). To prove this, we consider two possibilities:

Case 1: \( s < b_0 \). Since \((a_0, b_0) \notin \Delta_{r,s} \), then \( 2 \leq a_0 \) and \( b_0 \leq s + m \) by the choice of \((a_0, b_0)\). Thus, since \( m \in \mathbb{Z}^+ \), \((a_0 - 1, b_0 - m) \in \Delta_{r,s} \).
Case 2: \( b_0 \leq s \). Since \( m \in \mathbb{Z}^+ \), we must have \( a_0 = r + 1 \). We need only show \( 1 \leq b_0 - m \leq s \). We know \( b_0 - m \leq s \) and since \((a_0, b_0) \in \text{Adj}_{r,s}^{F(m)}\), we have:

\[
ma_0 - mr + m + 1 \leq b_0,
\]

(2)

\[
ma_0 - mr + 1 \leq b_0 - m,
\]

(3)

\[
m(a_0 - r) + 1 \leq b_0 - m,
\]

(4)

\[1 \leq b_0 - m.
\]

(5)

Line (5) of the derivation follows from \( r < a_0 \). Both cases are proven, showing that there is indeed a point on \( L \) in \( \Delta_{r,s} \). To finish the proof, we show that if \((a, b) \in \Delta_{r,s} \cap \text{Adj}_{r,s}^{F(m)}\), then either \((a + 1, b + m)\) or \((a - 1, b - m) \in \Delta_{r,s} \). There are three cases to consider: \( a = 1 \), \( a = r \), and \( 1 < a < r \).

If \( a = 1 \), then \( b \leq s - m \), giving \((a + 1, b + m) \in \Delta_{r,s} \). If \( a = r \), then \( m \leq b \), yielding \((a - 1, b - m) \in \Delta_{r,s} \). If \( 1 < a < r \) but \((a - 1, b - m) \notin \Delta_{r,s} \), then

\[b - m \leq 0, \quad b \leq m, \quad b + m \leq s.
\]

Thus, \((a + 1, b + m) \in \Delta_{r,s} \). Together with the first claim this shows that there are two points in \( \Delta_{r,s} \) on \( L \). Hence, \((x_0, y_0) \) does not weakly view \( \Delta_{r,s} \).

Though it may seem restricted in its usefulness, this lemma is the main tool in proving our main result, Theorem 3.2. To prove it, we need one additional definition. Notice that the flag \( \text{Adj}_{r,s}^{F(1)} \) partitions \( \text{Adj}_{r,s} \) into two regions: those points that lie in \( \text{Adj}_{r,s}^{F(1)} \) and those that do not. We will refer to those points of \( \text{Adj}_{r,s} \) not in \( \text{Adj}_{r,s}^{F(1)} \) as the lower triangle of \( \text{Adj}_{r,s} \), denoted \( \text{Adj}_{r,s}^{LT} \). In particular, it is the triangle of points whose vertices are \((s + r, s), (2r - 1, s), \) and \((2r - 1, r)\).

**Theorem 3.2.** For \( r, s > 1 \), no point in \( \text{Adj}_{r,s} \) weakly views \( \Delta_{r,s} \).

**Proof.** First note that no point on \( y = s \) weakly views \( \Delta_{r,s} \). Via the following claims we will show the remainder of \( \text{Adj}_{r,s}^{LT} \) is contained in the union of adjacency flags satisfying the hypotheses of Lemma 3.1 (in the case of \( s = 2 \) we will need one additional observation).

**Claim 1.** The upper edge of \( \text{Adj}_{r,s}^{LT} \) is fully contained in \( \text{Adj}_{r,s}^{1/2} \).

The upper and lower boundaries of \( \text{Adj}_{r,s}^{1/2} \) are, respectively,

\[
y = \frac{1}{2}x - \frac{3}{2} + s
\]

(6)

and

\[
y = \frac{1}{2}x - \frac{1}{2}r.
\]

(7)

Line (6) intersects \( x = 2r - 1 \) at \((2r - 1, r + s - 2)\). Thus, the upper corner of \( \text{Adj}_{r,s}^{LT} \) (the point \((2r - 1, r)\)) lies within \( \text{Adj}_{r,s}^{F(1/2)} \). The line

\[
y = x - r + 1
\]

(8)
forms the upper boundary of $\text{Adj}_{r,s}^{LT}$ and it intersects (7) at $x = r - 2$, which is to the left of $(r + s, s + 1)$. Therefore Claim 1 holds.

**Claim 2.** The lower edge of $\text{Adj}_{r,s}^{LT}$ is fully contained in $\text{Adj}_{r,s}^{F(2/r)}$ ($s \geq 3$).

As in Claim 1, the segment connecting

$$(s + r, s + 1) \quad \text{and} \quad (2r - 1, s + 1)$$

(the lower edge of $\text{Adj}_{r,s}^{LT}$ satisfying $y > s$) lies on or between the lines forming the boundary of $\text{Adj}_{r,s}^{F(2/r)}$. The details are left to the reader.

**Claim 3.** $\text{Adj}_{r,s}^{LT} \subseteq \bigcup_m \text{Adj}_{r,s}^{F(1/m)} (2 \leq m \leq r/2)$.

Due to the previous two claims, it is necessary only to consider

$$\text{Adj}_{r,s}^{F(1/n)} \cap \text{Adj}_{r,s}^{F(1/(n+1))}.$$  

The upper boundaries of these flags intersect at $(1, s - 1)$ while the lower boundaries intersect at $(r, 2)$. We need only show the intersection of the lower boundary of $\text{Adj}_{r,s}^{F(1/n)}$ and the upper boundary of $\text{Adj}_{r,s}^{F(1/(n+1))}$ occurs at or to the right of $x = 2r - 1$, the right edge of $\text{Adj}_{r,s}^{LT}$. This intersection occurs at

$$x = (n + 1)r - 3n(n + 1) - n + sn(n + 1). \quad (9)$$

For $s = 3$,

$$2r - 1 < \frac{5}{2}r + 1 \leq 3r - n \leq (n + 1)r - n = (s - 3)n(n + 1) - n + r(n + 1),$$

while for $s \geq 4$, both

$$-1 < (s - 3)n(n + 1 - n) \quad \text{and} \quad 2r < (n + 1)r. \quad (10)$$

For $s = 2$, the lower edge of $\text{Adj}_{r,s}^{F(2/r)}$ intersects $x = 2r - 1$ at $y = 4$, leaving numerous points of $\text{Adj}_{r,s}^{LT}$ (those with $y = 3$) unaccounted for in the above claims. However, consider the points $(x, 3)$ ($r \leq x \leq 2r - 1$). Take the line through $(x, 3)$ and $(r, 2)$. This line also passes through $(2r - x, 1)$, which lies in $\Delta_{r,s}$. Moreover, the overlapping flags of Claim 3 contain all $(x, y)$ of $\text{Adj}_{r,s}^{LT}$ when $y \geq 4$.

In all cases, we have shown that Claim 3 holds; that is,

$$\text{Adj}_{r,s}^{LT} \subseteq \bigcup_m \text{Adj}_{r,s}^{F(1/m)} (2 \leq m \leq r/2).$$

Since $r \geq s$, we know

$$\text{Adj}_{r,s} - (\text{Adj}_{r,s}^{LT} \cup (2r - 1, s)) \subseteq \text{Adj}_{r,s}^{F(1)}.$$  

Because $(2r - 1, s)$ lies on $x = 2r - 1$ and $s \geq 2$, the result holds. □
Considering that every point in the adjacency square does not weakly view \( \Delta_{r,s} \), we place a lower bound on the distance any point weakly viewing \( \Delta_{r,s} \) must be from our \( \Delta_{r,s} \):

**Corollary 3.3.** If a point \( P \) weakly views \( \Delta_{r,s} \), then \( P \) is at least \( \sqrt{r^2+1} \) units away from \( \Delta_{r,s} \).

*Proof.* The closest possible \( P \) would be \((2r, s + 1)\), which is of distance \( \sqrt{r^2+1} \) from \( \Delta_{r,s} \). □

We conclude our discussion on weak visibility with a complete determination of the specific case \( s = 2 \). This result is an improvement upon the initial point \( P_1 \) of in Theorem 2.1.

**Corollary 3.4.** A point of minimal distance from \( \Delta_{r,2} \) weakly viewing \( \Delta_{r,2} \) is \((2r,3)\), for \( r \geq 2 \).

*Proof.* The point \( P = (2r, 3) \) lies below the line of minimal slope (from Lemma 2.2) passing through at least two points of \( \Delta_{r,s} \) and \( P \) realizes the lower bound of Corollary 3.3. □

### 4. Weak integer visibility

Lemma 3.1 induces a different though significantly weaker version of viewing \( \Delta_{r,s} \). Let \( m \in \mathbb{Z} \). Say a point \( P \) weakly integer views \( \Delta_{r,s} \) if no line of slope \( m \) or \( 1/m \) passes through \( P \) and two or more points of \( \Delta_{r,s} \). The original question of weak visibility can now be posed in terms of weak integer visibility and its solution is completely determined. We begin by considering adjacency flags of integral (resp. integer reciprocal) slopes. Lemma 4.1 is a generalization of Claim 3 in the proof of Theorem 2.1. Its computational proof is left to the reader.

**Lemma 4.1.** Let \( n \in \mathbb{Z}^+ \).

1. The upper boundary of \( \text{Adj}_{r,s}^{F(n)} \) and the lower boundary of \( \text{Adj}_{r,s}^{F(n+1)} \) intersect at \(( (r - 3)n + r + s - 2, (r - 3)n^2 + (r + s - 4)n + s )\).
2. The lower boundary of \( \text{Adj}_{r,s}^{F(1/n)} \) and the upper boundary of \( \text{Adj}_{r,s}^{F(1/(n+1))} \) intersect at \(( (s - 3)n^2 + (s + r - 4)n + r, (s - 3)n + s + r - 2 )\).

Each pair of adjacency flags creates a region of lattice points that weakly integer views \( \Delta_{r,s} \): all points that are both below the higher sloped flag and above the lower sloped flag. Within each region there is a point closest to \( \Delta_{r,s} \) weakly integer viewing \( \Delta_{r,s} \), as described below. By comparing these points, we can find the point of minimal distance weakly integer viewing \( \Delta_{r,s} \).

Notice where Lemma 4.1 places the intersection of flags of slopes \( n \) and \( n + 1 \), and of those of slopes \( 1/n \) and \( 1/(n+1) \). For fixed values of \( r \) and \( s \), the coordinate
functions of the intersection point are strictly increasing with respect to \( n \). Within these regions of points weakly integer viewing \( \Delta_{r,s} \) there is a point closest to \( \Delta_{r,s} \).

**Lemma 4.2.** Let \( n \in \mathbb{Z} \).

(1) The point of minimal distance to \( \Delta_{r,s} \) between the upper boundary of \( \text{Adj}_{r,s}^{F(n)} \) and the lower boundary of \( \text{Adj}_{r,s}^{F(n+1)} \) is

\[
((r - 3)n + r + s, (r - 3)n^2 + (r + s - 2)n + s + 1).
\]

(12)

(2) The point of minimal distance to \( \Delta_{r,s} \) between the lower boundary of \( \text{Adj}_{r,s}^{F(1/n)} \) and the upper boundary of \( \text{Adj}_{r,s}^{F(1/(n+1))} \) is

\[
((s - 3)n^2 + (s + r - 2)n + r, (s - 3)n + s + r).
\]

(13)

**Proof.** Suppose two lines \( L_1 \) and \( L_2 \) of positive integral slopes \( n \) and \( n + 1 \), respectively, intersect at \( (a, b) \). In the positive direction, the next lattice points to lie on \( L_1 \) and \( L_2 \) are \( (a + 1, b + n) \) and \( (a + 1, b + n + 1) \). The triangle created by these two points and \( (a, b) \) contains no lattice points on its interior or its boundary (other than its vertices). Similarly, the quadrilateral whose vertices are \( (a + 1, b + n) \), \( (a + 1, b + n + 1) \), \( (a + 2, b + 2n) \), and \( (a + 2, b + 2n + 2) \) contains no lattice points on its interior. However, there is a single nonvertex lattice point on its exterior: \( (a + 2, b + 2n + 1) \).

The second case follows mutatis mutandis. \( \square \)

With regards to the comments preceding Lemma 4.2, to prove the following theorem we need only consider the two pairs of flags of slopes 1 and 2 and slopes 1 and 1/2.

**Theorem 4.3.** The point of minimal distance weakly integer viewing \( \Delta_{r,s} \) is

\[
(2(r + s) - 4, r + 2s - 3).
\]

**Proof.** Consider the two points weakly integer viewing \( \Delta_{r,s} \) in the regions formed by the pair \( \text{Adj}_{r,s}^{F(1)} \) and \( \text{Adj}_{r,s}^{F(2)} \) and by the pair \( \text{Adj}_{r,s}^{F(1)} \) and \( \text{Adj}_{r,s}^{F(1/2)} \). We assume \( s < r \). Because of this, the point of Lemma 4.2 falling between the flags of slope 1 and 1/2 is nearer to \( \Delta_{r,s} \). Moreover, this point is closer to \( \Delta_{r,s} \) than the nearest point found outside the boundaries of considered flags, the point of Theorem 2.1: \( (rs - s + r, s + 1) \). \( \square \)

5. Further questions

The foremost natural question is still that posed in [Laison and Schick 2007]: is there a formula dependent only upon \( r \) and \( s \) giving the point closest to \( \Delta_{r,s} \) weakly viewing \( \Delta_{r,s} \)? If not, how strong can the bounds be made? The flags mentioned can be broken into two types: integral (or reciprocal of) and fractional slopes. We
did not discuss fractional sloped flags at all, but a deeper discussion of them may lead to more precise answers.

In terms of the original question, what if the formation is not rectangular? What can be said about triangular, pentagonal, or other simple geometric shapes? Another way of making the situation more realistic is by considering each lattice point to have some sort of weight attached to it.

Finally, following Laison and Schick’s thoughts, what happens when we attempt to weakly view similar structures in higher dimensions? The problem becomes much more realistic by attaching weight functions corresponding to persons’ heights to lattice points on the $xy$-plane in $\mathbb{R}^3$.
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Lights Out on finite graphs

Stephanie Edwards, Victoria Elandt, Nicholas James, Kathryn Johnson, Zachary Mitchell and Darin Stephenson

(Communicated by Ron Gould)

Lights Out is a one-player game played on a finite graph. In the standard game the vertices can be either on or off; pressing a vertex toggles its state and that of all adjacent vertices. The goal of the game is to turn off all of the lights. We study an extension of the game in which the state of a vertex may be one of a finite number of colors. We determine which graphs in certain families (spider graphs and generalized theta graphs) are winnable for every initial coloring. We also provide a construction that gives every always-winnable tree for any prime power number of colors.

1. Introduction

The Lights Out game was popularized as a hand-held electronic puzzle produced by Tiger Electronics in 1995. The puzzle consists of a $5 \times 5$ square grid of buttons, each of which can be either on or off. A move consists of pressing one of the buttons, which changes the state of that button and all vertical and horizontal neighbors. Given an initial configuration in which some subset of the lights are on, the goal of the solver is to turn off all the lights. An initial configuration of lights will be called winnable if the puzzle can be solved when starting from that configuration.

The mathematical study of this puzzle and its generalizations has produced interesting results in graph theory, some of which predate the electronic version of the game. The puzzle on $5 \times 5$ grids was studied by Anderson and Feil [1998], who used linear algebra over $\mathbb{Z}_2$ to classify winnable configurations. The analysis on $n \times m$ grids was done using Fibonacci polynomials in [Goldwasser and Klostermeyer 1997; Goldwasser et al. 1997; 2002]. Earlier, Sutner [1989] had shown that the winnability of configurations in Lights Out is also equivalent to a question on finite cellular automata.
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The puzzle has a natural generalization to any finite graph, in which each vertex of the graph starts as either on or off, and pressing a vertex toggles that vertex and all adjacent vertices. Amin and Slater [1996] have studied this generalization for some classes of finite graphs under the equivalent notion of parity domination theory. In particular, they classify paths, ‘spider’ graphs (i.e., generalized stars), and ‘caterpillar’ graphs for which every initial configuration is winnable—in their language, all parity realizable graphs—and they give a construction which produces all trees that are winnable from every initial configuration.

Giffen and Parker [2009] have further generalized the puzzle to the setting in which each vertex on the finite graph has $k$ states, which are denoted by the elements of $\mathbb{Z}_k$. The state $0 \in \mathbb{Z}_k$ is considered off. Pressing a vertex increments that vertex and all adjacent vertices by $1 \pmod{k}$. A graph $G$ is always winnable (AW) over $\mathbb{Z}_k$ if every initial configuration is winnable with the above assumptions. Giffen and Parker classify winnable configurations on paths and cycles, and also determine which paths, cycles and caterpillar graphs are AW over $\mathbb{Z}_k$. Moreover, they develop a notion of domination theory for finite graphs that is equivalent to the multicolored Lights Out puzzle.

This paper generalizes both the results in [Amin and Slater 1996; Giffen and Parker 2009] by studying the winnability of Lights Out over $\mathbb{Z}_k$ for spider graphs, (generalized) theta graphs, and trees. We establish our basic notation and prove some helpful technical results in Section 2. In Section 3, we study the winnability of spider graphs and determine which spider graphs are AW over $\mathbb{Z}_k$. We prove similar results for generalized theta graphs in Section 4. In Section 5, we generalize the construction of Amin and Slater to produce all AW trees over $\mathbb{Z}_{pe}^n$, where $p$ is prime and $e$ is a positive integer.

2. Notation and basic results

The term graph will designate a finite multigraph (without loops). Given a graph $G$, we denote the vertex set by $V(G)$ and the edge set by $E(G)$. An edge will typically be denoted by the pair of incident vertices. Given an enumeration $V(G) = \{v_1, \ldots, v_n\}$ of the vertices of $G$, we define the neighborhood matrix of $G$ to be

$$N(G) = \text{adj}(G) + I_n,$$

where $\text{adj}(G)$ is the usual adjacency matrix of $G$ and $I_n$ is the $n \times n$ identity matrix.

A coloring of the vertices will correspond to a column vector $\vec{b} \in \mathbb{Z}_k^n$ where $b_i$ is the color of $v_i$. The act of ‘pressing vertex $v_i$’ adds the $i$th column of $N(G)$ to $\vec{b}$, with addition taking place in $\mathbb{Z}_k^n$. 
Remark 2.1. We have allowed a graph $G$ to have multiple edges, even though most of the graphs considered in this paper do not have multiple edges. This is due to the fact that the reduction described in Proposition 2.7 may result in multiple edges when used on generalized theta graphs in Section 4. If there are $m$ edges between vertices $v$ and $w$, then pressing $v$ will increment the color on $v$ by 1 and the color on $w$ by $m$.

An initial coloring $\vec{b} \in \mathbb{Z}^n_k$ is called winnable if there exists a sequence of presses that transforms $\vec{b}$ to $\vec{0}$. As shown for two colors in Anderson and Feil [1998], $\vec{b}$ is winnable if and only if the equation

$$N(G)\vec{x} = -\vec{b}$$

has a solution vector $\vec{x} \in \mathbb{Z}^n_k$. In this case, the solution vector $\vec{x}$ is called the winning strategy for $\vec{b}$ and gives the vertices that should be pressed, and how many times, in order to convert $\vec{b}$ to $\vec{0}$. Thus, an initial coloring $\vec{b}$ is winnable if and only if $-\vec{b}$ (and hence $\vec{b}$) is in the column space of $N(G)$ over $\mathbb{Z}_k$. A graph $G$ will be called always winnable (AW) over $\mathbb{Z}_k$ if every initial coloring $\vec{b} \in \mathbb{Z}^n_k$ can be won (i.e., if the column space of $N(G)$ is equal to $\mathbb{Z}^n_k$).

We use $d(G)$ to denote $\det(N(G))$, computed over $\mathbb{Z}$, since this number occurs often. We adopt the convention that the determinant of the ‘empty’ matrix is 1. Thus, if $G$ is the graph with no vertices and no edges, $d(G) = 1$ by convention. If $G_1$ and $G_2$ are the connected components of $G$, then $N(G)$ is block-diagonal, and $d(G) = d(G_1)d(G_2)$.

Proposition 2.2. For any graph $G$ and integer $k \geq 2$, the following are equivalent.

1. $G$ is AW over $\mathbb{Z}_k$.
2. The column space of $N(G)$ is $\mathbb{Z}^n_k$.
3. The null space of $N(G)$ is $\{\vec{0}\}$.
4. $d(G)$ is relatively prime to $k$.

Proof. When $k$ is prime, this is immediate from the basic theory of vector spaces over fields. The general case involves the relationship between determinants and free modules over a commutative ring; see [Bourbaki 1974, III.8.2, Theorem 1]. □

The following corollary is a consequence of the equivalence of (1) and (4) in the preceding proposition.

Corollary 2.3. Let $G$ be any graph.

1. For any integer $k \geq 2$, $G$ is AW over $\mathbb{Z}_k$ if and only if $G$ is AW over $\mathbb{Z}_p$ for every prime factor $p$ of $k$.
2. For any prime number $p$ and any positive integer $e$, $G$ is AW over $\mathbb{Z}_{p^e}$ if and only if $G$ is AW over $\mathbb{Z}_p$. 

Remark 2.4. It is also immediate that a graph is AW if and only if each of its connected components is AW.

We now give some useful technical results that involve winnability of colorings on related graphs. Given a graph $G$ and a subset $S \subseteq V(G)$, we define $G - S$ to be the graph obtained by deleting the vertices in $S$ from $G$, along with any edges incident with vertices in $S$.

Proposition 2.5. Suppose a graph $G$ has a set of distinct vertices 
\[
\{v_{n-3}, v_{n-2}, v_{n-1}, v_n\}
\]
with edges 
\[
\{v_{n-3}v_{n-2}, v_{n-2}v_{n-1}, v_{n-1}v_n\},
\]
where $\deg v_{n-2} = \deg v_{n-1} = 2$ and $\deg v_n = 1$. (Note that $v_{n-3}$ can have any degree.) Let $\tilde{G} = G - \{v_{n-2}, v_{n-1}, v_n\}$.

(1) The following are equivalent:
   
   (a) The initial coloring $\vec{b} = \{b_1, b_2, \ldots, b_{n-3}\}^T \in \mathbb{Z}_k^{n-3}$ is winnable on $\tilde{G}$.
   
   (b) The initial coloring
       \[
       \vec{b}' = \{b_1, b_2, \ldots, b_{n-3} + c_1, c_1 + c_2, c_1 + c_2 + c_3, c_2 + c_3\}^T \in \mathbb{Z}_k^n
       \]
   
   is winnable on $G$ for all choices of $c_1, c_2, c_3 \in \mathbb{Z}_k$.
   
   (c) The initial coloring $\vec{b}' = \{b_1, b_2, \ldots, b_{n-3}, 0, 0, 0\}^T \in \mathbb{Z}_k^n$ is winnable on $G$.

(2) $G$ is AW over $\mathbb{Z}_k$ if and only if $\tilde{G}$ is AW over $\mathbb{Z}_k$.

Proof. Let $J$ be the $(n - 3) \times 3$ matrix such that $j_{(n-3),1} = 1$ and all other entries are 0. Then

\[
N(G) = \begin{pmatrix}
N(\tilde{G}) & J \\
1 & 1 & 0 \\
J^T & 1 & 1 \\
0 & 1 & 1
\end{pmatrix},
\]
(a) \Rightarrow (b) Suppose \( \bar{x} = (x_1, \ldots, x_{n-3})^T \) is a winning strategy for \( \bar{b} \in \mathbb{Z}_k^{n-3} \) on \( \tilde{G} \). For any \( c_1, c_2, c_3 \in \mathbb{Z}_k \), let
\[
\bar{x}' = (x_1, \ldots, x_{n-3}, -c_1, -c_2 - x_{n-3}, -c_3 + x_{n-3})^T,
\bar{b}' = (b_1, b_2, \ldots, b_{n-3} + c_1, c_1 + c_2, c_1 + c_2 + c_3, c_2 + c_3)^T.
\]
Then \( N(G)\bar{x}' = -\bar{b}' \), showing that \( \bar{x}' \) is a winning strategy for \( \bar{b}' \) on \( G \).

(b) \Rightarrow (c) Immediate.

(c) \Rightarrow (a) For a given vector \( \bar{b} \in \mathbb{Z}_k^{n-3} \), suppose that \( \bar{b} = (b_1, b_2, \ldots, b_{n-3}, 0, 0, 0)^T \) can be won on \( G \) with winning strategy \( \bar{y} = (y_1, \ldots, y_n)^T \). The last two entries of \( N(G)\bar{y} = -\bar{b}' \) imply that \( y_{n-2} + y_{n-1} + y_n = 0 \) (mod \( k \)) and \( y_{n-1} + y_n = 0 \) (mod \( k \)). This implies that \( y_{n-2} = 0 \) (mod \( k \)). This, combined with the fact that \( N(G)\bar{y} = -\bar{b}' \), implies that
\[
N(\tilde{G}) \begin{pmatrix} y_1 \\ \vdots \\ y_{n-3} \end{pmatrix} = - \begin{pmatrix} b_1 \\ \vdots \\ b_{n-3} \end{pmatrix}.
\]
Thus, \( \bar{b} \) is winnable on \( \tilde{G} \).

\[\square\]

**Corollary 2.6.** We retain the hypotheses and notation of Proposition 2.5. An initial coloring \( \bar{a} = (a_1, a_2, \ldots, a_n)^T \in \mathbb{Z}_k^n \) is winnable on \( G \) if and only if the initial coloring
\[
\bar{a}' = (a_1, a_2, \ldots, a_{n-4}, a_{n-3} - a_{n-1} + a_n)^T \in \mathbb{Z}_k^{n-3}
\]
is winnable on \( \tilde{G} \).

**Proposition 2.7.** Suppose a graph \( G \) has a set of distinct vertices
\[
\{v_{n-4}, v_{n-3}, v_{n-2}, v_{n-1}, v_n\}
\]
with edges \( \{v_{n-3}v_{n-2}, v_{n-2}v_{n-1}, v_{n-1}v_n, v_nv_{n-4}\} \), where \( \deg v_{n-2} = \deg v_{n-1} = \deg v_n = 2 \). (Note that \( v_{n-3} \) and \( v_{n-4} \) can have any degree.) Let \( \tilde{G} \) be the union of \( G - \{v_{n-2}, v_{n-1}, v_n\} \) with a new edge \( v_{n-3}v_{n-4} \).
The following are equivalent:

(a) The initial coloring
\[
\tilde{b} = \langle b_1, b_2, \ldots, b_{n-4}, b_{n-3} \rangle^T \in \mathbb{Z}_k^{n-3}
\]
is winnable on \( \hat{G} \).

(b) The initial coloring
\[
\tilde{b}' = \langle b_1, b_2, \ldots, b_{n-4} + c_3, b_{n-3} + c_1, c_1 + c_2, c_1 + c_2 + c_3, c_2 + c_3 \rangle^T \in \mathbb{Z}_k^n
\]
is winnable on \( G \) for all choices of \( c_1, c_2, c_3 \in \mathbb{Z}_k \).

(c) The initial coloring
\[
\tilde{b}' = \langle b_1, b_2, \ldots, b_{n-4}, b_{n-3}, 0, 0, 0 \rangle^T \in \mathbb{Z}_k^n
\]
is winnable on \( G \).

(2) \( G \) is AW over \( \mathbb{Z}_k \) if and only if \( \hat{G} \) is AW over \( \mathbb{Z}_k \).

Proof. We proceed as in the proof of Proposition 2.5.

(a) \( \Rightarrow \) (b): If \( \tilde{x} = \langle x_1, \ldots, x_{n-3} \rangle^T \) is a winning strategy for \( \tilde{b} \in \mathbb{Z}_k^{n-3} \) on \( \hat{G} \), then, for any \( c_1, c_2, c_3 \in \mathbb{Z}_k \), the vector
\[
\tilde{x}' = \langle x_1, \ldots, x_{n-4}, x_{n-3}, -c_1 + x_{n-4}, -c_2 - x_{n-3} - x_{n-4}, -c_3 + x_{n-3} \rangle^T
\]
is a winning strategy on \( G \) for
\[
\tilde{b}' = \langle b_1, b_2, \ldots, b_{n-4} + c_3, b_{n-3} + c_1, c_1 + c_2, c_1 + c_2 + c_3, c_2 + c_3 \rangle^T.
\]

(b) \( \Rightarrow \) (c): Immediate.

(c) \( \Rightarrow \) (a): Given a winning strategy \( \tilde{y} \in \mathbb{Z}_k^n \) for
\[
\tilde{b}' = \langle b_1, b_2, \ldots, b_{n-3}, 0, 0, 0 \rangle^T
\]
on \( G \), the fact that \( N(G)\tilde{y} = -\tilde{b}' \) shows that \( y_{n-4} = y_{n-2} \mod k \) and \( y_{n-3} = y_n \mod k \). This implies that

\[
N(\hat{G}) \begin{pmatrix} y_1 \\ \vdots \\ y_{n-3} \end{pmatrix} = - \begin{pmatrix} b_1 \\ \vdots \\ b_{n-3} \end{pmatrix}.
\]

Thus, \( \tilde{b} \) is winnable on \( \hat{G} \). \( \square \)

**Corollary 2.8.** We retain the hypotheses and notation of Proposition 2.7. An initial coloring \( \tilde{a} = \langle a_1, a_2, \ldots, a_n \rangle^T \in \mathbb{Z}_k^n \) is winnable on \( G \) if and only if the initial coloring
\[
\tilde{a}' = \langle a_1, a_2, \ldots, a_{n-5}, a_{n-4} - a_{n-1} + a_{n-2}, a_{n-3} - a_{n-1} + a_n \rangle^T \in \mathbb{Z}_k^{n-3}
\]
is winnable on \( \hat{G} \).

For any matrix \( A \), let \( A_{ij} \) represent the minor obtained by deleting the \( i \)th row and \( j \)th column from \( A \). Again, we assume that the determinant of an ‘empty’ matrix, formed by taking a minor of a matrix with only one row or column, is 1.

**Lemma 2.9.** Let \( M \) be an \( m \times m \) matrix and \( N \) an \( n \times n \) matrix. Let \( J \) be the \( m \times n \) matrix such that \( j_{m,1} = 1 \) and all other entries of \( J \) are 0. Then

\[
\det \left( \begin{array}{c} M \\ J^T \\ N \end{array} \right) = \det(M) \det(N) - \det(M_{mm}) \det(N_{11}).
\]

**Proof.** This follows from a standard proof by induction. \( \square \)

**Proposition 2.10.** Let \( G_1 \) and \( G_2 \) be graphs, let \( v \) be a vertex of \( G_1 \), and let \( w \) be a vertex of \( G_2 \). Let \( H = H(G_1, G_2, v, w) \) be the graph formed by connecting \( G_1 \) and \( G_2 \) with an edge \( vw \). Then

\[
d(H) = d(G_1) + d(G_2) - d(G_1 - \{v\}) - d(G_2 - \{w\}).
\]

**Proof.** Assume \( G_1 \) has \( m \) vertices, of which \( v \) is the last, and \( G_2 \) has \( n \) vertices, of which \( w \) is the first. The result follows immediately from Lemma 2.9, since

\[
N(H) = \left( \begin{array}{c} N(G_1) \\ J^T \\ N(G_2) \end{array} \right)
\]

where \( J \) is as in the previous result, \( N(G_1 - \{v\}) = N(G_1)_{mm} \) and \( N(G_2 - \{w\}) = N(G_2)_{11} \).

**Corollary 2.11.** Suppose \( k = p^e \) for some prime \( p \) and positive integer \( e \). Let \( G_1 \) and \( G_2 \) be graphs that are AW over \( \mathbb{Z}_k \). Let \( v \in V(G_1) \) and \( w \in V(G_2) \), and suppose that \( G_1 - \{v\} \) is not AW over \( \mathbb{Z}_k \). Then the graph \( H(G_1, G_2, v, w) \) constructed in the previous result is AW over \( \mathbb{Z}_k \).

**Proof.** Since \( G_1 \) and \( G_2 \) are AW over \( \mathbb{Z}_k \), we have \( p \nmid d(G_1) \) and \( p \nmid d(G_2) \). Since \( G_1 - \{v\} \) is not AW over \( \mathbb{Z}_k \), we have \( p \mid [d(G_1 - \{v\})d(G_2 - \{w\})] \). Therefore, \( p \nmid [d(G_1) + d(G_2) - d(G_1 - \{v\})d(G_2 - \{w\})] \). \( \square \)

**Proposition 2.12.** Let \( G_i \) be any graphs for \( 1 \leq i \leq m \), and let \( v_i \in V(G_i) \). Let \( W = W(G_1, \ldots, G_m, v_1, \ldots, v_m) \) be the graph formed by all vertices and edges of the graphs \( G_i \) together with a new vertex \( w \) and edges \( v_i w \) for \( 1 \leq i \leq m \). Then

\[
d(W) = \prod_{j=1}^{m} d(G_j) - \sum_{i=1}^{m} \left( d(G_i - \{v_i\}) \prod_{j \neq i} d(G_j) \right).
\]

**Proof.** This follows from Proposition 2.10 and induction. For the base case, attach the single vertex \( w \) to a graph \( G_1 \) by an edge \( wv_1 \). \( \square \)
Corollary 2.13. Let \( k = p^e \) for some prime number \( p \) and positive integer \( e \), and suppose each \( G_i \) is AW over \( \mathbb{Z}_k \). Then \( W(G_1, \ldots, G_m, v_1, \ldots, v_m) \) is AW over \( \mathbb{Z}_k \) if and only if
\[
\sum_{i=1}^{m} d(G_i)^{-1} d(G_i - \{v_i\}) \neq 1 \pmod{p}.
\]
Here, the inverse is taken mod \( p \).

Proof. The graph \( W \) is AW over \( \mathbb{Z}_k \) if and only if \( d(W) \neq 0 \pmod{p} \). The result follows by applying Proposition 2.12 to expand \( d(W) \neq 0 \pmod{p} \), then multiplying both sides of the resulting equation by \( \prod_{j=1}^{m} d(G_j)^{-1} \).

\[ \square \]

3. Spider graphs

In this section we study the winnability of spider graphs (also called general stars). Specifically, we define reduced spider graph and determine which initial colorings are winnable on reduced spiders. This is then used to determine which spider graphs are AW over \( \mathbb{Z}_k \).

First we provide a formal definition of a spider graph.

Definition 3.1. Let \( V(P_i) = \{v_{i,1}, v_{i,2}, \ldots, v_{i,n_i}\} \) be the vertices of a path with edges \( E(P_i) = \{v_{i,j} v_{i,j+1} : 1 \leq j \leq n_i - 1\} \). A spider graph \( G \) is defined as the union of paths \( P_1, \ldots, P_l \) for some \( l > 2 \) along with a new vertex \( v_0 \), with edges consisting of the original edges from each \( P_i \) together with edges \( v_0 v_{i,1} \) for \( 1 \leq i \leq l \). We call the paths \( P_i \) the legs of the spider and leg \( i \) has length \( n_i \). A reduced spider graph is a spider graph that has legs of lengths 1 and 2 only.

Notation 3.2. Throughout this section, we assume that a spider graph \( G \) has
- \( m \) legs of length 1 (mod 3), labeled \( P_1, \ldots, P_m \),
- \( t \) legs of length 2 (mod 3), labeled \( P_{m+1}, \ldots, P_{m+t} \), and
- \( l-(m+t) \) legs of length 0 (mod 3), labeled \( P_{m+t+1}, \ldots, P_l \).

For a reduced spider, we will have no legs of length 0 (mod 3), and in that case, \( l = m+t \). An initial coloring \( \bar{b} \) on a spider graph \( G \) is a vector \( \bar{b} \in \mathbb{Z}_k^N \) (where \( N = 1 + \sum_{i=1}^{l} n_i \)) such that \( b_{i,j} \) is the initial color of \( v_{i,j} \) and \( b_0 \) is the initial color of \( v_0 \).

The next result shows which initial colorings are winnable on reduced spider graphs. Corollary 2.6 can then be used inductively to determine whether any given initial coloring of a general spider is winnable.

Theorem 3.3. Let \( G \) be a reduced spider graph labeled as in Notation 3.2. Let \( \bar{b} \in \mathbb{Z}_k^N \) be an initial coloring of \( G \).
(1) If \( t = 0 \) then \( \overline{b} \) is winnable on \( G \) if and only if \( \gcd(m - 1, k) \) divides
\[
-b_0 + \sum_{i=1}^{m} b_{i,1}.
\]

(2) If \( t \neq 0 \) then \( \overline{b} \) is winnable on \( G \) if and only if \( b_{i,2} - b_{i,1} = b_{j,2} - b_{j,1} \) for all \( i \) and \( j \) such that \( m + 1 \leq i, j \leq m + t = l \).

Proof. Let \( G \) and \( \overline{b} \) be as in the hypotheses of the theorem. In order to win, we must press each vertex some number of times. Suppose \( v_0 \) is pressed \( d_0 \) times and \( v_{i,j} \) is pressed \( d_{i,j} \) times. The effects of pressing these vertices are:

- the color of \( v_0 \) is changed by \( d_0 + \sum_{i=1}^{m+t} d_{i,1} \);
- for \( 1 \leq i \leq m \), the color of \( v_{i,1} \) is changed by \( d_0 + d_{i,1} \);
- for \( m + 1 \leq i \leq m + t \), the color of \( v_{i,1} \) is changed by \( d_0 + d_{i,1} + d_{i,2} \);
- for \( m + 1 \leq i \leq m + t \), the color of \( v_{i,2} \) is changed by \( d_{i,1} + d_{i,2} \).

To win, we must change the color of every vertex to 0, which yields the following system of equations mod \( k \). These equations are equivalent to the matrix equation
\[
N(G)\overline{d} = -\overline{b}.
\]
\[
b_0 + d_0 + \sum_{i=1}^{m+t} d_{i,1} = 0 \tag{3-1}
\]
\[
b_{i,1} + d_{i,1} + d_0 = 0 \quad \text{for } 1 \leq i \leq m \tag{3-2}
\]
\[
b_{i,1} + d_{i,1} + d_{i,2} + d_0 = 0 \quad \text{for } m + 1 \leq i \leq m + t \tag{3-3}
\]
\[
b_{i,2} + d_{i,1} + d_{i,2} = 0 \quad \text{for } m + 1 \leq i \leq m + t \tag{3-4}
\]

Equation (3-4) allows us to reduce (3-3) to:
\[
d_0 = b_{i,2} - b_{i,1} \quad \text{for } i = m + 1, \ldots, m + t. \tag{3-5}
\]

(1) Suppose \( t = 0 \). The initial coloring \( \overline{b} \) is winnable on \( G \) if and only if Equations (3-1) and (3-2) are consistent. Rewriting (3-2) as \( d_{i,1} = -d_0 - b_{i,1} \) and substituting into (3-1) shows that \( \overline{b} \) is winnable if and only if
\[
d_0(1 - m) = -b_0 + \sum_{i=1}^{m} b_{i,1}
\]
has a solution for \( d_0 \) mod \( k \). This is true if and only if \( \gcd(m - 1, k) \) divides \( -b_0 + \sum_{i=1}^{m} b_{i,1} \).

(2) Suppose \( t \neq 0 \). If an initial coloring \( \overline{b} \) is winnable on \( G \), Equation (3-5) gives \( b_{i,2} - b_{i,1} = b_{j,2} - b_{j,1} \) for all \( m + 1 \leq i, j \leq m + t \).
Conversely, if $b_{i,2} - b_{i,1} = b_{j,2} - b_{j,1}$ for all $m + 1 \leq i, j \leq m + t$, the value of $d_0$ is determined by (3-5). The values of $d_{i,1}$ for $1 \leq i \leq m$ are then determined by (3-2). Now, we may choose any integers $d_{i,1}$ for $m + 1 \leq i \leq m + t$ so that (3-1) holds, and this is possible since $t > 0$. Finally, the values of $d_{i,2}$ for $m + 1 \leq i \leq m + t$ are determined (consistently) by (3-3) and (3-4). Therefore, the system has a solution vector $\vec{d}$.

**Theorem 3.4** (Characterization of AW spider graphs). Let $G$ be a spider graph (see 3.2 for notation). Then $G$ is AW over $\mathbb{Z}_k$ if and only if either

1. $t = 0$ and $\gcd(m - 1, k) = 1$, or
2. $t = 1$.

**Proof.** Consider a spider graph $G$. By Proposition 2.5, $G$ is AW over $\mathbb{Z}_k$ if and only if $\tilde{G}$ is AW over $\mathbb{Z}_k$, where $\tilde{G}$ is the reduced spider graph with $m$ legs of length 1 and $t$ legs of length 2. We assume that $\tilde{G}$ is also labeled as in 3.2.

Suppose that $t = 0$ and $\gcd(m - 1, k) = 1$. Then by Theorem 3.3(1), every initial coloring on $\tilde{G}$ is winnable over $\mathbb{Z}_k$. Conversely, suppose that $t = 0$ and that $\gcd(m - 1, k) \neq 1$. Then $\gcd(m - 1, k)$ does not divide $-b_0 + \sum_{i=1}^{m} b_{i,1}$ when $b_{1,1} = 1, b_0 = 0$, and $b_{i,1} = 0$ for $i = 2 \ldots m$. This gives an example of an initial coloring $\vec{b}$ which is not winnable on $\tilde{G}$.

Suppose $t = 1$. The condition in Theorem 3.3(2) is automatically satisfied for every initial coloring $\vec{b}$, and therefore $\tilde{G}$ is AW over $\mathbb{Z}_k$.

Finally, suppose that $t > 1$. In this case, there are clearly initial colorings on $\tilde{G}$ that do not satisfy the condition in Theorem 3.3(2), showing that $\tilde{G}$ is not AW. □

**4. Generalized theta graphs**

In this section we study the winnability of (generalized) theta graphs. We define a notion of reduced theta graph, and determine which initial colorings on reduced theta graphs are winnable. This information is then used to determine which theta graphs are AW over $\mathbb{Z}_k$.

**Definition 4.1.** Let $V(P_l) = \{v_{i,1}, v_{i,2}, \ldots, v_{i,n_i}\}$ be the vertices of a path with edge set $E(P_l) = \{v_{i,j}v_{i,j+1} : 1 \leq j \leq n_i - 1\}$. A (generalized) theta graph $G$ is defined as the union of disjoint paths $P_1, \ldots, P_l$ for some $l > 2$ along with two new vertices $v_0$ and $v_n$, with edges given by

- the original edges from each $P_l$,
- edges $v_0v_{i,1}$ and $v_{i,n_i}v_n$ for $1 \leq i \leq l$, and
- possibly one or more edges of the form $v_0v_n$ (i.e., there may or may not be edges of the form $v_0v_n$).
We call the paths $P_i$, where $1 \leq i \leq l$, paths of the theta graph and path $i$ has length $n_i$. We will refer to each of the edges $v_0v_n$ as a path of length 0 in the theta graph. A reduced theta graph is a theta graph which only has paths of lengths 0, 1, and 2.

The winnability of generalized theta graphs modulo 2 has been studied in the literature. In [Amin and Slater 1992], the graphs we have called generalized theta graphs occur as a particular case of series parallel graphs, and a linear time algorithm is given for determining their winnability modulo 2.

Notation 4.2. Throughout this section, we assume that a theta graph $G$ has

- $m$ paths of length 1 (mod 3), labeled $P_1, \ldots, P_m$,
- $t$ paths of length 2 (mod 3), labeled $P_{m+1}, \ldots, P_{m+t}$, and
- $l - (m + t)$ paths of length 0 (mod 3), labeled $P_{m+t+1}, \ldots, P_l$.

(Note: some of $P_{m+t+1}, \ldots, P_l$ could be ‘empty paths’ corresponding to edges $v_0v_n$.) An initial coloring $\tilde{b}$ on a theta graph $G$ is a vector $\mathbb{Z}_k^N$ (where $N = 2 + \sum_{i=1}^l n_i$) such that $b_{i,j}$ is the initial color of $v_{i,j}$, $b_0$ is the initial color of $v_0$, and $b_n$ is the color of $v_n$.

The next result shows which initial colorings are winnable on reduced theta graphs. Corollary 2.8 can then be used inductively to determine whether any given initial coloring of a general theta graph is winnable.

Theorem 4.3. Let $G$ be a reduced theta graph labeled as in Notation 4.2.

1. If $t = 0$ then an initial coloring $\tilde{b} \in \mathbb{Z}_k^N$ is winnable over $\mathbb{Z}_k$ if and only if the linear system

   \[
   \begin{align*}
   (1 - m)d_0 + (l - 2m)d_n &= -b_0 + \sum_{i=1}^m b_{i,1}, \\
   (l - 2m)d_0 + (1 - m)d_n &= -b_n + \sum_{i=1}^m b_{i,1},
   \end{align*}
   \]

   has a solution for $(d_0, d_n) \mod k$.

2. If $t \neq 0$ then an initial coloring $\tilde{b} \in \mathbb{Z}_k^N$ is winnable over $\mathbb{Z}_k$ if and only if $b_{i,2} - b_{i,1} = b_{j,2} - b_{j,1}$ for all $m + 1 \leq i, j \leq m + t$ and $\gcd(2 - 6m - 3t + 2l, k)$ divides

   \[-b_0 - b_n - (l - 3m - t + 1)(b_{m+1,1} - b_{m+1,2}) + \sum_{i=1}^m b_{i,1} + \sum_{i=1}^{m+t} b_{i,1}.
   \]

Proof. Let $G$ and $\tilde{b}$ be as in the hypotheses of the theorem. In order to win, we must press each vertex some number of times. Suppose $v_0$ is pressed $d_0$ times, $v_n$ is pressed $d_n$ times, and $v_{i,j}$ is pressed $d_{i,j}$ times. The effects of pressing these vertices are:
• the color of \( v_0 \) is changed by \( d_0 + \sum_{i=1}^{m+t} d_{i,1} + (l - m - t)d_n \);
• for \( 1 \leq i \leq m \), the color of \( v_{i,1} \) is changed by \( d_0 + d_{i,1} + d_n \);
• for \( m + 1 \leq i \leq m + t \), the color of \( v_{i,1} \) is changed by \( d_0 + d_{i,1} + d_{i,2} \);
• for \( m + 1 \leq i \leq m + t \), the color of \( v_{i,2} \) is changed by \( d_{i,1} + d_{i,2} + d_n \);
• the color of \( v_n \) is changed by \( d_n + \sum_{i=1}^{m} d_{i,1} + \sum_{i=m+1}^{m+t} d_{i,2} + (l - m - t)d_0 \).

To win, we must change the color of every vertex to 0, which yields the following system of equations mod \( k \). As before, these equations are equivalent to the matrix equation \( N(G)d = -b \).

\[
b_0 + d_0 + \sum_{i=1}^{m+t} d_{i,1} + (l - m - t)d_n = 0. \quad (4-1)
\]

\[
b_{i,1} + d_0 + d_{i,1} + d_n = 0 \quad \text{for } 1 \leq i \leq m, \quad (4-2)
\]

\[
b_{i,1} + d_0 + d_{i,1} + d_{i,2} = 0 \quad \text{for } m + 1 \leq i \leq m + t, \quad (4-3)
\]

\[
b_{i,2} + d_{i,1} + d_{i,2} + d_n = 0 \quad \text{for } m + 1 \leq i \leq m + t, \quad (4-4)
\]

\[
b_n + d_n + \sum_{i=1}^{m} d_{i,1} + \sum_{i=m+1}^{m+t} d_{i,2} + (l - m - t)d_0 = 0. \quad (4-5)
\]

(1) Suppose \( t = 0 \). The system in the statement of part (1) arises from a straightforward substitution using (4-2) to eliminate \( d_{i,1} \) from (4-1) and (4-5).

(2) Suppose \( t \neq 0 \) and the system given by (4-1) through (4-5) has a solution. Then (4-3) and (4-4) combine to show that \( d_n - d_0 = b_{i,1} - b_{i,2} \) for \( m + 1 \leq i \leq m + t \), which in turn shows that \( b_{i,1} - b_{i,2} = b_{j,1} - b_{j,2} \) for \( m + 1 \leq i, j \leq m + t \). Equations (4-2) and (4-3) can then be solved for \( d_{i,1} \) for \( 1 \leq i \leq m + t \). Using the expressions for \( d_{i,1} \) to eliminate all occurrences of \( d_{i,1} \) from (4-1) and (4-5) and simplifying gives

\[
b_0 + (1 - 3m - 2t + l)d_0 + (l - 2m - t)(b_{m+1,1} - b_{m+1,2}) \quad - \sum_{i=1}^{m+t} b_{i,1} - \sum_{i=m+1}^{m+t} d_{i,2} = 0, \quad (4-6)
\]

\[
b_n + (1 - 3m - t + l)d_0 + (1 - m)(b_{m+1,1} - b_{m+1,2}) \quad - \sum_{i=1}^{m} b_{i,1} + \sum_{i=m+1}^{m+t} d_{i,2} = 0. \quad (4-7)
\]

Adding (4-6) and (4-7), we find that

\[
(2 - 6m - 3t + 2l)d_0 = -b_0 - b_n - (l - 3m - t + 1)(b_{m+1,1} - b_{m+1,2}) \quad + \sum_{i=1}^{m} b_{i,1} + \sum_{i=1}^{m+t} b_{i,1}. \quad (4-8)
\]
This implies that \(\gcd(2 - 6m - 3t + 2l, k)\) divides the right-hand side of (4-8), as required.

Conversely, if \(\gcd(2 - 6m - 3t + 2l, k)\) divides the right-hand side of (4-8) and \(b_{i,1} - b_{i,2} = b_{j,1} - b_{j,2}\) for \(m + 1 \leq i, j \leq m + t\), there exists \(d_0\) such that (4-8) is satisfied. Since \(t > 0\), values of \(d_{m+1},\ldots,d_{m+t}\) can be chosen freely so that (4-6) is satisfied, and it follows that (4-7) is satisfied as well. Finally, values of \(d_{i,1}\) can be determined for \(1 \leq i \leq m + t\) from (4-2), (4-3), and (4-4), with the last two equations being consistent since \(b_{i,1} - b_{i,2} = b_{j,1} - b_{j,2}\) for \(m + 1 \leq i, j \leq m + t\).

**Theorem 4.4** (Characterization of AW theta graphs). Let \(G\) be a theta graph labeled as in Notation 4.2. Then \(G\) is AW over \(\mathbb{Z}_k\) if and only if either

1. \(t = 0\) and \(\gcd((l - 2m)^2 - (m - 1)^2, k) = 1\), or
2. \(t = 1\) and \(\gcd(-1 - 6m + 2l, k) = 1\).

**Proof.** Let \(G\) be a theta graph labeled as in Notation 4.2. By Proposition 2.7, \(G\) is AW over \(\mathbb{Z}_k\) if and only if \(\tilde{G}\) is AW over \(\mathbb{Z}_k\), where \(\tilde{G}\) is the reduced theta graph with \(m\) paths of length 1, \(t\) paths of length 2, and \(l - m - t\) paths of length 0. We assume that \(\tilde{G}\) is also labeled as in Notation 4.2.

If \(t = 0\), then by Theorem 4.3, \(\tilde{G}\) is AW over \(\mathbb{Z}_k\) if and only if

\[
A \left( \begin{array}{c} d_0 \\ d_n \end{array} \right) = \tilde{y}
\]

has a solution mod \(k\) for all \(\tilde{y} \in \mathbb{Z}_k^2\), where

\[
A = \left( \begin{array}{cc} 1-m & l-2m \\ l-2m & 1-m \end{array} \right).
\]

This is true if and only if \(\det A\) is a unit in \(\mathbb{Z}_k\) [Bourbaki 1974, III.8.7, Proposition 13]. Finally, \(\det A\) is a unit in \(\mathbb{Z}_k\) if and only if \(\gcd((l - 2m)^2 - (m - 1)^2, k) = 1\).

If \(t = 1\), then by Theorem 4.3, \(\tilde{G}\) is AW over \(\mathbb{Z}_k\) if and only if

\[
\gcd(-1 - 6m + 2l, k) = 1.
\]

Finally, if \(t > 1\), \(\tilde{G}\) cannot be AW over \(\mathbb{Z}_k\), since the condition

\[
b_{i,1} - b_{i,2} = b_{j,1} - b_{j,2}
\]

for \(m + 1 \leq i, j \leq m + t\) will not be satisfied for all \(\tilde{b}\).

5. **Always winnable trees**

In this section, we give a construction describing all AW trees over \(\mathbb{Z}_p\) where \(p\) is prime. By Corollary 2.3(2), this construction also gives all AW trees over \(\mathbb{Z}_{p^e}\) for positive integers \(e\). We follow the outline of the process used in [Amin and
Slater 1996], although the transition to $p$ colors requires some changes to the main argument. *From this point on, `AW' will mean `AW over $\mathbb{Z}_p$'.*

**Definition 5.1.** Let $G_1$ and $G_2$ be AW graphs, and let $v_i \in V(G_i)$ such that $G_1 - \{v_1\}$ is not AW. The process of forming the AW graph $H$ defined in Proposition 2.10 is called a *type-1 operation*.

**Definition 5.2.** Let $G_1, \ldots, G_m$ be AW graphs, and let $v_i \in V(G_i)$ such that $G_i - \{v_i\}$ is AW for all $i$. If

$$\sum_{i=1}^{m} d(G_i)^{-1} d(G_i - \{v_i\}) \equiv 1 \pmod{p}$$

then the process of forming the AW graph $W$ as in Proposition 2.12 is called a *type-2 operation centered at $w$.*

The main theorem in this section characterizes AW trees.

**Theorem 5.3.** A tree $T$ is AW if and only if $T$ can be formed by starting with copies of $K_1$ and using only type-1 and type-2 operations.

**Proof.** Corollaries 2.11 and 2.13 show that if one begins with copies of a single vertex $K_1$ and applies a series of type-1 and type-2 operations, an AW tree will always result.

Conversely, let $T$ be an AW tree. If $T$ has diameter 0, then $T = K_1$. It is not possible for $T$ to have diameter 1, since $P_2$ is not AW for any value of $k$. If $T$ has diameter 2 (i.e., if $T$ is an AW star with $l$ leaves for some $l \geq 2$), then $T$ can be formed from copies of $K_1$ using one type-2 operation. (The summation condition on the type-2 operation is true because $T$ is AW. This implies that $l \equiv 1 \pmod{p}$, as in [Giffen and Parker 2009, Corollary 4.6].)

Therefore, we assume $T$ has diameter at least 3. Let $x \in V(T)$ such that $\deg x = l + 1$ and $x$ is adjacent to $l$ leaves, which we denote $v_1, v_2, \ldots, v_l$. Let $w$ be the nonleaf vertex of $T$ adjacent to $x$. Let $T_x$ be the component of $T - \{wx\}$ containing $x$, and let $T_w$ be the component of $T - \{wx\}$ containing $w$. 

\[\text{Diagram of tree with node } w, x, v_1, v_2, \ldots, v_l, \text{ and edges } wx, T_w, T_x.\]
Suppose first that $T_w$ is not AW, so that $p | d(T_w)$. Proposition 2.10 implies that
\[ d(T) = d(T - \{v_1\}) - d(T - \{x, v_1\}) = d(T - \{v_1\}) - d(T_w). \]
The fact that $p | d(T_w)$ and $p \nmid d(T)$ implies that $p \nmid d(T - \{v_1\})$, showing that $T - \{v_1\}$ is AW. This shows that $T$ can be formed via a type-1 operation in which edge $xv_1$ is added to join $T - \{v_1\}$ to $\{v_1\}$.

From now on, we will assume that $T_w$ is AW. If $T_w - \{w\}$ is also AW, we may construct $T$ via a type-2 operation centered at $x$. Thus, we may assume that $T_w$ is AW while $T_w - \{w\}$ is not. Proposition 2.10 implies that
\[ d(T) = d(T_x) - d(T_w - \{w\}). \]
Since $p | d(T_w - \{w\})$ and $p \nmid d(T)$, we see that $p \nmid d(T_x)$. Thus, $T$ can be formed by a type-1 operation in which edge $wx$ is added to join $T_x$ to $T_w$. \hfill \Box

**Example 5.4.** We show the necessity of the type-2 operation for forming trees. Consider the following tree $T$ over $\mathbb{Z}_3$.

![Tree Diagram]

One can check that $d(T) = -20$, showing that $T$ is AW over $\mathbb{Z}_3$. For any leaf $v$, the graph $T - \{v\}$ is not AW over $\mathbb{Z}_3$, since $d(T - \{v\}) = -12$. The two graphs $T_w$ and $T_x$ formed by deleting an edge $wx$ incident with the center vertex $w$ are both AW modulo 3. However, $T_w - \{w\}$ and $T_x - \{x\}$ are also AW. Thus, $T$ cannot be formed from smaller trees using a type-1 operation. This tree can be formed via a type-2 operation centered at $w$.
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Trace diagrams, signed graph colorings, and matrix minors

Steven Morse and Elisha Peterson
(Communicated by Kenneth S. Berenhaut)

Trace diagrams are structured graphs with edges labeled by matrices. Each diagram has an interpretation as a particular multilinear function. We provide a rigorous combinatorial definition of these diagrams using a notion of signed graph coloring, and prove that they may be efficiently represented in terms of matrix minors. Using this viewpoint, we provide new proofs of several standard determinant formulas and a new generalization of the Jacobi determinant theorem.

1. Introduction

Trace diagrams provide a graphical means of performing computations in multilinear algebra. The following example, which proves a vector identity, illustrates the power of the notation.

Example. For $u, v, w \in \mathbb{C}^3$, diagrams for the cross product and inner product are

$$u \times v = \begin{array}{c}
\begin{array}{c}
\hline
\hline
\end{array}
\end{array}
\quad \text{and} \quad u \cdot v = \begin{array}{c}
\begin{array}{c}
\hline
\hline
\end{array}
\end{array}.$$

By “bending” the diagrammatic identity

$$\begin{array}{c}
\begin{array}{c}
\hline
\hline
\end{array}
\end{array} = \begin{array}{c}
\begin{array}{c}
\hline
\hline
\end{array}
\end{array},
\end{array} \quad (1)

and attaching vectors, one obtains

$$\begin{array}{c}
\begin{array}{c}
\hline
\hline
\end{array}
\end{array} = \begin{array}{c}
\begin{array}{c}
\hline
\hline
\end{array}
\end{array},$$

which is the vector identity

$$(u \times v) \cdot (w \times x) = (u \cdot w)(v \cdot x) - (u \cdot x)(v \cdot w).$$

MSC2000: primary 05C15, 15A69; secondary 57M07, 16W22.

Keywords: trace diagrams, graph coloring, matrix minors, multilinear algebra, planar algebra, tensor diagrams, determinant, cofactor.
We will later prove (1) and show that every step here can be mathematically rigorous.

In this paper, we define a set of combinatorial objects called *trace diagrams*. Each diagram translates to a well-defined multilinear function, provided it is *framed* (the framing specifies the domain and range of the function). We introduce the idea of *signed graph coloring* to describe this translation, and show that it preserves a tensorial structure. We prove two results regarding the relationship between multilinear algebra and trace diagrams. Under traditional notation, a multilinear function is characterized by its action on a basis of tensor products in the domain. Theorem 5.5 shows that trace diagram notation is more powerful than this standard notation for functions, since a single diagrammatic identity may simultaneously represent several different identities of multilinear functions. In the above example, the diagrammatic identity (1) is used to prove a vector identity; another vector identity arising from the same diagram is given in Section 5.

Our main results concern the “structural” properties of trace diagrams. In particular, we characterize their decomposition into *diagram minors*, which are closely related to matrix minors. Theorem 7.7 describes the condition under which this decomposition is possible, and Theorem 7.8 gives an upper bound for the number of matrix minors required in a formula for a trace diagram’s function.

As an application, we use trace diagrams to provide new proofs of classical determinant identities. Cayley, Jacobi, and other 19th-century mathematicians described several methods for calculating determinants in general and for special classes of matrices [Muir 1882]. The calculations could often take pages to complete because of the complex notation and the need to keep track of indices. In contrast, we show that diagrammatic proofs of certain classic results come very quickly, once the theory has been suitably developed. One can easily generalize the diagrammatic identities by adding additional matrices, which is not as easy to do with the classical notation for matrices. Theorem 9.2, a novel generalization of a determinant theorem of Jacobi, is proven in this manner.

While the term *trace diagrams* is new, the idea of using diagrammatic notations for algebraic calculations has a rich history [Baez 1996; Bullock 1997; Cvitanović 2008; Lawton and Peterson 2009; Stedman 1990]. In the early 1950s, Roger Penrose invented a diagrammatic notation that streamlined calculations in multilinear algebra. In his context, indices became labels on edges between “spider-like” nodes, and tensor contraction meant gluing two edges together [Penrose 1971]. In knot theory, Kauffman [1991] generalized Penrose’s diagrams and described their relation to knot polynomials. Przytycki and others placed Kauffman’s work in the context of skein modules [Bullock et al. 1999; Przytycki 1991]. The concept of *planar algebras* [Jones 1999] unifies many of the concepts underlying diagrammatic manipulations. More recently, Kuperberg [1996] introduced spiders as a means
of studying representation theory. In mathematical physics, Levinson [Levinson 1956] pioneered the use of diagrams to study angular momentum. This approach proved to be extremely useful, with several textbooks written on the topic. Work on these notations and their broader impact on fundamental concepts in physics culminated in books by Stedman [1990] and Cvitanović [2008].

The name “trace diagrams” was first used in [Peterson 2006] and [Lawton and Peterson 2009], where diagrams were used to write down an additive basis for a certain ring of invariants. Special cases of trace diagrams have appeared before in the above works, but they are generally used only as a tool for algebraic calculation. This paper differs in emphasizing the diagrams themselves, their combinatorial construction, and their structural properties.

This paper is organized as follows. Section 2 provides a short review of multilinear algebra. In Section 3 we introduce the idea of signed graph coloring, which forms the basis for the translation between trace diagrams and multilinear algebra described rigorously in Sections 4 and 5. Section 6 describes the basic properties of trace diagrams, and Section 7 focuses on the fundamental relationship between matrix minors and trace diagram functions. New proofs of classical determinant results are derived in Section 8. Finally, in Section 9 we prove a new multilinear algebra identity using trace diagrams.

2. Multilinear algebra

This section reviews multilinear algebra and tensors. For further reference, a nice introductory treatment of tensors is given in Appendix B of [Fulton and Harris 1991].

Let $V$ be a finite-dimensional vector space over a field $\mathbb{F}$. Informally, a 2-tensor consists of finite sums of vector pairs $(u, v) \in V \times V$ modulo the relations

$$(\lambda u, v) = (\lambda (u, v)) = (u, \lambda v)$$

for all $\lambda \in \mathbb{F}$. The resulting term is denoted $u \otimes v$. More generally, a $k$-tensor is an equivalence class of $k$-tuples of vectors, where $k$-tuples are equivalent if and only if they differ by the positioning of scalar constants. In other words, if $\prod_{i=1}^{k} \lambda_i = \prod_{i=1}^{k} \mu_i = \Lambda$ then

$$\lambda_1 u_1 \otimes \cdots \otimes \lambda_k u_k = \mu_1 u_1 \otimes \cdots \otimes \mu_k u_k = \Lambda (u_1 \otimes \cdots \otimes u_k).$$

Let $N = \{1, 2, \ldots, n\}$. In what follows, we assume that $V$ has basis $\{\hat{e}_1, \hat{e}_2, \ldots, \hat{e}_n\}$. The space of $k$-tensors $V^{\otimes k} \equiv V \otimes \cdots \otimes V$ is itself a vector space with $n^k$ basis elements of the form

$$\hat{e}_\alpha \equiv \hat{e}_{a_1} \otimes \hat{e}_{a_2} \otimes \cdots \otimes \hat{e}_{a_k};$$

one for each $\alpha = (a_1, a_2, \ldots, a_k) \in N^k$. By convention $V^{\otimes 0} = \mathbb{F}$. 

Let \((\cdot, \cdot)\) be the inner product on \(V\) defined by \((\hat{e}_i, \hat{e}_j) = \delta_{ij}\), where \(\delta_{ij}\) is the Kronecker delta. This extends to an inner product on \(V^\otimes k\) with

\[
\langle \hat{e}_\alpha, \hat{e}_\beta \rangle = \delta_{\alpha_1 \beta_1} \delta_{\alpha_2 \beta_2} \cdots \delta_{\alpha_k \beta_k},
\]

making \(\{\hat{e}_\alpha : \alpha \in N^k\}\) an orthonormal basis for \(V^\otimes k\).

Given another vector space \(W\) over \(\mathbb{F}\), a multilinear function \(f : V^\otimes k \to W\) is one that is linear in each term, so that

\[
f((\lambda u + \mu v) \otimes u_2 \otimes \cdots \otimes u_k) = \lambda f(u \otimes u_2 \otimes \cdots \otimes u_k) + \mu f(v \otimes u_2 \otimes \cdots \otimes u_k),
\]

and a similar identity holds for each of the other \((k-1)\) terms.

Denote by \(\text{Fun}(V^\otimes j, V^\otimes k)\) the space of multilinear functions from \(V^\otimes j\) to \(V^\otimes k\). There are two standard ways to combine these functions. First, given \(f_1 \in \text{Fun}(V^\otimes j_1, V^\otimes k_1)\) and \(f_2 \in \text{Fun}(V^\otimes j_2, V^\otimes k_2)\), then \(f_1 \otimes f_2 \in \text{Fun}(V^\otimes (j_1+j_2), V^\otimes (k_1+k_2))\) is the multilinear function defined by letting \(f_1\) operate on the first \(j_1\) tensor components of \(V^\otimes (j_1+j_2)\) and \(f_2\) on the last \(j_2\) components.

A multilinear function \(f \in \text{Fun}(V^\otimes k) \equiv \text{Fun}(V^\otimes k, \mathbb{F})\) is commonly called a multilinear form. Also, functions \(f : \mathbb{F} \to \mathbb{F}\) may be thought of as elements of \(\mathbb{F}\). In particular, \(\text{Fun}(\mathbb{F}, \mathbb{F}) \equiv \mathbb{F}\) via the isomorphism \(f \mapsto f(1)\).

The space of tensors \(V^\otimes k\) is isomorphic to the space of forms \(\text{Fun}(V^\otimes k)\). Given \(f \in \text{Fun}(V^\otimes k)\), the isomorphism maps

\[
f \mapsto \sum_{\alpha \in N^k} f(\hat{e}_\alpha) \hat{e}_\alpha \in V^\otimes k.
\]

This is the duality property of tensor algebra. Loosely speaking, multilinear functions do not distinguish between inputs and outputs; up to isomorphism all that matters is the total number of inputs and outputs.

One relevant example is the determinant, which can be written as a multilinear function \(V^\otimes k \to \mathbb{F}\). In particular, if a \(k \times k\) matrix is written in terms of its column vectors as \(A = [a_1 a_2 \cdots a_k]\), then the determinant maps the ordered \(k\)-tuple \(a_1 \otimes \cdots \otimes a_k\) to \(\det(A)\). This may be defined on the tensor product since a scalar multiplied on a single column may be factored outside the determinant. Determinants additionally are antisymmetric, since switching any two columns changes the sign of the determinant. Antisymmetric functions can also be considered as functions on an exterior (wedge) product of vector spaces, which we do not define here.
3. Signed graph coloring

This section introduces graph theoretic principles that will be used in defining trace diagram functions. Although the terminology of colorings is borrowed from graph theory, to our knowledge the notion of signed graph coloring is new, being first described in [Peterson 2006]. Some readers may wish to consult a graph theory text such as [West 2001] for further background on graph theory and edge-colorings, or an abstract algebra text such as [Fraleigh 1967] for further background on permutations.

Ciliated graphs and edge-colorings. A graph $G = (V, E)$ consists of a finite collection of vertices $V$ and a finite collection of edges $E$. Throughout this paper, we permit an edge to be any one of the following:

1. a 2-vertex set $\{v_1, v_2\} \subset V$, representing an (undirected) edge connecting vertices $v_1$ and $v_2$;
2. a 1-vertex set $\{v\} \subset V$ called a loop, representing an edge connecting a vertex to itself; or
3. the empty set $\{\} \subset V$, denoted $\bigcirc$, representing a trivial loop that does not connect any vertices.

In addition, we allow the collection of edges $E$ to contain repeated elements of the same form.

Two vertices are adjacent if there is an edge connecting them; two edges are adjacent if they share a common vertex. An edge is adjacent to a vertex if it contains that vertex. Given a vertex $v$, the set of edges adjacent to $v$ will be denoted $E(v)$. The degree $\deg(v)$ of a vertex $v$ is the number of adjacent edges, where any loops at the vertex are counted twice. Vertices of degree 1 are commonly called leaves.

Definition 3.1. A ciliated graph $G = (V, E, \sigma_*)$ is a graph $(V, E)$ together with an ordering $\sigma_v : \{1, 2, \ldots, \deg(v)\} \rightarrow E(v)$ of edges at each vertex $v \in V$.

By convention, when such graphs are drawn in the plane, the ordering is specified by enumerating edges in a counterclockwise fashion from a ciliation, as shown in Figure 1.

![Figure 1](image-url)

Figure 1. Proceeding counterclockwise from the ciliation at the vertex $v$, one obtains the edge ordering $\sigma_v(1), \sigma_v(2), \sigma_v(3), \sigma_v(4)$. 
Definition 3.2. Given the set $N = \{1, 2, \ldots, n\}$, an $n$-edge-coloring of a graph $G = (V, E)$ is a map $\kappa : E \to N$. The coloring is said to be proper if the graph does not contain any loops and no two adjacent edges have the same label; equivalently, for every vertex $v$ the restriction $\kappa : E(v) \to N$ is one-to-one. When $n$ is clear from context, we denote the set of all proper $n$-edge-colorings of a graph $G$ by $\text{col}(G)$. Note that some graphs do not have proper $n$-edge-colorings for certain $n$. As a simple example, the graph $\triangle$ has no 2-edge-colorings.

Permutations and signatures of edge-colorings. Let $S_n$ denote the set of permutations of $N = \{1, 2, \ldots, n\}$. We denote a specific permutation as follows: $(1 \ 2 \ 3)$ denotes the identity permutation, and $(1 \ 2 \ 3)$ denotes the permutation mapping $1 \mapsto 3$, $2 \mapsto 2$, and $3 \mapsto 1$. The signature of a permutation is $(-1)^k$, where $k$ is the number of transpositions (or swaps) that must be made to return the permutation to the identity. For example, the permutation $(1234)$ has signature $-1$, since it takes $3$ transpositions to return it to the identity:

$$(2, 4, 1, 3) \rightsquigarrow (1, 4, 2, 3) \rightsquigarrow (1, 2, 4, 3) \rightsquigarrow (1, 2, 3, 4).$$

Proper edge-colorings induce permutations at the vertices of ciliated graphs. Given a proper $n$-edge-coloring $\kappa$ and a degree-$n$ vertex $v$, there is a well-defined permutation $\pi_{\kappa}(v) \in S_n$ defined by

$$\pi_{\kappa}(v) : i \mapsto \kappa(\sigma_v(i)).$$

In other words, 1 is taken to the label on the first edge adjacent to the vertex, 2 is taken to the label on the second edge, and so on. An example is shown in Figure 2.

Definition 3.3 [Peterson 2006]. Given a proper $n$-edge-coloring $\kappa$ of a ciliated graph $G = (V, E, \sigma_*)$, the signature $\text{sgn}_\kappa(G)$ is the product of permutation signatures on the degree-$n$ vertices:

$$\text{sgn}_\kappa(G) = \prod_{v \in V_n} \text{sgn}(\pi_{\kappa}(v)),$$

where $V_n$ is the set of degree-$n$ vertices in $V$ and $\text{sgn}(\pi_{\kappa}(v))$ is the signature of the permutation $\pi_{\kappa}(v)$. If there are no degree-$n$ vertices, the signature is $+1$.

![Figure 2](image-url)  
Figure 2. The proper edge-coloring at right induces the permutation $(1234)$ on the ciliated vertex shown. The signature of the coloring is $-1$. 

The signed chromatic index $\chi(G)$ is the sum of signatures over all proper edge-colorings:

$$\chi(G) = \sum_{\kappa \in \text{col}(G)} \text{sgn}_\kappa(G).$$

**Example.** For $n = 2$, the ciliated graph $G = \begin{array}{c}
\bigcirc
\end{array}$ has exactly two proper edge-colorings:

$$\kappa_1 \leftrightarrow \begin{array}{c}
\bigcirc
\end{array} \begin{array}{c}
1
\end{array} \begin{array}{c}
2
\end{array} \begin{array}{c}
\downarrow
\end{array} \begin{array}{c}
w
\end{array} \text{ and } \kappa_2 \leftrightarrow \begin{array}{c}
\bigcirc
\end{array} \begin{array}{c}
1
\end{array} \begin{array}{c}
2
\end{array} \begin{array}{c}
\downarrow
\end{array} \begin{array}{c}
w
\end{array}. \quad (3)$$

With the counterclockwise ordering, $\pi_{\kappa_1}(w) = (1 2)$ and $\pi_{\kappa_1}(v) = (1 2 1)$, so the signature of the first coloring is

$$\text{sgn}_{\kappa_1}(G) = \text{sgn}(\pi_{\kappa_1}(w)) \text{ sgn}(\pi_{\kappa_1}(v)) = \text{sgn}(1 2) \text{ sgn}(1 2) = -1.$$

In the second case, the permutations are $(1 2)$ at $w$ and $(1 2)$ at $v$, so the signature is again $-1$. Therefore, the signed chromatic index of this ciliated graph is $\chi(G) = -2$.

**Pre-edge-colorings.**

**Definition 3.4** [Peterson 2006]. A pre-edge-coloring of a graph $G = (E, V)$ is an edge-coloring $\tilde{\kappa} : \tilde{E} \rightarrow N$ of a subset $\tilde{E} \subset E$ of the edges of $G$. A leaf-coloring is a pre-edge-coloring of the edges adjacent to the degree-1 vertices.

Two pre-edge-colorings $\tilde{\kappa}_1 : \tilde{E}_1 \rightarrow N$ and $\tilde{\kappa}_2 : \tilde{E}_2 \rightarrow N$ are compatible if they agree on the intersection $\tilde{E}_1 \cap \tilde{E}_2$. In this case, the map $\tilde{\kappa}_1 \cup \tilde{\kappa}_2$ defined by $(\tilde{\kappa}_1 \cup \tilde{\kappa}_2)|_{\tilde{E}_i} = \tilde{\kappa}_i|_{\tilde{E}_i}$ is also a pre-edge-coloring.

If $\tilde{\kappa}_1 : \tilde{E}_1 \rightarrow N$ and $\tilde{\kappa}_2 : \tilde{E}_2 \rightarrow N$ are compatible and $\tilde{E}_1 \subset \tilde{E}_2$, we say that $\tilde{\kappa}_2$ extends $\tilde{\kappa}_1$ and write $\tilde{\kappa}_2 \gg \tilde{\kappa}_1$. We denote the (possibly empty) set of proper edge-colorings that extend $\tilde{\kappa}$ by

$$\text{col}_{\tilde{\kappa}}(G) \equiv \{ \kappa \in \text{col}(G) : \kappa \gg \tilde{\kappa} \}.$$

The signed chromatic subindex of a pre-edge-coloring $\tilde{\kappa}$ is the sum of signatures of its proper extensions:

$$\chi_{\tilde{\kappa}}(G) = \sum_{\kappa \gg \tilde{\kappa}} \text{sgn}_\kappa(G).$$

**Example.** For $n = 3$, the pre-edge-coloring $\tilde{\kappa} \leftrightarrow \begin{array}{c}
\bigcirc
\end{array} \begin{array}{c}
1
\end{array} \begin{array}{c}
2
\end{array} \begin{array}{c}
\downarrow
\end{array} \begin{array}{c}
3
\end{array}$ extends to exactly two proper edge-colorings:

$$\kappa_1 \leftrightarrow \begin{array}{c}
\bigcirc
\end{array} \begin{array}{c}
1
\end{array} \begin{array}{c}
2
\end{array} \begin{array}{c}
3
\end{array} \begin{array}{c}
\downarrow
\end{array} \begin{array}{c}
1
\end{array} \text{ and } \kappa_2 \leftrightarrow \begin{array}{c}
\bigcirc
\end{array} \begin{array}{c}
2
\end{array} \begin{array}{c}
1
\end{array} \begin{array}{c}
\downarrow
\end{array} \begin{array}{c}
3
\end{array}. \quad (4)$$
One computes the signed chromatic subindex by summing over the signature of each coloring. In the first case,

$$\text{sgn}_{\kappa_1}(G) = \text{sgn}\left(\begin{array}{ccc} 1 & 2 & 3 \\ 1 & 2 & 3 \end{array}\right) \text{sgn}\left(\begin{array}{ccc} 1 & 2 & 3 \\ 3 & 2 & 1 \end{array}\right) = -1,$$

where the permutations are read in counterclockwise order from the vertex. In the second case, the permutations are \(\left(\begin{array}{ccc} 1 & 2 & 3 \\ 1 & 2 & 3 \end{array}\right)\) and \(\left(\begin{array}{ccc} 1 & 2 & 3 \\ 3 & 1 & 2 \end{array}\right)\), so

$$\text{sgn}_{\kappa_2}(G) = \text{sgn}\left(\begin{array}{ccc} 1 & 2 & 3 \\ 1 & 2 & 3 \end{array}\right) \text{sgn}\left(\begin{array}{ccc} 1 & 2 & 3 \\ 3 & 1 & 2 \end{array}\right) = +1.$$

Summing the two signatures, the signed chromatic subindex is

$$\chi_{\hat{\kappa}}(G) = \text{sgn}_{\kappa_1}(G) + \text{sgn}_{\kappa_2}(G) = -1 + 1 = 0.$$

### 4. Trace diagrams

Penrose [1971] was probably the first to describe how tensor algebra may be performed diagrammatically. In his framework, edges in a graph represent elements of a vector space, and nodes represent multilinear functions. Trace diagrams are a generalization of Penrose’s tensor diagrams, in which edges may be labeled by matrices and nodes represent the determinant.

The closest concept in traditional graph theory is a voltage graph (also called a gain graph), in which the edges of a graph are marked by group elements in an “orientable” way [Gross 1974]. Diagrams labeled by matrices also make frequent appearances in skein theory [Bullock 1997; Sikora 2001] and occasional appearances in the work of Stedman [1990] and Cvitanović [2008].

**Definition.** In the remainder of this paper, \(V\) will represent an \(n\)-dimensional vector space over a base field \(F\) (with \(n \geq 2\)), and \(\{\hat{e}_1, \hat{e}_2, \ldots, \hat{e}_n\}\) will represent an orthonormal basis for \(V\).

**Definition 4.1.** An \(n\)-trace diagram is a ciliated graph \(\mathcal{G} = (V_1 \sqcup V_2 \sqcup V_n, E, \sigma_n)\), where \(V_i\) is comprised of vertices of degree \(i\), together with a labeling \(A_{\mathcal{G}} : V_2 \to \text{Fun}(V, V)\) of degree-2 vertices by linear transformations. If there are no degree-1 vertices, the diagram is said to be closed.

A framed trace diagram is a diagram together with a partition of the degree-1 vertices \(V_1\) into two disjoint ordered collections: the inputs \(V_I\) and the outputs \(V_O\).

Thus, trace diagrams contain vertices of degree 1, 2, or \(n\) only, and the degree-2 vertices represent matrices. An example is shown in Figure 3. Note that in the case \(n = 2\), the vertices in \(V_2\) and \(V_n\) have the same degree but are disjoint sets. By convention, framed trace diagrams are drawn with inputs at the bottom of the diagram and outputs at the top. Both are assumed to be ordered left to right.
Figure 3. An unframed 4-trace diagram. Degree-$n$ vertices are ciliated and degree-2 vertices are marked by matrices in an oriented manner.

As shown in Figure 3, we represent matrix markings at the degree-2 vertices as follows:

$$A \leftrightarrow \overline{A}, \quad A^{-1} \leftrightarrow \overline{A}.$$

Note that when drawing the inverse of a matrix in a diagram, we use the shorthand $\overline{A}$ because the traditional notation $A^{-1}$ is overly cumbersome.

The ordering at a degree-2 vertex $v$ given by the ciliation is implicit in the orientation of the node. Precisely, the ciliation $\sigma : \{1, 2\} \to E(v)$ orders the adjacent edges as follows:

\[\sigma_v(2) \quad \sigma_v(1)\]

We refer to the first edge $\sigma_v(1)$ as the “incoming” edge and the second edge $\sigma_v(2)$ as the “outgoing” edge. In general,

$$\overline{A} \neq \overline{A},$$

since the nodes occur with opposite orientations.

**Trace diagram colorings and their coefficients.** Trace diagrams require a slightly different definition of edge-coloring:

**Definition 4.2.** A **coloring** of an $n$-trace diagram $\mathcal{D}$ is a map $\kappa : E \to \mathbb{N}$. The coloring is **proper** if the labels at each $n$-vertex are distinct. The (possibly empty) space of all colorings of $\mathcal{D}$ is denoted $\text{col}(\mathcal{D})$.

Note that in a proper coloring of a trace diagram, the edges adjoining a matrix may have the same label.

**Definition 4.3.** Given a coloring $\kappa$ of a trace diagram $\mathcal{D}$ with matrix labeling $A_{\mathcal{D}} : V_2 \to \text{Fun}(V, V)$, the **coefficient** $\psi_\kappa(\mathcal{D})$ of the coloring is defined to be

$$\psi_\kappa(\mathcal{D}) \equiv \prod_{v \in V_2} (A_{\mathcal{D}}(v))_{\sigma_v(2)\sigma_v(1)},$$

where $(A(v))_{\sigma_v(2)\sigma_v(1)} = \langle \hat{e}_{\sigma_v(2)}, A(v) \hat{e}_{\sigma_v(1)} \rangle$ represents the matrix entry in row $\sigma_v(2)$ and column $\sigma_v(1)$. 

Example. In the simplest colored diagram with a matrix,
\[ \psi \left( \begin{pmatrix} i \\ j \end{pmatrix} \right) = (A)_{ij}. \]
Similarly,
\[ \psi \left( \begin{pmatrix} i \\ j \\ k \end{pmatrix} \right) = (A)_{ij} (B)_{jk}. \]

Example. In the colored diagram \( \begin{array}{cc} 1 & 2 \\ 2 & 1 \end{array} \), the coefficient is \((A)_{21} (A)_{12}\).

**Trace diagram functions.** Recall that \( \{ \hat{e}_1, \ldots, \hat{e}_n \} \) represents an orthonormal basis for the vector space \( V \). In a framed trace diagram, a basis element \( \hat{e}_\alpha \in V^\otimes |V_I| \) is equivalent to a labeling of the input vertices by basis elements. This labeling induces a precoloring on the adjacent edges: if a vertex is labeled by \( \hat{e}_i \), then its adjacent edge is labeled by \( i \). We denote this precoloring by \( \alpha \). Likewise, a basis element \( \hat{e}_\beta \in V^\otimes |V_O| \) induces a precoloring on edges adjacent to the output vertices, which we denote \( \beta \). Since \( V_I \) and \( V_O \) comprise all degree-1 vertices in the diagram, if \( \alpha \) and \( \beta \) exist (and are compatible) then \( \alpha \cup \beta \) is a leaf-coloring of the diagram.

We now define the key concept relating trace diagrams and multilinear functions. Each diagram corresponds to a unique function, whose coefficients are the signed chromatic subindices of these leaf-colorings, weighted by coloring coefficients.

**Definition 4.4.** Given a trace diagram \( \mathcal{D} \), the weight \( \chi_\gamma (\mathcal{D}) \) of a leaf-coloring \( \gamma \) is
\[ \chi_\gamma (\mathcal{D}) = \sum_{\kappa \succ \gamma} \text{sgn}_\kappa (\mathcal{D}) \psi_\kappa (\mathcal{D}). \]

The value of a closed diagram \( \mathcal{D} \) is
\[ \chi (\mathcal{D}) = \sum_{\kappa \in \text{col} (\mathcal{D})} \text{sgn}_\kappa (\mathcal{D}) \psi_\kappa (\mathcal{D}). \]

**Definition 4.5.** Given a framed trace diagram \( \mathcal{D} \), the trace diagram function \( f_\mathcal{D} : V^\otimes |V_I| \rightarrow V^\otimes |V_O| \) is the linear extension of the basis mappings
\[ f_\mathcal{D} : \hat{e}_\alpha \mapsto \sum_{\beta \in N^\otimes |V_O|} \chi_{\alpha \cup \beta} (\mathcal{D}) \hat{e}_\beta, \]
where \( f_\mathcal{D} : \hat{e}_\alpha \mapsto 0 \) if \( \hat{e}_\alpha \) does not induce a precoloring or does not extend to any proper colorings.

**Remark 4.6.** If \( n \) is odd, trace diagrams may be drawn without ciliations, since \( \text{sgn}(\sigma) \) is invariant under cyclic reorderings:
\[ \text{sgn} \left( \begin{pmatrix} 1 & \cdots & n-1 & n \\ a_1 & a_2 & \cdots & a_n \end{pmatrix} \right) = \text{sgn} \left( \begin{pmatrix} 1 & \cdots & n-1 & n \\ a_2 & \cdots & a_n & a_1 \end{pmatrix} \right). \]
We will sometimes abuse notation by using the diagram $\Box$ interchangeably with $f_\Box$. When describing a diagram’s function, we will sometimes mark the input vertices by vectors to indicate the input vectors. For example,

is used as shorthand for $f_\Box(u \otimes v)$. We also write formal linear sums of diagrams to indicate the corresponding sums of functions. See the next section for explicit details on why this is permissible.

**Computations and examples.** The next few examples show how to compute the value of a closed diagram. Later examples will demonstrate how trace diagram functions are computed.

**Example.** The “barbell” diagram $\bigcirc - \bigcirc$ has no proper colorings, since in any coloring the same color meets a vertex twice. Therefore, the diagram’s value is $\chi(\bigcirc - \bigcirc) = 0$.

**Example.** The simple loop $\bigcirc$ (with no vertices) has $n$ proper colorings, $\{\bigcirc^i\}$ for $i = 1, 2, \ldots, n$. Since there are no vertices, the weight of each coloring is $+1$. Hence, the value of the circle is $\chi(\bigcirc) = \sum_{i=1}^n 1 = n$.

The next example is the reason for the terminology “trace” diagram.

**Example.** The simplest closed trace diagram with a matrix is $\bigodot_A$. There are $n$ proper colorings of the form $\bigodot^i_A$, for $i = 1, 2, \ldots, n$. The coefficient of the $i$-th coloring is $(A)_{ii} \equiv a_{ii}$, so the diagram’s value is

$$\chi(\bigodot_A) = a_{11} + \cdots + a_{nn} = \text{tr}(A). \quad (8)$$

The propositions that follow will be used later in this paper, but they are also intended as examples illustrating how to compute trace diagram functions.

**Proposition 4.7.** The function of the diagram $\big|_v$ is the identity $v \mapsto v$.

**Proof.** To compute $f\big|_v(\hat{e}_i)$, one considers the precoloring $\alpha$ in which the input edge has been labeled $i$. But this is also a full coloring, and since there are no vertices and no matrices, the weight of that coloring is $+1$. Hence, $\beta = \alpha = (i)$ is the only summand in (7) and $f\big|_v(\hat{e}_i) = \hat{e}_i$. By linear extension, this means $f\big|_v(v) = v$ for all $v \in V$, so the diagram’s function is the identity on $V$. \qed

**Proposition 4.8.**

(i) $f_A : v \mapsto Av$ for any $n \times n$ matrix $A$.

(ii) Given $n \times n$ matrices $A$ and $B$, the diagrams $\bigodot_A$ and $\bigodot_B$ have the same function.
Proof. Recall that the coefficient of a coloring of \( A \) is \((A)_{ij}\), where \( i \) is the label at the top of the diagram and \( j \) is the label at the bottom of the diagram (5). Thus,

\[
f_A : \hat{e}_j \mapsto \sum_{i=1,\ldots,n} \psi \left( \begin{array}{c} i \\ j \end{array} \right) = \sum_{i=1,\ldots,n} (A)_{ij} \equiv A \hat{e}_j.
\]

By linear extension, \( f_A : v \mapsto (A)v \), verifying the first result.

In the case of the diagram \( B \), one reasons similarly to show that the diagram’s function maps \( \hat{e}_k \) to

\[
\sum_{i=1,\ldots,n} \sum_{j=1,\ldots,n} \psi \left( \begin{array}{c} i \\ j \end{array} \right) = \sum_{i=1,\ldots,n} \sum_{j=1,\ldots,n} (A)_{ij}(B)_{jk} \equiv AB \hat{e}_k.
\]

Thus, \( v \mapsto (AB)v \), verifying the second result. \( \square \)

We can now prove the diagrammatic identity (1) stated in the introduction.

**Proposition 4.9.** As a statement about the functions underlying the corresponding 3-trace diagrams,

\[
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\end{array}
\end{array}
\end{array}
\end{array}
= \begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\end{array}
\end{array}
\end{array}
- \begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\end{array}
\end{array}
\end{array}
\end{array}.
\]

Proof. Proposition 4.7 implies that

\[
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\end{array}
\end{array}
\end{array}
\end{array}
: u \otimes v \mapsto v \otimes u \quad \text{and} \quad \begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\end{array}
\end{array}
\end{array}
: u \otimes v \mapsto u \otimes v.
\]

Now consider the function for the 3-diagram \( D = \begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\end{array}
\end{array}
\end{array} \). The basis element \( \hat{e}_i \otimes \hat{e}_i \), where \( i \in \{1, 2, 3\} \), corresponds to \( \alpha = (i, i) \) and induces the precoloring \( \alpha \leftrightarrow \begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\end{array}
\end{array}
\end{array} \), which does not extend to any proper colorings. Hence \( f_D : \hat{e}_i \otimes \hat{e}_i \mapsto 0 \).

The basis element \( \hat{e}_i \otimes \hat{e}_j \), where \( i \neq j \), induces the precoloring \( \alpha \leftrightarrow \begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\end{array}
\end{array}
\end{array} \).

The summation in (7) is nominally over 9 possibilities (the number of elements in \( N \times N \)), but we only need to consider the two full colorings that extend this precoloring. These are

\[
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\end{array}
\end{array}
\end{array} m n \quad \text{and} \quad \begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\end{array}
\end{array}
\end{array} k l,
\end{array} m n
\]

where \( k \in \{1, 2, 3\} \) is not equal to \( i \) or \( j \). The signatures are \( \text{sgn}_{\alpha \cup \beta_1}(D) = -1 \) and \( \text{sgn}_{\alpha \cup \beta_2}(D) = +1 \). This statement was proven in detail for the case of \( i = 1 \) and \( j = 2 \) in (4); the other cases are proven similarly. Since there are no matrices in the diagram, the coefficients of the colorings are both 1, and the weights are equal to the signatures. Summing over \( \hat{e}_i \) gives

\[
f_D : \hat{e}_i \otimes \hat{e}_j \mapsto -\hat{e}_i \otimes \hat{e}_j + \hat{e}_j \otimes \hat{e}_i.
\]
Combining this with the fact that \( f_{\mathbb{H}} : \hat{e}_i \otimes \hat{e}_i \mapsto 0 \) proves the general statement

\[
f_{\mathbb{H}} : u \otimes v \mapsto v \otimes u - u \otimes v,
\]

which completes the proof. \( \square \)

We close this section with the diagrams for the inner and cross products.

**Proposition 4.10.** The inner product \( u \otimes v \mapsto u \cdot v \) of \( n \)-dimensional vectors is represented by the \( n \)-trace diagram \( \overbrace{} \).

**Proof.** Since there is only one edge, \( \hat{e}_i \otimes \hat{e}_j \) does not induce a coloring unless \( i = j \). In this case, the weight of the coloring is 1. Therefore, \( \hat{e}_i \otimes \hat{e}_j \mapsto 1 \) if \( i = j \), or 0 if \( i \neq j \). By extension, \( u \otimes v = u \cdot v. \) \( \square \)

**Proposition 4.11.** The cross product \( u \otimes v \mapsto u \times v \) of 3-dimensional vectors is represented by the 3-diagram \( \overbrace{} \).

**Proof.** The input \( \hat{e}_i \otimes \hat{e}_j \) corresponds to the precoloring \( \overbrace{} \). If \( i = j \), there is no proper coloring extending this precoloring, so the diagram’s function maps \( \hat{e}_i \otimes \hat{e}_i \mapsto 0 \). Otherwise, the only proper coloring is \( \overbrace{} \), where \( k \) is not equal to \( i \) or \( j \). The signature of this coloring is \( (1 2 3) \). Thus, \( \hat{e}_i \otimes \hat{e}_j \mapsto \text{sgn}(1 2 3) \hat{e}_k \). It is straightforward to check that this extends to the standard cross product; for instance, \( \hat{e}_1 \otimes \hat{e}_2 \mapsto \text{sgn}(1 2 3) \hat{e}_3 = \hat{e}_3 \). The other cases are similar. \( \square \)

**Transpose diagrams.** Given a trace diagram \( \mathbb{D} \), we define the transpose diagram \( \mathbb{D}^* \) to be the trace diagram in which all orientations of matrix vertices in \( \mathbb{D} \) have been reversed. The following result describes the relationship between the functions of \( \mathbb{D} \) and \( \mathbb{D}^* \).

**Proposition 4.12** (Transpose diagrams). Let \( \mathbb{D} \) be a trace diagram and let \( \mathbb{D}^T \) represent the same diagram in which all matrices have been replaced by their transpose. Then \( f_{\mathbb{D}^*} = f_{\mathbb{D}^T} \).

**Proof.** By (5),

\[
\psi \left( \begin{bmatrix} i \\ j \end{bmatrix} \right) = (A)_{ji} = (A^T)_{ij} = \psi \left( \begin{bmatrix} j \\ i \end{bmatrix} \right).
\]

Thus, the impact of transposing matrices on the underlying function is the same as that of reversing 2-vertex orientations. \( \square \)
5. Multilinear functions and diagrammatic relations

Composition and tensor product diagrams. Given the base field \( \mathbb{F} \), we let \( \mathcal{D}(I, O) \) denote the free \( \mathbb{F} \)-module over framed trace diagrams with \( I = |V_I| \) inputs and \( O = |V_O| \) outputs. There are two ways to combine elements of these spaces. Given \( \mathcal{D}_1 \in \mathcal{D}(I_1, O_1) \) and \( \mathcal{D}_2 \in \mathcal{D}(I_2, O_2) \) with \( |O_1| = |I_2| \), one may form the composition diagram \( \mathcal{D}_2 \circ \mathcal{D}_1 \) by gluing the output strands of \( \mathcal{D}_1 \) to the input strands of \( \mathcal{D}_2 \). Since by convention inputs are drawn at the bottom of a diagram and outputs at the top, this composition involves drawing one diagram above another. Second, given arbitrary framed diagrams \( \mathcal{D}_1 \in \mathcal{D}(I_1, O_1) \) and \( \mathcal{D}_2 \in \mathcal{D}(I_2, O_2) \), we define the tensor product diagram \( \mathcal{D}_1 \otimes \mathcal{D}_2 \in \mathcal{D}(I_1 + I_2, O_1 + O_2) \) to be that obtained by placing \( \mathcal{D}_2 \) to the right of \( \mathcal{D}_1 \). See Figure 4 for depictions of these two diagram operations.

\[
\begin{align*}
\mathcal{D}_2 \circ \mathcal{D}_1 & = \begin{array}{c}
\cdots
\mathcal{D}_2
\end{array} \begin{array}{c}
\cdots
\mathcal{D}_1
\end{array} = \begin{array}{c}
\cdots
\end{array} \begin{array}{c}
\cdots
\end{array} \\
\mathcal{D}_1 \otimes \mathcal{D}_2 & = \begin{array}{c}
\cdots
\mathcal{D}_1
\end{array} \begin{array}{c}
\cdots
\mathcal{D}_2
\end{array} = \begin{array}{c}
\cdots
\end{array} \begin{array}{c}
\cdots
\end{array}
\end{align*}
\]

Figure 4. The composition of trace diagrams is formed by drawing one diagram above another (left). The tensor product of trace diagrams is found by drawing diagrams side by side (right).

Both of these structures are preserved under the mapping \( \mathcal{D} \mapsto f_{\mathcal{D}} \). The proof is rather technical, but straightforward.

**Theorem 5.1.** Let \( \mathcal{D}_1 \in \mathcal{D}(I_1, O_1) \) and \( \mathcal{D}_2 \in \mathcal{D}(I_2, O_2) \). The trace diagram function \( f_{\mathcal{D}} \) satisfies (i) \( f_{\mathcal{D}_1 \otimes \mathcal{D}_2} = f_{\mathcal{D}_1} \otimes f_{\mathcal{D}_2} \), and (ii) \( f_{\mathcal{D}_2 \circ \mathcal{D}_1} = f_{\mathcal{D}_2} \circ f_{\mathcal{D}_1} \) (when the composition \( \mathcal{D}_2 \circ \mathcal{D}_1 \) is defined).

**Proof.** To see that the tensorial structure is preserved, observe that

\[
\begin{align*}
f_{\mathcal{D}_1 \otimes \mathcal{D}_2}(\hat{e}_{a_1} \otimes \hat{e}_{a_2}) & = \sum_{\beta_1, \beta_2 \in N^{|O_1|+|O_2|}} \chi_{a_1 \cup a_2 \cup \beta_1 \cup \beta_2}(\mathcal{D}_1 \otimes \mathcal{D}_2)\hat{e}_{\beta_1} \otimes \hat{e}_{\beta_2} \\
& = \sum_{\beta_1 \in N^{|O_1|}} \sum_{\beta_2 \in N^{|O_2|}} \chi_{a_1 \cup \beta_1}(\mathcal{D}_1) \chi_{a_2 \cup \beta_2}(\mathcal{D}_2)\hat{e}_{\beta_1} \otimes \hat{e}_{\beta_2} \\
& = \left( \sum_{\beta_1 \in N^{|O_1|}} \chi_{a_1 \cup \beta_1}(\mathcal{D}_1)\hat{e}_{\beta_1} \right) \otimes \left( \sum_{\beta_2 \in N^{|O_2|}} \chi_{a_2 \cup \beta_2}(\mathcal{D}_2)\hat{e}_{\beta_2} \right) \\
& = f_{\mathcal{D}_1} \otimes f_{\mathcal{D}_2}(\hat{e}_{a_1} \otimes \hat{e}_{a_2}).
\end{align*}
\]
For composition, assume $\mathcal{D}_2 \circ \mathcal{D}_1$ is defined. Apply (7) twice to get

$$f_{\mathcal{D}_2} \circ f_{\mathcal{D}_1} : \hat{e}_\alpha \mapsto \sum_{\gamma \in N^{|O_2|}} \left( \sum_{\beta \in N^{|O_1|}} \chi_{\alpha \cup \beta} (\mathcal{D}_1) \chi_{\beta \cup \gamma} (\mathcal{D}_2) \right) \hat{e}_\gamma.$$  \hfill (9)

The following lemma simplifies the term in parentheses:

**Lemma 5.2.**

$$\sum_{\beta \in N^{|O_1|}} \chi_{\alpha \cup \beta} (\mathcal{D}_1) \chi_{\beta \cup \gamma} (\mathcal{D}_2) = \chi_{\alpha \cup \gamma} (\mathcal{D}_2 \circ \mathcal{D}_1).$$  \hfill (10)

**Proof.** Recall that by definition $\chi_{\alpha \cup \gamma} (\mathcal{D}_2 \circ \mathcal{D}_1)$ is defined as a sum over all proper colorings $\kappa$ of the composition diagram $\mathcal{D}_2 \circ \mathcal{D}_1$ that extend the precoloring $\alpha \cup \gamma$. A proper coloring $\kappa$ induces proper colorings $\kappa_1$ of $\mathcal{D}_1$ and $\kappa_2$ of $\mathcal{D}_2$ that agree on the common edges. So we may write the right-hand side of (10) as

$$\chi_{\alpha \cup \gamma} (\mathcal{D}_2 \circ \mathcal{D}_1) = \sum_{\kappa \gg \alpha \cup \gamma} \text{sgn}_{\kappa} (\mathcal{D}_2 \circ \mathcal{D}_1) \psi_{\kappa} (\mathcal{D}_2 \circ \mathcal{D}_1) = \sum_{\beta \in N^{|O_1|}} \sum_{\kappa_1 > \alpha \cup \beta} \text{sgn}_{\kappa_1} (\mathcal{D}_1) \sum_{\kappa_2 > \beta \cup \gamma} \text{sgn}_{\kappa_2} (\mathcal{D}_2) \psi_{\kappa_1}(\mathcal{D}_1) \psi_{\kappa_2}(\mathcal{D}_2) = \sum_{\beta \in N^{|O_1|}} \chi_{\alpha \cup \beta} (\mathcal{D}_1) \chi_{\beta \cup \gamma} (\mathcal{D}_2).$$

Returning to the proof of the theorem, since by definition

$$f_{\mathcal{D}_2} \circ f_{\mathcal{D}_1} (\hat{e}_\alpha) = \sum_{\gamma \in N^{|O_2|}} \chi_{\alpha \cup \gamma} (\mathcal{D}_2 \circ \mathcal{D}_1) \hat{e}_\gamma,$$

it follows from the lemma and (9) that $f_{\mathcal{D}_2} \circ f_{\mathcal{D}_1} = f_{\mathcal{D}_2 \circ \mathcal{D}_1}$. \hfill \(\square\)

Intuitively, this result means that a trace diagram’s function may be understood by breaking the diagram up into little pieces and gluing them back together. For example, the diagram in the introduction is decomposed as follows:

$$\begin{array}{c}
\begin{tikzpicture}
\draw (0,0) circle (0.5cm);
\draw (-0.5,0) -- (0.5,0);
\draw (0,0) -- (0,-1);
\end{tikzpicture}
\end{array} = \begin{array}{c}
\begin{tikzpicture}
\draw (0,0) circle (0.5cm);
\draw (-0.5,0) -- (0.5,0);
\draw (0,0) -- (0,-1);
\end{tikzpicture}
\end{array} \circ \left( \begin{array}{c}
\begin{tikzpicture}
\draw (0,0) circle (0.5cm);
\draw (-0.5,0) -- (0.5,0);
\draw (0,0) -- (0,-1);
\end{tikzpicture}
\end{array} \otimes \left( \begin{array}{c}
\begin{tikzpicture}
\draw (0,0) circle (0.5cm);
\draw (-0.5,0) -- (0.5,0);
\draw (0,0) -- (0,-1);
\end{tikzpicture}
\end{array} \right) \right).$

This is why the input $u \otimes v \otimes w \otimes x$ is mapped by the diagram to $(u \times v) \cdot (w \times x)$.

**Trace diagram relations.**

**Definition 5.3.** A (framed) trace diagram relation is a summation $\sum_{\mathcal{D}} c_{\mathcal{D}} \mathcal{D} \in \mathcal{D}(I, O)$ of framed trace diagrams for which $\sum_{\mathcal{D}} c_{\mathcal{D}} f_{\mathcal{D}} = 0$. 

Under Theorem 5.1, one can apply trace diagram relations locally on small pieces of larger diagrams. This is exactly what was done in the introduction using the dot and cross product diagrams of Propositions 4.10 and 4.11.

Trace diagram relations also exist for unframed diagrams, provided the degree-1 vertices are ordered. Let $\mathcal{D}(m)$ denote the free $\mathcal{F}$-module over tensor diagrams with $m$ ordered degree-1 vertices. Recall that a framing is a partition of these vertices into a set of inputs and a set of outputs. This provides a mapping $\mathcal{D}(m) \to \mathcal{D}(I, O)$ defined whenever $I + O = m$, which we call a framing.

**Definition 5.4.** A (general) trace diagram relation is a summation $\sum c_{\mathcal{D}} \in \mathcal{D}(m)$ that restricts under some partition to a framed trace diagram relation.

**Theorem 5.5.** Given a framing $\mathcal{D}(m) \to \mathcal{D}(I, O)$, every (general) trace diagram relation in $\mathcal{D}(m)$ maps to a (framed) trace diagram relation in $\mathcal{D}(I, O)$.

**Proof.** By Definition 4.5, the weights of a function depend only on the leaf labels, and not on the partition or framing of the diagram. Since the weights are the same under different partitions, the relations do not depend on the framing. □

The fact that diagrammatic relations are independent of framing is very powerful. One may sometimes read off several identities of multilinear algebra from the same diagrammatic relation, as was done in the introduction with (1). Here is another identity of 3-dimensional vectors:

**Example.** Using an alternate framing of (1),

\[
\begin{align*}
\begin{array}{c}
\begin{tikzpicture}
\node (1) at (0,1) {}; \\
\node (2) at (1,0) {}; \\
\node (3) at (2,0) {}; \\
\draw[->] (1) to (2); \\
\draw[->] (1) to (3);
\end{tikzpicture}
\end{array}
& = \\
\begin{array}{c}
\begin{tikzpicture}
\node (1) at (0,1) {}; \\
\node (2) at (1,0) {}; \\
\node (3) at (2,0) {}; \\
\draw[->] (1) to (2); \\
\draw[->] (1) to (3);
\end{tikzpicture}
\end{array} - \\
\begin{array}{c}
\begin{tikzpicture}
\node (1) at (0,1) {}; \\
\node (2) at (1,0) {}; \\
\node (3) at (2,0) {}; \\
\draw[->] (1) to (2); \\
\draw[->] (1) to (3);
\end{tikzpicture}
\end{array}.
\end{align*}
\]

This proves the identity

\[
(u \times v) \times w = (u \cdot w)v - (v \cdot w)u.
\]

It is even possible for certain diagrams to be decomposed in multiple ways, leading to algebraic identities.

**Example.** The single diagram

\[
\begin{align*}
\begin{array}{c}
\begin{tikzpicture}
\node (1) at (0,1) {}; \\
\node (2) at (1,0) {}; \\
\node (3) at (2,0) {}; \\
\draw[->] (1) to (2); \\
\draw[->] (1) to (3);
\end{tikzpicture}
\end{array}
& = \\
\begin{array}{c}
\begin{tikzpicture}
\node (1) at (0,1) {}; \\
\node (2) at (1,0) {}; \\
\node (3) at (2,0) {}; \\
\draw[->] (1) to (2); \\
\draw[->] (1) to (3);
\end{tikzpicture}
\end{array} = \\
\begin{array}{c}
\begin{tikzpicture}
\node (1) at (0,1) {}; \\
\node (2) at (1,0) {}; \\
\node (3) at (2,0) {}; \\
\draw[->] (1) to (2); \\
\draw[->] (1) to (3);
\end{tikzpicture}
\end{array} = \\
\begin{array}{c}
\begin{tikzpicture}
\node (1) at (0,1) {}; \\
\node (2) at (1,0) {}; \\
\node (3) at (2,0) {}; \\
\draw[->] (1) to (2); \\
\draw[->] (1) to (3);
\end{tikzpicture}
\end{array} = \\
\begin{array}{c}
\begin{tikzpicture}
\node (1) at (0,1) {}; \\
\node (2) at (1,0) {}; \\
\node (3) at (2,0) {}; \\
\draw[->] (1) to (2); \\
\draw[->] (1) to (3);
\end{tikzpicture}
\end{array}.
\end{align*}
\]

implies the vector identities

\[
(u \times v) \cdot w = u \cdot (v \times w) = (w \times u) \cdot v = \det[u \ v \ w].
\]

(The fact that $\begin{array}{c}
\begin{tikzpicture}
\node (1) at (0,1) {}; \\
\node (2) at (1,0) {}; \\
\node (3) at (2,0) {}; \\
\draw[->] (1) to (2); \\
\draw[->] (1) to (3);
\end{tikzpicture}
\end{array} = \det[u \ v \ w]$ will be proven in the next section.)
6. Diagrammatic building blocks

This section builds a library of local diagrammatic relations that are needed to reason about general diagrams.

**Notation 6.1.** Let $N = \{1, 2, \ldots, n\}$. Given an ordered $k$-tuple $\alpha = (\alpha_1, \alpha_2, \ldots, \alpha_k) \in N^k$ consisting of distinct elements of $N$, let $\alpha\leftarrow$ denote $(\alpha_k, \ldots, \alpha_2, \alpha_1)$. The switch between $\alpha$ and $\alpha\leftarrow$ requires $\lfloor n/2 \rfloor$ transpositions, where $\lfloor n/2 \rfloor = n/2$ if $n$ is even and $\lfloor n/2 \rfloor = (n-1)/2$ if $n$ is odd, and so $\text{sgn}(\alpha\leftarrow) = (-1)^{\lfloor n/2 \rfloor} \text{sgn}(\alpha)$.

Let $S'_\alpha$ represent the set of permutations of $N \setminus \{\alpha_1, \alpha_2, \ldots, \alpha_k\}$. If $\beta = (\beta_1, \beta_2, \ldots, \beta_{n-k}) \in S'_\alpha$, let $(\alpha\leftarrow \beta)$ denote the permutation $$(\alpha\leftarrow \beta) \equiv \begin{pmatrix} 1 & \cdots & k & k+1 & \cdots & n \\ \alpha_1 & \cdots & \alpha_k & \beta_{n-k} & \cdots & \beta_1 \end{pmatrix}.$$ 

**Proposition 6.2.** If $\alpha \in N^k$ has no repeated elements, then

$$\text{sgn}(\alpha\leftarrow) = \det(\hat{e}_{\alpha_1} \cdots \hat{e}_{\alpha_n}).$$

If $\alpha \in N^k$ has any repeated elements, then the diagram maps $\hat{e}_\alpha$ to 0.

**Proof.** By Definition 4.5, the image of $\hat{e}_\alpha$ is automatically 0 if there are repeated elements, since the signature at the node is 0. Otherwise, the diagram maps $\hat{e}_\alpha$ to

$$\sum_{\beta \in N^{n-k}} \chi_{\alpha \cup \beta}(\mathcal{D}) \hat{e}_\beta = \sum_{\beta \in N^{n-k}, \kappa > \alpha \cup \beta} \text{sgn}_\kappa(\mathcal{D}) \hat{e}_\beta = \sum_{\beta \in N^{n-k}} \text{sgn}_{\alpha \cup \beta}(\mathcal{D}) \hat{e}_\beta.$$ 

Since there are no matrices in the diagram, the coefficient of the coloring is 1. Note that $\alpha \cup \beta$ is a coloring of all edges of the diagram. If $\beta$ includes any of the same elements as $\alpha$, the signature of the coloring is zero. Therefore, we may restrict to the summation in which $\beta \in S'_\alpha$. In this situation, $\alpha \cup \beta$ is a proper coloring of the entire diagram, and the signature is then

$$\text{sgn}_{\alpha \cup \beta}(\mathcal{D}) = \text{sgn}(\alpha\leftarrow).$$

Some special cases of this result are particularly useful. When $k = n$, this proposition states that

$$\text{sgn}(\alpha) = \text{det}(\hat{e}_{\alpha_1} \cdots \hat{e}_{\alpha_n}).$$

Therefore, by linear extension,

$$\det(\mathbf{u}_1 \cdots \mathbf{u}_n) = \text{det}(\mathbf{u}_1 \cdots \mathbf{u}_n).$$
When \( k = 0 \), Proposition 6.2 states that
\[
\begin{bmatrix} n \end{bmatrix} : 1 \mapsto \sum_{\beta \in S_n} \text{sgn}(\beta^\sigma) \hat{e}_\beta = (-1)^{[n/2]} \sum_{\beta \in S_n} \text{sgn}(\beta) \hat{e}_\beta. \tag{13}\]

The case \( k = n - 1 \) provides a generalization of the three-dimensional cross product.

**Proposition 6.3.** If \( \alpha \in N^k \) has no repeated elements, then
\[
\begin{bmatrix} k \end{bmatrix} : \begin{bmatrix} n-k \end{bmatrix} : \begin{bmatrix} n \end{bmatrix} \mapsto (-1)^{[n/2]}(n - k) \sum_{\sigma \in S_n} \text{sgn}(\alpha^\sigma) \hat{e}_{\sigma(\alpha)},
\]

where \( \text{sgn}(\alpha^\sigma) = (-1)^t \) when \( t \) transpositions are required to transform \( \alpha \) into \( \sigma \).

If \( \alpha \in N^k \) has any repeated elements, then the diagram maps \( \hat{e}_\alpha \) to 0.

**Proof.** Applying Proposition 6.2 twice (and noting that if \( \beta \in S^c_\alpha \) then \( S^c_\beta = S_\alpha \)), the image of \( \hat{e}_\alpha \) is
\[
\sum_{\beta \in S^c_\alpha} \text{sgn}(\alpha^\beta) \sum_{\sigma \in S_n} \text{sgn}(\beta^\sigma) \hat{e}_\sigma.
\]

We claim that \( \text{sgn}(\alpha^\beta) \text{sgn}(\beta^\sigma) = \text{sgn}(\alpha^\beta^\sigma) \text{sgn}(\beta'^\sigma) \) for any \( \beta, \beta' \in S^c_\alpha \). To see this, consider the process of transposing elements to change \( \beta \) into \( \beta' \). If this process requires \( t \) transpositions, then \( \text{sgn}(\beta) = (-1)^t \text{sgn}(\beta') \), which implies both \( \text{sgn}(\alpha^\beta) = (-1)^t \text{sgn}(\alpha^\beta^\sigma) \) and \( \text{sgn}(\beta^\sigma) = (-1)^t \text{sgn}(\beta'^\sigma) \). The claim follows.

Given this claim, every \( \beta \in S^c_\alpha \) makes the same contribution to the sum, and the expression reduces to
\[
(n - k)! \sum_{\sigma \in S_n} \text{sgn}(\alpha^\beta) \text{sgn}(\beta^\sigma) \hat{e}_\sigma,
\]
where \( \beta \) is an arbitrary element of \( S^c_\alpha \). The signature term simplifies as follows:
\[
\text{sgn}(\alpha^\beta) \text{sgn}(\beta^\sigma) = \text{sgn}(\alpha^\beta)(-1)^{[n/2]} \text{sgn}(\beta^\sigma) = (-1)^{[n/2]} \text{sgn}(\sigma)^2 = (-1)^{[n/2]} \text{sgn}(\sigma)^2. \tag{14}\]

The next result depends on the previous proof, and will be used repeatedly.

**Lemma 6.4** (Cut-and-paste lemma). If \( \alpha \in N^k \) has no repeated elements, \( \beta \in S^c_\alpha \), and \( A \) is any \( n \times n \) matrix, then
\[
\begin{bmatrix} n-k \end{bmatrix} : \begin{bmatrix} k \end{bmatrix} = \text{sgn}(\alpha^\beta)(n - k)! \hat{e}_\beta_1 \cdots \beta_{n-k}.
\]

If \( \alpha \in N^k \) has repeated elements, then the diagram maps \( \hat{e}_\alpha \) to 0.
Proof. By Proposition 6.2, the left-hand side of (14) evaluates to
\[ \sum_{\beta \in S'_{\alpha}} \text{sgn}(\alpha \beta) A_{\beta_1 \cdots \beta_{n-k}}. \]

As in the proof of Proposition 6.3, the result is true because every choice of \( \beta \) contributes the same value to the summand. In this case, a transposition of elements of \( \beta \) corresponds to swapping two of the strands labeled by \( \beta_i \) in the diagram. But swapping two strands in the diagram leads to a change of signature at the node. In particular, if \( \beta, \beta' \in S'_{\alpha} \) are related by \( t \) transpositions, then \( \text{sgn}(\alpha \beta) = (-1)^t \text{sgn}(\alpha \beta') \) and
\[ (-1)^{t} = \det(A_{\beta_1' \cdots \beta_{n-k}'}). \]

Consequently, the summation may be replaced by the number of elements in \( S'_{\alpha} \), which is \((n-k)!\). \( \Box \)

This result is called the “cut-and-paste lemma” because it allows nodes to be removed or added on to certain parts of a trace diagram. It will be used frequently in later sections.

The following result is vital to manipulating matrices within diagrams. Note that both statements in the theorem are general trace diagram relations.

**Proposition 6.5** (Matrix action at nodes). If \( A \) is any \( n \times n \) matrix, then
\[ \hat{A}_{\alpha} \hat{n} = \det(A) \hat{n}. \] (15)

If \( A \) is an invertible \( n \times n \) matrix, and \( \hat{A} \) represents its inverse \( A^{-1} \), then
\[ \hat{n} = \det(A) \hat{n}. \] (16)

Proof. Theorem 5.1 greatly simplifies this proof, since it allows one to compute a diagram’s function by starting from an arbitrary input at the bottom, and working upward through the diagram. Let \( \hat{e}_{\alpha} \in \mathbb{N}^n \) represent a basis input to (15) and let \( A_i \) denote the \( i \)-th column of \( A \). Then
\[ \hat{e}_{\alpha_1 \alpha_2 \cdots \alpha_n} = \det(A_{\alpha_1} A_{\alpha_2} \cdots A_{\alpha_n}), \]
where the last step follows from (12). Observe that
\[ \det(A_{a_1}A_{a_2} \cdots A_{a_n}) = \text{sgn}(\alpha) \det(A), \]
since the number of transpositions required to restore \( \alpha \) to the identity permutation is the same number of column switches required to restore the matrix \((A_{a_1}A_{a_2} \cdots A_{a_n})\) to the original matrix \(A\). The proof is completed by noting that \(\text{sgn}(\alpha) \det(A)\) is the value of the right-hand side of (15) for the input \(\hat{e}_\alpha\).

The second statement (16) follows from the first, by insertion of an explicit copy of the identity matrix in the form of \(AA^{-1}\) on the top strands, and application of (15):
\[ \delta \cdot n \cdot \hat{e} = \det(A) \cdot n. \]

**Example.** One can use (15) to prove that \(\det(AB) = \det(A) \det(B)\). Applying (15) directly gives
\[ \delta \cdot n \cdot \hat{e} = \det(AB) \cdot n. \]

On the other hand, one may use the fact that \(\hat{a} = \delta \cdot n\) to write the same diagram as
\[ \delta \cdot n \cdot \hat{e} = \delta \cdot n \cdot \hat{e} = \det(\delta) \cdot n \cdot \hat{e} = \det(A) \cdot n \cdot \hat{e} = \det(A) \cdot \hat{e} \cdot n. \]

One can similarly apply Proposition 4.12 to the relation (15) to show that \(\det(A^T) = \det(A)\).

**Proposition 6.6** (Determinant diagram).
\[ AA \cdot n = (-1)^{\lfloor n/2 \rfloor} n! \det(A). \quad (17) \]

**Proof.** Proposition 6.5 gives the factor \(\det(A)\), while Proposition 6.3 with \(k = 0\) gives the factor \((-1)^{\lfloor n/2 \rfloor} n!\). \(\square\)

7. Matrix minors

This section reveals the fundamental role of matrix minors in trace diagram functions. We begin with notation and a review of matrix minors. For a good classical treatment of matrix minors see [Lancaster and Tismenetsky 1985, Section 2.4].
Matrix minors and cofactors. Let $A$ be an $n \times n$ matrix over a field $\mathbb{F}$ with

$$
A = \begin{pmatrix}
a_{11} & a_{12} & \cdots & a_{1n} \\
a_{21} & a_{22} & \cdots & a_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
a_{n1} & a_{n2} & \cdots & a_{nn}
\end{pmatrix}.
$$

A submatrix of a matrix $A$ is a smaller matrix formed by “crossing out” a number of rows and columns in $A$.

Let $\mathcal{N} \equiv \{1, 2, \ldots, n\}$. Let $I = (I_1, \ldots, I_k)$ and $J = (J_1, \ldots, J_k)$ be ordered subsets of $\mathcal{N}$ in which $1 \leq I_1 < \cdots < I_k \leq n$ and similarly for $J$. Let $A_{I,J}$ denote the submatrix formed from the rows in $I$ and the columns in $J$. The complementary submatrix $A^c_{I,J}$ is formed by crossing out the rows in $I$ and the columns in $J$. For $n \geq 3$, the interior $\text{int}(A)$ is the submatrix $A^c_{(1,n),(1,n)}$.

**Example.** Let $I = (1, 2)$ and $J = (3, 4)$. If

$$
A = \begin{pmatrix}
a & b & c & d \\
e & f & g & h \\
i & j & k & l \\
m & n & o & p
\end{pmatrix},
$$

then $A_{I,J} = \begin{pmatrix} c & d \end{pmatrix}$, $A^c_{I,J} = \begin{pmatrix} i & j \end{pmatrix}$, and $\text{int}(A) = \begin{pmatrix} f & g \\
j & k \end{pmatrix}$.

**Definition 7.1.** If $I$ and $J$ have the same number of entries, the minor $[A_{I,J}]$ is the determinant of the submatrix $A_{I,J}$. The complementary minor $[A^c_{I,J}]$ is the determinant of the complementary submatrix $A^c_{I,J}$.

A direct formula for the $k \times k$ minor is

$$
[A_{I,J}] = \sum_{\sigma \in S_k} \text{sgn}(\sigma)a_{I_{\sigma(1)},J_{\sigma(1)}}a_{I_{\sigma(2)},J_{\sigma(2)}} \cdots a_{I_{\sigma(k)},J_{\sigma(k)}}.
$$

(18)

In the above example, $[A_{I,J}] = ch - gd$.

**Definition 7.2.** The $(i, j)$-cofactor of $A$ is

$$
C_{ij} \equiv (-1)^{i+j}[A^c_{i,j}].
$$

The $(I, J)$-cofactor of $A$ is

$$
C_{I,J} = (-1)^{I_1+\cdots+I_k+J_1+\cdots+J_k}[A^c_{I,J}].
$$

The adjugate (or adjoint) $\text{adj}(A)$ of a square matrix is the matrix comprised of entries $\text{adj}(A))_{ij} = C_{ji}$. 
A student often sees cofactors first in the \textit{cofactor expansion} formula useful for by-hand calculations of the determinant:

\[
\det(A) = \sum_{j=1}^{n} a_{ij} C_{ij},
\]

where \( i \in \mathbb{N} \) is an arbitrary row. Adjugates are sometimes used to compute the matrix inverse since \( A^{-1} = \frac{1}{\det(A)} \adj(A) \) when \( A \) is invertible.

**Diagrams for matrix minors.**

\textbf{Proposition 7.3.} Let \( A \) be an \( n \times n \) matrix. Then

\[
[A_{I,J}] = \text{sgn}(J^c I^c) = \text{sgn}(I^c J^c).
\]

\textbf{Proof.} By Proposition 6.3 and the minor formula (18),

\[
(-1)^{[n/2]} (n-k)! \sum_{\sigma \in S_k} \text{sgn}(\sigma) = (-1)^{[n/2]} (n-k)! [A_{I,J}].
\]

Using the cut-and-paste lemma (14), the same diagram reduces to

\[
(n-k)! \text{sgn}(J^c I^c) = (n-k)! (-1)^{[n/2]} \text{sgn}(I^c J^c).
\]

This verifies the first function. The second case is similar. \qed

The next section requires understanding the following diagrams for the cofactor and the adjugate:

\textbf{Proposition 7.4.} Let \( A \) be an \( n \times n \) matrix. Then

\[
C_{I,J} = (-1)^{[n/2]} \frac{1}{(n-k)!} \quad \text{and} \quad \adj(A) = (-1)^{[n/2]} \frac{1}{(n-1)!}.
\]
Proof. By Proposition 7.3 and the cut-and-paste lemma (14) (and replacing $I$ with $I^c$ and $J$ with $J^c$), the complementary minor is

$$[A^c_{I,J}] = \text{sgn}(JJ^c) = \text{sgn}((I^cI)_{n-k}(n-k)!)(J^cJ)_{1\ldots n}.$$  \hfill (22)

Matching this up with the cofactor $C_{I,J} = (-1)^{I_1+\cdots+I_k+J_1+\cdots+J_k[A^c_{I,J}]}$ requires a little bit of work with the signs.

**Lemma 7.5.** Let $J = (J_1, \ldots, J_k)$ and $J^c = (J^c_1, \ldots, J^c_{n-k})$ be ordered increasing subsets of $N$ whose union is $N$. Then

$$\text{sgn}(JJ^c) = (-1)^{nk+J_1+J_2+\cdots+J_k}.$$  \hfill (23)

Proof. Move the $\{J_i\}$ one at a time to their “proper” positions among the $J^c$. The ordering implies

$$(\ldots, J^c_{J_k-k+1}, \ldots, J^c_{n-k}, J_k, \ldots) = (\ldots, J_k+1, \ldots, n, J_k, \ldots),$$

so $n - J_k$ transpositions are required to return $J_k$ to its proper place. Repeating this for each other $J_i$ gives the identity after a total of $nk - (J_1 + \cdots + J_k)$ transpositions.

Thus $\text{sgn}(JJ^c)\text{sgn}(I^cI) = (-1)^{n/2}(-1)^{I_1+\cdots+I_k+J_1+\cdots+J_k}$, verifying the diagram for the general cofactor is as stated.

The adjugate diagram is the case $k = 1$ with matrix orientations reversed to handle the transpose. \hfill \square

**Decomposition of trace diagrams.**

**Definition 7.6.** Given a matrix $A$, a diagram $A$-minor is an (unframed) diagram with a single $n$-vertex in which a subset of the edges may be labeled by $A$, in such a way that all matrix markings are compatibly oriented. In particular, the diagram may be written as $\pm 1$ times a diagram of the form

$$\text{or } \text{ or } \ldots$$

(The sign comes from the possible need to switch the order of edges at the $n$-vertex so that all edges with matrices are adjacent.)

By Proposition 7.3, a diagram $A$-minor evaluates to a matrix minor $\pm[A_{I,J}]$ when the ends of the strands are labeled by $I$ and $J$. The next result states the conditions under which a trace diagram may be decomposed into diagram minors.
Theorem 7.7. Let $D$ be a trace diagram in which every matrix marking is adjacent to an $n$-vertex. Then $D = CD'$ for some $D'$ that may be decomposed into diagram minors, where $C$ is a constant that does not depend on any matrix entries.

Proof. In this proof “equivalence” will mean equal up to a constant factor that does not depend on any matrix entries. The key step in the theorem is to use the cut-and-paste lemma to introduce additional $n$-vertices as necessary to separate matrices by node. For instance, the diagram

\[
\begin{array}{c}
\text{A} \\
\text{B}
\end{array}
\]

cannot be decomposed into minors. However, using the cut-and-paste lemma and Proposition 6.3, it is equivalent to

\[
\begin{array}{c}
\text{A} \\
\text{B}
\end{array}
\]

Proceeding in this manner, since every matrix is adjacent to an $n$-vertex, one may introduce enough vertices in $D$ to obtain an equivalent diagram $D'$ such that every $n$-vertex in $D$ is adjacent to a unique matrix with consistent orientation. One may then cut around each $n$-vertex in a diagram, including the adjacent matrices, to decompose the diagram into diagram minors.

It follows immediately from this theorem that any such diagram may be expressed as a polynomial function of matrix minors. This in itself is not surprising, since the entries of a matrix are technically minors. The power of the result is that the structure of trace diagrams allows one to accomplish this decomposition “efficiently” by giving an upper bound for the number of minors in the decomposition.

For the purposes of the next theorem, we say that a collection of matrix markings form a compatible matrix collection if (i) they have the same matrix label, (ii) they are adjacent to the same $n$-vertex, and (iii) they have the same orientation relative to the $n$-vertex. Given a trace diagram $D$ in which every matrix is adjacent to an $n$-vertex, define the compatible partition number $N_D$ of a trace diagram to be the minimum number of collections in a partition of all matrix markings in a diagram into compatible collections. For example,
contains two compatible matrix collections, and the compatible partition number is 2.

**Theorem 7.8.** Let $\mathcal{D}$ be a trace diagram in which every matrix marking is adjacent to a vertex, and let $N_{\mathcal{D}}$ be the compatible partition number of $\mathcal{D}$. Then, the trace diagram function $f_{\mathcal{D}}$ may be expressed as a summation over a product of $N_{\mathcal{D}}$ matrix minors.

**Proof.** In the proof of Theorem 7.7, one may ensure that every compatible matrix collection remains adjacent to the same vertex. Thus, one may write $\mathcal{D} = C\mathcal{D}'$, where $\mathcal{D}'$ decomposes into $N_{\mathcal{D}}$ diagram minors (and possibly some additional $n$-vertices without matrix markings). Given this decomposition, both $\mathcal{D}$ and $\mathcal{D}'$ may be expressed as summations over a product of $N_{\mathcal{D}}$ matrix minors. $\square$

While $N_{\mathcal{D}}$ provides an upper bound for the minimum number of minors, it is not necessarily sharp. For example, the diagram

![Diagram](attachment:image.png)

has a compatible partition number of 2, but evaluates to $(-1)^{\lfloor n/2 \rfloor} n!$.

### 8. Three short determinant proofs

There are several standard methods for computing the determinant. The *Leibniz rule* is the common definition using permutations. *Cofactor expansion* provides a recursive technique that lends itself well to by-hand calculations. *Laplace expansion* is similar but uses generalized cofactors. A lesser-known technique is *Dodgson condensation* [Dodgson 1866], which involves recursive computations using $2 \times 2$ determinants.

Diagrammatic techniques can unify these various approaches. Theorem 7.7 leads to a straightforward diagrammatic approach to finding determinant identities: decompose the diagram for the determinant into pieces containing at most one node, and express the result as a summation over matrix minors. This approach gives the cofactor and Laplace formulae.

**Cofactor and laplace expansion.**

**Proposition 8.1** (Cofactor expansion). For an $n \times n$ matrix $A$ and $j \in \{1, 2, \ldots, n\}$,

$$\det(A) = \sum_{i=1}^{n} a_{ij} C_{ij} = \sum_{i=1}^{n} a_{ji} C_{ji}. \tag{23}$$
Proof. Proposition 6.6 states that

\[ (-1)^{\frac{n}{2}} n! \det(A). \]

The diagram for the cofactor was found in Proposition 7.4. The main idea in the proof is that it is possible to label one strand of the diagram arbitrarily, a consequence of two applications of the cut-and-paste lemma (14):

\[ n! \text{ sgn}(\beta) = \frac{n!}{(n-1)!} \text{ sgn}(\beta)^2, \]

where \( i = \beta_n \). This diagram may be evaluated by summing along an interior strand:

\[ n \sum_{j=1}^{n} = (-1)^{\lfloor n/2 \rfloor} n(n-1)! \sum_{j=1}^{n} C_{ij} a_{ij}. \]

Canceling the common \((-1)^{\lfloor n/2 \rfloor} n!\) factor proves the first equality. The second equality follows by transposing the diagrams.

This result is easily generalized by labeling several strands instead of just one (for a classical proof of this result, [Lancaster and Tismenetsky 1985, Theorem 1 in Section 2.4]).

Proposition 8.2 (Laplace expansion).

\[ \det(A) = \sum_{1 \leq J_1 < \cdots < J_k \leq n} C_{I,J}[A_{I,J}] = \sum_{1 \leq J_1 < \cdots < J_k \leq n} C_{J,I}[A_{J,I}]. \]

Proof. This proof is a variation of the one above, this time cutting open the diagram along \( k \) strands. First,

\[ \sum_{1 \leq J_1 < \cdots < J_k \leq n} \]

We now use the cut-and-paste lemma 6.4 to add an additional node at the bottom of the diagram, and then express the diagram as a summation over the interior labels.
to obtain

\[
\frac{n!}{(n-k)!k!} \sgn(I^c \bar{T}) = \frac{n!k!}{(n-k)!k!} \sgn(I^c \bar{T}) \sum_{1 \leq J_1 < \cdots < J_k \leq n} c_{I,J}(A) \cdot \det(A)
\]

By Propositions 7.4 and 7.3, the first diagram here is \((-1)^{\lfloor n/2 \rfloor}(n-k)!C_{I,J},\) and the second is \(\sgn(I^c \bar{T})[A_{I,J}]\). Matching up terms, we have now proven that

\[
\det(A) = \sum_{1 \leq J_1 < \cdots < J_k \leq n} C_{I,J}[A_{I,J}].
\]

The second statement is proven similarly. \(\square\)

**A determinant theorem of Jacobi.** We now turn to the Jacobi determinant theorem, first stated in [Jacobi 1841], which is used to derive Dodgson condensation [Rice and Torrence 2007]. In contrast with the previous proofs, we state first the diagrammatic theorem, and show Jacobi’s result as a corollary. This proof was first given in [Morse 2008].

**Proposition 8.3.** Let \(A\) be an invertible \(n \times n\) matrix, and let \(I\) and \(J\) be ordered subsets of \(N\). Then

\[
\begin{align*}
&I_1^c I_2^c \cdots I_{n-k}^c \quad J_1^c J_2^c \cdots J_{n-k}^c = c_1 c_2 \det(A)^{k-1},
\end{align*}
\]

where \(c_1 c_2 = ((-1)^{\lfloor n/2 \rfloor}(n - 1)!)^k \sgn(J^c \bar{T}) \sgn(I^c \bar{T})(k!/(n-k)!)).

**Proof.** Use Proposition 6.5 to move each group of \(n - 1\) matrices in the left-hand diagram of (24) onto a single edge labeled by \(\bar{A} = A^{-1}\), then use Proposition 6.3 with \(k = 1\) to eliminate the “bubbles” in the graph, as follows:

\[
\begin{align*}
&\det(A) \quad \det(A)(-1)^{\lfloor n/2 \rfloor}(n - 1)! \quad \det(A)(-1)^{\lfloor n/2 \rfloor}(n - 1)! A^-1.
\end{align*}
\]
This reduces the diagram to

\[
c_1 \det(A)^k A = c_1 \det(A)^{k-1} = c_1 c_2 \det(A)^{k-1} C_{J,I}.
\]

The second step is also a consequence of Proposition 6.5. The third step uses the cut-and-paste lemma (14) twice. The constants are \(c_1 = ((-1)^{\lfloor n/2 \rfloor} (n-k))^k\) and \(c_2 = \text{sgn}(J^c J) \text{sgn}(I^c I)(k!/(n-k)!))\).

**Corollary 8.4** (Jacobi determinant theorem). Let \(A\) be an \(n \times n\) invertible matrix, and let \(A_{I,J}\) be a \(k \times k\) submatrix of \(A\). Then

\[
[\text{adj}(A)_{I,J}] = C_{J,I} \det(A)^{k-1},
\]

where \([\text{adj}(A)_{I,J}]\) is the corresponding minor of the adjugate of \(A\).

**Proof.** Rewrite (24) as \(\mathcal{D}_1 = c_1 c_2 \det(A)^{k-1} \mathcal{D}_2\). By (21),

\[
\mathcal{D}_2 = (-1)^{\lfloor n/2 \rfloor} (n-k)! C_{J,I} \equiv c_3 C_{J,I}.
\]

To see the meaning of \(\mathcal{D}_1\), consider the following restatement of (22):

\[
[A_{I,J}] = \frac{\text{sgn}(J^c J) \text{sgn}(I^c I)}{k!} \det(A)^{k-1} C_{J,I}.
\]

From this, one obtains a diagram for \([\text{adj}(A)_{I,J}]\) by replacing each \(A\) with the adjugate diagram (21). The result is a multiple of \(\mathcal{D}_1\):

\[
[\text{adj}(A)_{I,J}] = \frac{\text{sgn}(J^c J) \text{sgn}(I^c I)}{k!} ((-1)^{\lfloor n/2 \rfloor})^k \mathcal{D} \equiv c_4 \mathcal{D}_1.
\]

Combining (24), (26), and (27) gives

\[
[\text{adj}(A)_{I,J}] = c_4 \mathcal{D}_1 = c_1 c_2 c_4 \det(A)^{k-1} \mathcal{D}_2 = c_1 c_2 c_3 c_4 \det(A)^{k-1} C_{J,I}.
\]

It is straightforward to check that \(c_1 c_2 c_3 c_4 = 1\). □
The first proofs of this theorem took several pages to complete, and required careful attention to indices and matrix elements. A modern proof is given in [Rice and Torrence 2007] that also takes several pages, and relies on expressing the minor as the determinant of an $n \times n$ matrix derived from $A$. By contrast, the diagrammatic portion of the proof (Proposition 8.3) contains the essence of the result and was relatively easy. The more difficult part was showing that the diagrammatic relation corresponded to the correct algebraic statement.

Many identities in linear algebra are simply special cases of this theorem. For example, when $I = J = N$, then $[A^c_{I,J}] = 1$ trivially and so

$$\det(\text{adj}(A)) = \det(A)^{n-1}.$$  

Charles Dodgson’s condensation method [1866] also depends on this result. The following example shows the condensation method at work on a $4 \times 4$ determinant.

\[
\begin{vmatrix}
-2 & -1 & -1 & -4 \\
-1 & -2 & -1 & -6 \\
-1 & -1 & 2 & 4 \\
2 & 1 & -3 & -8
\end{vmatrix}
\rightarrow
\begin{vmatrix}
3 & -1 & 2 \\
-1 & -5 & 8 \\
1 & 1 & -4
\end{vmatrix}
\rightarrow
\begin{vmatrix}
8 & -2 \\
-4 & 6
\end{vmatrix}
\rightarrow
-8,
\]

where $-8$ is the determinant of the original matrix. Each step involves taking $2 \times 2$ determinants, making the process easy to do by hand. However, the technique fails for some matrices since it involves division.

The method relies on the particular case $I = J = \{1, n\}$. Then $[A^c_{I,J}]$ is the determinant of the interior entries, and

$$[\text{adj}(A)_{I,J}] = C_{11}C_{nn} - C_{1n}C_{n1},$$

where $C_{ij}$ is the cofactor, so (25) becomes

$$\det(A) = \frac{C_{11}C_{nn} - C_{1n}C_{n1}}{\det(\text{int}(A))}. \quad (28)$$

For $3 \times 3$ matrices, this is precisely Dodgson’s method. Larger determinants are computed using several iterations of this formula.

### 9. Generalizations using trace diagrams

One of the advantages of using trace diagrams is the ease with which certain proofs are generalized. This is because, in contrast with traditional proofs, patterns in trace diagram proofs are more easily recognized. For example, the proof of Proposition 8.3 is readily generalized when $ik \leq n$ to the following:
**Proposition 9.1.** Let $A$ be an invertible $n \times n$ matrix, and let $I$ and $J$ be ordered subsets of $N$. Then

\[
\det(A)^{n-i} = c_1 c_2 \det(A)^{k-1},
\]

where $c_1 c_2 = ((-1)^{[n/2]}(n-i)!)^k (\text{sgn}(J^c)/(n-ik)!)$.

**Proof.** The proof is similar to that of Proposition 8.3. Begin by reducing the diagram at left by applying the following steps at each small collection of $n-i$ matrices in the diagram:

\[
\begin{align*}
\det(A) & \quad \rightarrow \quad \det(A)(-1)^{[n/2]}(n-i)! \\
\end{align*}
\]

Note that the last step is only true in the context of the larger diagram, in which case it follows by two applications of the cut-and-paste lemma (14). After this step, the diagram reduces to

\[
\begin{align*}
c_1 \det(A)^k & = c_1 c_2 \det(A)^{k-1},
\end{align*}
\]

where $c_1 = ((-1)^{[n/2]}(n-i)!)^k$ and $c_2 = (\text{sgn}(J^c)/(n-ik)!$. The details here are identical to those in the proof of Proposition 8.3. \qed

We will use this result to prove a generalization of the Jacobi determinant theorem, which concerns a more general notion of a matrix minor. We must first introduce some new concepts. Let $V$ be an $n$-dimensional vector space. Given a multilinear transformation $A : V^\otimes i \to V^\otimes i$, one can represent the value of the transformation by the coefficients

\[
(A)_{\alpha, \beta} \equiv \langle \hat{e}_\alpha, A\hat{e}_\beta \rangle,
\]
where $\alpha, \beta \in \mathbb{N}$. Diagrammatically, $A$ is represented by an oriented node with $i$ inputs and $i$ outputs:

The $i$-adjugate of a matrix $A$ ($0 \leq i \leq n$) is the multilinear transformation $\text{adj}_i(A) : V^\otimes i \to V^\otimes i$ whose coefficients are general cofactors:

$$(\text{adj}_i(A))_{I,J} = C_{J,I},$$

where $I$ and $J$ are ordered subsets of $\mathbb{N}$ with $i$ elements. It follows from Proposition 7.4 that

$$\text{adj}_i(A) = (-1)^{\lfloor n/2 \rfloor (n-i)!} A_{I_i \cdots I_i \cdots I_i}.$$  \hspace{1cm} (30)

We also need to generalize the idea of a matrix minor. Let $A$ be a multilinear transformation, as defined above. Let a positive integer $k$ be chosen for which $0 \leq ik \leq n$. Let $I = (I_1, \ldots, I_k)$ consist of $k$ $i$-tuples with $I_j = (I_{j,1}, \ldots, I_{j,i})$ and all elements of $I$ distinct. Let the order of indices be chosen so that

$$1 \leq I_{1,1} \leq \cdots \leq I_{1,i} \leq \cdots \leq I_{k,1} \leq \cdots \leq I_{k,i}.$$  

Let $J$ be similarly chosen. The $I, J$-minor of $A$ is defined to be

$$[A_{I,J}] = \sum_{\sigma \in S_{ik}} \text{sgn}(\sigma)(A)_{I_1, \sigma(J_1)}(A)_{I_2, \sigma(J_2)} \cdots (A)_{I_k, \sigma(J_k)}.$$  

Generalizing Proposition 7.3 gives

$$[A_{I,J}] = \text{sgn}(J^c \tilde{J}) A_{I_1 \cdots I_i \cdots I_k}.$$  \hspace{1cm} (31)

We can now use the diagrammatic result (29) to generalize the Jacobi determinant theorem.

**Theorem 9.2.** Let $A$ be an $n \times n$ invertible matrix, and let $A_{I,J}$ be an $ik \times ik$ submatrix of $A$. Then

$$[\text{adj}_i(A)_{I,J}] = C_{J,I} \det(A)^{k-1}.$$  \hspace{1cm} (32)
Proof. Rewrite (29) as \( \mathcal{D}_1 = c_1 c_2 \det(A)^{k-1} \mathcal{D}_2 \). As in the proof of the Jacobi determinant theorem (Corollary 8.4), \( \mathcal{D}_2 = (-1)^{\lfloor n/2 \rfloor} (n - ik) C_{J,I} \equiv c_3 C_{J,I} \). The diagram \( \mathcal{D}_1 \) is obtained by inserting \( k \) copies of the \( i \)-adjugate diagram (30) into the generalized minor diagram (31), and so

\[
[\text{adj}(A)_{I,J}] = \left( \frac{(-1)^{\lfloor n/2 \rfloor}}{(n - i)!} \right)^k \text{sgn}(J^c \, \overleftarrow{\mathcal{J}} \mathcal{D}_1 \equiv c_4 \mathcal{D}_1.
\]

Combining these results, one has \([\text{adj}(A)_{I,J}] = c_1 c_2 c_3 c_4 \det(A)^{k-1} C_{J,I}\), and it is straightforward to verify that \( c_1 c_2 c_3 c_4 = 1 \). \( \square \)

10. Final remarks

The main purpose of this paper has been to introduce the ideas of signed graph colorings and trace diagrams. A secondary purpose has been to provide a lexicon for their translation into linear algebra. The advantage in this approach to linear algebra lies in the ability to generalize results, as was done in Section 9.

There is much more to be said about trace diagrams. The case \( n = 2 \) was the starting point of the theory [Levinson 1956] and has been studied extensively, most notably providing the basis for spin networks [Carter et al. 1995; Kauffman 1991] and the Kauffman bracket skein module [Bullock et al. 1999]. In the general case, the coefficients of the characteristic equation of a matrix can be understood as the \( n + 1 \) “simplest” closed trace diagrams [Peterson 2009].

The diagrammatic language also proves to be extremely useful in invariant theory. It allows for easy expression of the “linearization” of the characteristic equation [Peterson 2009], from which several classical results of invariant theory are derived [Drensky 2007]. Diagrams have already given new insights in the theory of character varieties and invariant theory [Bullock 1997; Lawton and Peterson 2009; Sikora 2001], and it is likely that more will follow.
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Roundness properties of graphs
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The notion of the roundness of a metric space was introduced by Per Enflo as a tool to study geometric properties of Banach spaces. Recently, roundness and generalized roundness have been used in the context of group theory to investigate relationships between the geometry of a Cayley graph of a group and the algebraic properties of the group. In this paper, we study roundness properties of connected graphs in general. We explicitly calculate the roundness of members of two classes of graphs and we give results of computer calculations of the roundness of all connected graphs on 7, 8 and 9 vertices. We also show that no connected graph can have roundness between $\log_2 3$ and 2.

1. Introduction

The notions of metric roundness and generalized metric roundness were introduced by Per Enflo [1970a; 1970b] to investigate geometric questions in the theory of Banach spaces. Generalized roundness has also been used in group theory in connection with the coarse Baum–Connes and the Novikov conjectures [LaFont and Passidis 2006]. In the group-theoretic setting, a finitely generated group is viewed as a metric space by viewing elements of the group as vertices of the Cayley graph of the group with respect to a fixed finite generating set and taking the distance between two elements to be the number of edges in a shortest path between them in the Cayley graph.

Recently, more work has been done on the roundness and generalized roundness properties of finitely generated groups, for example in [Jaudon 2008; LaFont and Passidis 2006], relating algebraic properties of a group to the possible values that can be taken by the roundness or generalized roundness of its Cayley graphs with respect to different finite generating sets. However, very little work has been done regarding roundness properties of graphs in general, and a better understanding of
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the roundness of graphs may lead to deeper insight into the connection between the roundness of a Cayley graph and the algebraic properties of the corresponding group. In this paper, we begin to develop a theory of the roundness of general graphs, focusing on the possible values of the roundness of a finite connected graph. Since the roundness of an infinite connected graph is equal to the infimum of the roundnesses of its finite connected metrically embedded subgraphs, this is a first step in understanding roundness for infinite graphs.

This paper is organized as follows. In Section 2, we review the definition of roundness, state and prove several lemmas about roundness in the context of graph theory and work through two concrete examples. In Section 3, we investigate the roundness of the cyclic graphs $C_n$, finding the roundness of all of these graphs and proving that the roundness of $C_n$ can be made arbitrarily close to 1 by taking values of $n$ sufficiently large. In Section 4, we continue to investigate roundness by working through another class of graphs that we call triangulated cycles. We determine the roundness of triangulated cycles in this section and again prove that as the number of vertices in a triangulated cycle goes to infinity, its roundness goes to 1. Finally in Section 5, we summarize some computer-generated data on the distribution of roundness among all 7-, 8- and 9-vertex graphs and make some conjectures on the distribution of roundness based on these data. In this section, we also prove that no graph can have roundness between $\log_2 3$ and 2.

2. Definitions and preliminary lemmas

A quadrilateral in a metric space $X$ is an ordered 4-tuple $Q = (A, B, C, D)$ of (not necessarily distinct) points $A, B, C, D \in X$. Informally, we envision $Q$ as the vertices of a quadrilateral embedded in $X$, and even though there may be no paths in $X$ between the vertices, we talk about the sides $AB, BC, CD$ and $DA$ and the diagonals $AC$ and $BD$, as shown in Figure 1. Given four points, $A, B, C, D \in X$, we may form several different quadrilaterals depending on the order in which we take the points. We denote by $Q(A, B, C, D)$ the quadrilateral with sides $AB, BC, CD$ and $DA$ and diagonals $AC$ and $BD$. If a quadrilateral has two or more of its vertices equal, we call it degenerate.

**Definition 2.1** (Roundness). If $Q = Q(A, B, C, D)$ is a quadrilateral in the metric space $(X, d)$, then the **roundness** of $Q$, $\rho(Q)$, is the supremum of all values $q$ such that

$$d(A, C)^q + d(B, D)^q \leq d(A, B)^q + d(B, C)^q + d(C, D)^q + d(D, A)^q.$$  \hspace{1cm} (1)

For a metric space $X$, the **roundness** of $X$ is

$$\rho(X) = \inf\{\rho(Q(A, B, C, D)) \mid A, B, C, D \in X\}.$$ \hspace{1cm} (2)
We remark that this definition of the roundness of a metric space is equivalent to another common formulation of metric roundness below.

**Definition 2.2** (Equivalent definition of roundness). The roundness of the metric space \((X, d)\) is the supremum of all values \(q\) such that for any four points \(A, B, C, D \in X\),

\[
d(A, C)^q + d(B, D)^q \leq d(A, B)^q + d(B, C)^q + d(C, D)^q + d(D, A)^q. \tag{3}
\]

Note that by the triangle inequality, the roundness of any quadrilateral in a metric space is at least 1. This proves:

**Lemma 2.3.** The roundness of any metric space \(X\) is greater than or equal to 1.

**Observation 2.4.** Suppose that \(A, B, C, D\) are four distinct points in a metric space. By the symmetry of the inequalities in the definition of roundness, every quadrilateral on \(A, B, C, D\) has the same roundness as one of the three quadrilaterals, \(Q(A, B, C, D), Q(A, B, D, C)\) or \(Q(A, C, B, D)\). Geometrically, this corresponds to the fact that rotating a quadrilateral or reflecting a quadrilateral along a diagonal or middle line preserves its sides and diagonals. Furthermore, at most one of these quadrilaterals can have finite roundness, because a quadrilateral of finite roundness must have its largest distance between vertices as a diagonal. This is true even in the case that the maximal distance between vertices is achieved by two or more pairs of vertices of the quadrilateral.

Throughout this paper we will make generous use of the following lemma that describes how the roundness of a quadrilateral changes if we change the lengths of its diagonals or sides.

**Lemma 2.5.** Let \(Q_1\) and \(Q_2\) be quadrilaterals in the metric space \(X\) with the same side and diagonal lengths except for exactly one side or diagonal. Further suppose that if the quadrilaterals differ in a diagonal then the diagonal of \(Q_2\) is strictly longer than the diagonal in \(Q_1\) and if they differ in a side then the side in \(Q_2\)
is strictly shorter than the side in $Q_1$. If $\rho(Q_1)$ is finite then so is $\rho(Q_2)$, and $\rho(Q_2) < \rho(Q_1)$.

Proof. Suppose that $Q_1$ has finite roundness $q_1 \geq 1$. Suppose that the lengths of the sides of $Q_1$ are $w, x, y, z$ and the lengths of its diagonals are $a, b$. Then $q_1$ satisfies $a^{q_1} + b^{q_1} = w^{q_1} + x^{q_1} + y^{q_1} + z^{q_1}$, and if $p > q_1$ then $a^p + b^p > w^p + x^p + y^p + z^p$.

Case 1. $Q_1$ and $Q_2$ differ on a diagonal. Let $a_2 > a$ be the length of the diagonal in $Q_2$ that differs from that of $Q_1$. Let $p$ be a real number greater than or equal to $q_1$. Then, $a_2^p + b^p > a^p + b^p \geq w^p + x^p + y^p + z^p$. Therefore, $\rho(Q_2)$, which is the supremum of all values $q$ such that $a_2^q + b^q \leq w^q + x^q + y^q + z^q$, is less than $q_1 = \rho(Q_1)$.

Case 2. $Q_1$ and $Q_2$ differ on a side. Let $w_2 < w$ be the length of the side in $Q_2$ that differs from that of $Q_1$. Let $p$ be a real number greater than or equal to $q_1$. Then, $a^p + b^p \geq w^p + x^p + y^p + z^p > w_2^p + x^p + y^p + z^p$. Therefore, $\rho(Q_2)$, which is the supremum of all values $q$ such that $a^q + b^q \leq w_2^q + x^q + y^q + z^q$, is less than $q_1 = \rho(Q_1)$. □

Roundness at it relates to graphs. In this paper, we are concerned with the roundness properties of metric spaces arising from connected graphs. Throughout, we let $G$ denote a finite connected graph with vertex set $V$ and edge set $E$. We view $V$ as a metric space with the distance, $d(A, B)$, between vertices $A$ and $B$ given by the number of edges in a shortest edge path in $G$ between $A$ and $B$. We usually abuse notation by referring to $G$ itself as a metric space, but when we do so we are always considering only the vertex set of $G$. Thus, $\rho(G)$ always denotes the roundness of the metric space consisting of only the vertex set of $G$. This is important, because if we were to view all of $G$ as a metric space in the usual way by metrically identifying each edge with the unit interval, then any nonsimply connected graph would have roundness equal to 1, which follows from Lemma 2.6 from [LaFont and Passidis 2006]. Another reason this is important is that in the case $G$ is a finite graph, there are only finitely many quadrilaterals in $G$. Therefore, the infimum of (1) in the definition of roundness is actually a minimum and the roundness of $G$ is actually achieved by some minimum roundness quadrilateral in $G$.

Lemma 2.6. Let $X$ be a metric space. If $X$ contains a metrically embedded circle, then $\rho(X) = 1$.

Before proceeding with more preliminary lemmas related to graph roundness, we calculate roundness in two examples, the cyclic graph on 5 vertices, $C_5$, and a graph we call Graph $\Delta$, shown in Figure 2. In the case of a finite graph $G$ since there are only finitely many different quadrilaterals in $G$, the infimum in (2) is actually a minimum, and we may search for a specific quadrilateral that has
minimal roundness among all quadrilaterals in $G$. The roundness of $G$ is then the roundness of this minimal roundness quadrilateral.

Since $C_5$ and $\Delta$ are so small, we can find a minimal roundness quadrilateral by simply determining by hand the roundness of every possible quadrilateral in the graphs. Quadrilaterals $Q_1 = Q(A, B, C, D)$ in $C_5$ and $Q_2 = Q(F, G, H, I)$ in $\Delta$ turn out to be minimal roundness quadrilaterals in $C_5$ and $\Delta$ respectively. In $Q_1$ and $Q_2$, we have the distances shown in Figure 3. So, $\rho(Q_1)$ is the supremum over all $p$ values such that

$$2^p + 2^p \leq 1^p + 1^p + 1^p + 1^p + 2^p.$$

In this case, the supremum is found by solving the equation

$$2^p + 2^p = 1^p + 1^p + 1^p + 2^p$$

for $p = \log_2(3) \approx 1.58$. The roundness of $Q_2$ is the supremum over all $p$ values such that

$$1^p + 2^p \leq 1^p + 1^p + 1^p + 1^p.$$

Again, the supremum is found by solving the equation

$$1^p + 2^p = 1^p + 1^p + 1^p + 1^p$$

![Figure 3. Quadrilaterals $Q_1$ and $Q_2$ with diagonal and side lengths indicated.](image)
for \( p = \log_2(3) \approx 1.58 \). These examples illustrate that two different graphs can have the same roundness and that this roundness may even arise from “different” inequalities.

When calculating roundness of a particular graph \( G \), one often starts by seeking an upper bound for \( \rho(G) \) by finding a subgraph of \( G \) whose roundness is known or at least not too hard to determine. However, since the distance between vertices through a subgraph may be different than the distance through the whole graph, one must be careful to restrict attention to metrically embedded subgraphs, defined below and illustrated in Figure 4.

**Definition 2.7.** Let \( G_0 \) be a subgraph of the graph \( G \). For vertices \( A, B \in G \), denote by \( d_G(A, B) \) the distance between \( A \) and \( B \) in \( G \). If \( A \) and \( B \) happen to belong to \( G_0 \), denote by \( d_{G_0}(A, B) \) the distance between \( A \) and \( B \) when viewed as vertices of the graph \( G_0 \). The subgraph \( G_0 \) is said to be metrically embedded in \( G \) if \( d_{G_0}(A, B) = d_G(A, B) \) for every pair of vertices \( A, B \in G_0 \). In this case, \( G_0 \) is also said to be a metric subgraph of \( G \).

The following lemma is easily verified, and it is useful in working through specific examples.

**Lemma 2.8.** If \( G_0 \) is a metrically embedded subgraph of \( G \), then \( \rho(G) \leq \rho(G_0) \).

![Figure 4. A metrically embedded subgraph, \( G_1 \), and a nonmetrically embedded subgraph, \( G_2 \) of the graph \( G \).](image-url)
An immediate application of Lemma 2.8 is that a graph containing a metrically embedded subgraph isomorphic with a cyclic graph with an even number of vertices, $C_{2k}$, has roundness equal to 1. This follows immediately from Lemma 2.8 and the fact that $\rho(C_{2k}) = 1$. We record this as,

**Lemma 2.9.** If $G$ contains a metrically embedded subgraph isomorphic with the cyclic graph $C_{2k}$ for $k \geq 2$ then $\rho(G) = 1$.

We end this subsection with two lemmas for which we provide short proofs. Together with Lemma 2.3, Lemma 2.10 implies that if a graph $G$ has finite roundness, then $1 \leq \rho(G) \leq 2$. Additionally, Lemmas 2.10 and 2.11 imply that if a graph has finite roundness then its roundness is never given by a degenerate quadrilateral.

**Lemma 2.10.** Let $G$ be a finite connected graph. Then $\rho(G) = \infty$ or $\rho(G) \leq 2$.

*Proof.* Let $G$ be a finite connected graph such that $\rho(G) \neq \infty$. Since a complete graph has infinite roundness, $G$ is not complete. Choose three vertices $A, B, C \in G$ such that $d(A, B) = d(B, C) = 1$ and $d(A, C) = 2$, which exist because $G$ is not complete. We have $\rho(G) \leq \rho(Q(A, B, C, B)) = 2$. □

**Lemma 2.11.** If $Q$ is a quadrilateral in which two or more of the vertices are equal, then $\rho(Q) \geq 2$.

*Proof.* If $Q$ is comprised of one or two vertices, it follows immediately after writing down the inequalities that the roundness of $Q$ satisfies that $\rho(Q) = \infty$, so we assume that $Q$ is comprised of three distinct vertices, $A, B, C$ as shown in Figure 5 with distances between vertices indicated. Since $A, B$ and $C$ are distinct, $w, x$ and $y$ are all nonzero. Again, it follows immediately after writing down the equation for roundness and taking into account the symmetries in Observation 2.4 that after possibly renaming the vertices of $Q$, the only quadrilateral that can possibly have finite roundness has the form $Q(A, B, C, B)$.

**Case 1.** $y \geq x + w$. In this case $\rho(Q)$ is the supremum of all values of $q$ for which $(x + w)^q \leq 2w^q + 2x^q$. Since $(x + w)^2 \leq 2x^2 + 2w^2$, $\rho(Q) \geq 2$.

![Figure 5](image-url)
**Case 2.** $y < x + w$. In this case, $\rho(Q)$ is the supremum of all values $q$ for which $y^q \leq 2w^q + 2x^q$. Note that if $y < w$ and $y < x$ then this inequality holds for all positive $q$, so $\rho(Q) = \infty$. So we now assume that $y \geq w$ and $y \geq x$. For $q = 2$, we have $y^2 < (w + x)^2 = w^2 + 2wx + x^2 \leq 2w^2 + 2x^2$. Therefore, $\rho(Q) > 2$. □

### 3. Roundness of cyclic graphs

As previously mentioned, in the cyclic graph with an even number of vertices $C_{2n}$ it is not hard to find a quadrilateral whose roundness is equal to 1. Since 1 is the smallest possible value for the roundness of a metric space, this proves that $\rho(C_{2n}) = 1$. For odd cycles, $C_{2n+1}$, the situation is not as easy because $\rho(C_{2n+1}) \neq 1$ and proving that a candidate for a minimal roundness quadrilateral actually has minimal roundness among all quadrilaterals in $C_{2n+1}$ is more involved. In this section we determine $\rho(C_{2n+1})$ by finding a minimal roundness quadrilateral in $C_{2n+1}$.

When we talk about the cyclic order of points in $C_{2n+1}$, we are always referring to the cyclic order given by $C_{2n+1}$ or its reverse. We say that the quadrilateral $Q(A, B, C, D)$ in $C_{2n+1}$ is in cyclic order if the vertices are encountered in the order $A, B, C, D$ along a nonrepeating path in $C_{2n+1}$ starting at $A$. Otherwise, $Q(A, B, C, D)$ is out of cyclic order. Depending on the particular way in which $C_{2n+1}$ is represented geometrically by a drawing, the path may appear “clockwise” or “counterclockwise”.

The natural guess for a minimal roundness quadrilateral in $C_{2n+1}$ is one whose vertices are in cyclic order and as evenly spaced as possible. The fact that a quadrilateral of this form has roundness less than 2 proves that $\rho(C_{2n+1}) < 2$. We use this fact during the proof that this guess is in fact a minimal roundness quadrilateral in $C_{2n+1}$. In this section, we prove that quadrilaterals of this form are of minimal roundness in $C_{2n+1}$. Calculating the roundness of such a minimal roundness quadrilateral in $C_{2n+1}$ gives the main theorem and corollary of this section.

**Theorem 3.1.** Let $n$ be an integer greater than or equal to 2.

1. If $2n + 1$ has the form $4k + 1$ for an integer $k$, then $\rho(C_{2n+1})$ is the unique solution to the equation, $2(2k)^q = 3k^q + (k + 1)^q$.

2. If $2n + 1$ has the form $4k - 1$ for an integer $k$, then $\rho(C_{2n+1})$ is the unique solution to the equation, $2(2k - 1)^q = 3k^q + (k - 1)^q$.

**Corollary 3.2.** Let $C_k$ be the cyclic graph on $k$ vertices. Then $\lim_{k \to \infty} \rho(C_k) = 1$.

The first step in the proof of Theorem 3.1 is to prove that a minimal roundness quadrilateral in $C_{2n+1}$ must have its vertices in the cyclic order given by $C_{2n+1}$. We do this by proving that for any quadrilateral $Q'$ whose vertices are out of order, there is another (possibly out of order) quadrilateral $Q''$ such that $\rho(Q'') < \rho(Q')$. 
The second step in the proof is to show that the vertices used in a minimal roundness quadrilateral must be such that the side lengths are as balanced as possible.

For the rest of the section, we consider a fixed cyclic graph $C_{2n+1}$ and consider four points $A, B, C, D \in C_{2n+1}$ in cyclic order as shown in Figure 6. In this figure, $w, x, y, z$ are the lengths of the paths clockwise around $C_{2n+1}$ from $A$ to $B$ to $C$ to $D$ and back to $A$. In referring to the figure, we will often refer to $A, B, C$ and $D$ as points and the $w, x, y, z$ as the lengths of sides, thinking of the quadrilateral $Q(A, B, C, D)$, even if there is another, out of order, quadrilateral $Q(A, B, D, C)$ or $Q(A, C, B, D)$ under consideration.

**Every minimal roundness quadrilateral must be in order.**

**Theorem 3.3.** If $Q$ is a minimal roundness quadrilateral in $C_{2n+1}$ then $Q$ is non-degenerate and its vertices are in the cyclic order given by $C_{2n+1}$.

We separate the proof into five cases in which we prove that a degenerate or out of order quadrilateral in $C_{2n+1}$ does not have minimal roundness among all quadrilaterals in $C_{2n+1}$. The cases are divided according to the lengths of the “sides” $w, x, y, z$ in Figure 6.

- In Lemma 3.4, we deal with the degenerate case.
- In Lemma 3.5, we prove that an out of order quadrilateral on $A, B, C, D$ does not have minimal roundness in the case that none of the side lengths $w, x, y, z$ is greater than the sum of any other two consecutive side lengths.
- In Lemma 3.6, we prove that an out of order quadrilateral on $A, B, C, D$ does not have minimal roundness in the case that the longest side is longer than the sum of any two other consecutive sides, but is shorter than the sum of lengths of the three remaining sides.
- In Lemma 3.7, we prove that an out of order quadrilateral on $A, B, C, D$ does not have minimal roundness in the case that the longest side is longer than the

---

**Figure 6.** $C_{2n+1}$ with four distinguished points $A, B, C, D$. 

---
sum of two of the other adjacent sides, but shorter than the sum of the two others.

- In Lemma 3.8, we prove that an out of order quadrilateral on $A, B, C, D$ does not have minimal roundness in the case that the longest side is longer than the other three combined.

Lemma 3.4. A degenerate quadrilateral in $C_{2n+1}$ is not a minimal roundness quadrilateral for $C_{2n+1}$.

Proof. Let $Q$ be a degenerate quadrilateral in $C_{2n+1}$. By Lemma 2.11, $\rho(Q) \geq 2$, but we have already observed that $\rho(C_{2n+1}) < 2$, so $Q$ cannot be a minimal roundness quadrilateral in $C_{2n+1}$. □

Lemma 3.5. Let $Q'$ be an out of order nondegenerate quadrilateral in $C_{2n+1}$ comprised of the vertices $A, B, C, D$ in Figure 6. If no side length $w, x, y, z$ is greater than the sum of the lengths of any remaining pair of adjacent sides, then $Q'$ is not a minimal roundness quadrilateral in $C_{2n+1}$.

Proof. Since $Q'$ is nondegenerate, $w, x, y, z \neq 0$. Additionally, by our assumption on side lengths, we have:

\[
\begin{align*}
&w < x + y, \quad x < w + z, \quad y < w + x, \quad z < w + x, \\
&w < y + z, \quad x < y + z, \quad y < w + z, \quad z < x + y.
\end{align*}
\]

Consider the in-order quadrilateral $Q = Q(A, B, C, D)$. By Observation 2.4 and the symmetry of the above conditions on the lengths of the sides, we may without loss of generality assume that our out of order quadrilateral is, $Q' = Q(A, B, D, C)$. By our length conditions, these two quadrilaterals have side and diagonal lengths shown in Figure 7. Note that there are two possibilities for the lengths of some of the sides and diagonals, depending on how the two sums in question compare. But, no matter which possibilities are the actual lengths, the diagonals in $Q$ are strictly longer than the diagonals in $Q'$ and the vertical edges in $Q$ are strictly shorter than the vertical edges in $Q'$. Therefore, by Lemma 2.5, $\rho(Q) < \rho(Q')$, finishing the proof. □

Lemma 3.6. Let $Q'$ be an out of order nondegenerate quadrilateral in $C_{2n+1}$ comprised of the vertices $A, B, C, D$ as in Figure 6. If the longest side in the in-order quadrilateral $Q = Q(A, B, C, D)$ is at least as long as any remaining pair of adjacent sides but strictly shorter than the other three sides put together, then $Q'$ is not a minimal-roundness quadrilateral in $C_{2n+1}$.

Proof. Since $Q'$ is nondegenerate, $w, x, y, z \neq 0$. Without loss of generality, assume that $w$ is the longest length of a side in $Q$. By our assumptions on lengths of sides, we have

\[
\begin{align*}
&w \geq x + y, \quad w \geq y + z, \quad w < x + y + z, \quad w \geq x, \quad y, \quad z.
\end{align*}
\]
By Observation 2.4, without loss of generality we may assume that \( Q' \) is either \( Q(A, B, D, C) \) or \( Q(A, C, B, D) \).

**Case 1.** \( Q' = Q(A, B, D, C) \). In this case, we see that the diagonals of \( Q \) are longer than the diagonals of \( Q' \) and the vertical edges of \( Q \) are shorter than the vertical edges of \( Q' \) so by Lemma 2.5, \( \rho(Q) < \rho(Q') \) so \( Q' \) is not a minimal length quadrilateral in \( C_{2n+1} \).

**Case 2.** \( Q' = Q(A, C, B, D) \). Let \( B' \) be the vertex of \( C_{2n+1} \) reached by moving one edge from \( B \) in the direction of \( C \), as shown in Figure 8. Note that we could have \( B' = C \). Let \( Q'' = Q(A, C, B', D) \) We prove that if \( \rho(Q') \) is finite then \( \rho(Q'') < \rho(Q') \), which proves that \( Q' \) is not a minimal-roundness quadrilateral in \( C_{2n+1} \).

There are two possibilities for the side and diagonal lengths of \( Q'' \). These are shown in Figure 9. The lengths in the right hand quadrilateral occur only when \( w = x + y + z - 1 \). In both possibilities, moving from \( Q' \) to \( Q'' \) increases or does

**Figure 8.** Forming \( Q'' \) in case 2 of Lemma 3.6.
not change the lengths of diagonals and strictly decreased the lengths of some sides, so if \( \rho(Q') \) is finite then by Lemma 2.5 \( \rho(Q'') < \rho(Q') \). Since an infinite roundness quadrilateral is not of minimal roundness in \( C_{2n+1} \), which has finite roundness, this proves that \( Q' \) is not a minimal-roundness quadrilateral in \( C_{2n+1} \). \( \Box \)

**Lemma 3.7.** Let \( Q' \) be an out of order nondegenerate quadrilateral in \( C_{2n+1} \) comprised of the vertices \( A, B, C, D \) as in Figure 6. If the longest side of the in-order quadrilateral \( Q = Q(A, B, C, D) \) is at least as long as one of the pairs of remaining adjacent sides but no longer than the other pair of remaining adjacent sides, then \( Q' \) is not a minimal-roundness quadrilateral in \( C_{2n+1} \).

*Proof.* Without loss of generality, assume that \( w \) is the longest length of a side in \( Q \) and that \( w > x + y \). By our assumptions on lengths of sides, we have

\[
\begin{align*}
  w &\geq x + y, & w &\leq y + z, & w &< x + y + z, & w &\geq x, y, z.
\end{align*}
\]

Again by Observation 2.4, without loss of generality we may assume that \( Q' \) is either \( Q(A, C, B, D) \) or \( Q(A, B, D, C) \).

We see the quadrilaterals \( Q(A, B, C, D) \), \( Q(A, C, B, D) \) and \( Q(A, B, D, C) \) in Figure 10 with the lengths of their sides and diagonals. Note that \( d(A, C) \) may be either \( z + y \) or \( w + x \), depending on which is smaller. In either case, moving from \( Q(A, C, B, D) \) or \( Q(A, B, D, C) \) to \( Q(A, B, C, D) \) increases length of diagonals and decreases length of sides, so \( \rho(Q) < \rho(Q') \) if \( \rho(Q') \) is finite. This proves that \( Q' \) is not a minimal-roundness quadrilateral in \( C_{2n+1} \). \( \Box \)

In the proof of the next lemma, we encounter a linear graph, \( l_m \), which is a connected graph with exactly two vertices of degree one and the remaining vertices of degree two. Geometrically, a linear graph looks like a line between its two degree one vertices. By case analysis, it is not hard to show that if \( Q \) is a quadrilateral in a linear graph, then \( \rho(Q) \geq 2 \).
Lemma 3.8. Let $Q'$ be an out of order nondegenerate quadrilateral in $C_{2n+1}$ comprised of the vertices $A, B, C, D$ as in Figure 6. If the longest side in the in-order quadrilateral $Q = Q(A, B, C, D)$ is at least as long as the remaining three sides put together, then $Q'$ is not a minimal-roundness quadrilateral in $C_{2n+1}$.

Proof. Since $w \geq x + y + z$, $Q'$ actually lies in a metrically embedded linear subgraph $l_m$ of $C_{2n+1}$. Therefore, $\rho(Q') \geq 2$. Since $\rho(C_{2n+1}) < 2$, $Q'$ is not a minimal roundness quadrilateral in $C_{2n+1}$. \hfill \Box

Proof of Theorem 3.3. Let $Q$ be a minimal roundness quadrilateral in $C_{2n+1}$ formed from the vertices $A, B, C, D$ as in Figure 6. By Lemma 3.4, $Q$ is nondegenerate. Assume towards a contradiction that $Q$ is out of order. The edge lengths $w, x, y, z$ of Figure 6 satisfy at least one of the conditions of Lemmas 3.5 through 3.8 because these lemmas cover all the possibilities for how long the longest side is in relation to the other sides from being shorter than any pair of adjacent sides to being longer than the three other sides put together. Therefore, by these lemmas, $Q$ is not a minimal roundness quadrilateral, contradicting the fact that it is of minimal roundness. Therefore, the assumption that $Q$ is out of order must be false, proving that $Q$ is in order. \hfill \Box

Balancing sides.

Theorem 3.9. Let $Q$ be a quadrilateral in $C_{2n+1}$. Then $Q$ is a minimal roundness quadrilateral in $C_{2n+1}$ if and only if $Q$ is an in-order quadrilateral and the lengths of the longest and shortest sides of $Q$ differ by at most 1.
We begin with the a lemma that describes the effect of evening out the side lengths of a quadrilateral in the case that the longest side is not too long.

**Lemma 3.10.** Let $Q = Q(A, B, C, D)$ be the in-order order quadrilateral in $C_{2n+1}$ comprised of the vertices $A, B, C, D$ as in Figure 6 and suppose that the length longest side of $Q$ is at least two greater than the length of its shortest side. Suppose also that the longest side of $Q$ is shorter than the remaining three sides put together. Then $Q$ has a pair of adjacent sides whose lengths differ by at least two, and the quadrilateral $Q'$ formed by moving the vertex separating these sides into the longer side a distance of one has roundness less than $\rho(Q)$.

**Proof.** Without loss of generality, suppose that $AB$ is a longest side, so $w \geq x, y, z$.

First we prove that $Q$ must contain a pair of adjacent sides whose lengths differ by at least two. Suppose not and let $m$ be the length of the shortest side. Since no two adjacent side lengths differ by two or more, we must have:

- $y = m = w - 2$ and $x = z = w - 1$ because no two adjacent side lengths differ by two or more. This means that $C_{2n+1}$ actually has $4w - 4$ edges, and $2n + 1 = 4w - 4$, which is impossible. Therefore, $Q$ must have two adjacent sides whose lengths differ by at least two.

To prove that evening out the lengths of two adjacent sides whose lengths differ by at least two reduces roundness, we consider two cases.

**Case 1.** The longest side, $AB$, is not adjacent to any side of length shorter than itself by at least two. Without loss of generality, suppose that side $BC$ is the longer of the two sides adjacent to $AB$. Dealing with the four possible combinations for the values of $x$ and $z$ separately, we see that in each case the quadrilateral $Q' = Q(A, B, C', D)$ made from the points $A, B, C', D$ shown in Figure 11 has roundness less than $\rho(Q)$.

**Case 2.** The longest side $AB$ is adjacent to a side of length shorter than itself by at least two. By our assumptions on lengths, without loss of generality we have

$$w > x + 1, \quad w \geq y, \quad w \geq z, \quad z \geq x, \quad w \leq x + y + z.$$

Consider the quadrilateral $Q' = Q(A, B', C, D)$ constructed from the points $A, B', C, D$ as shown in Figure 11. The possible side and diagonal lengths of $Q$ and $Q'$ are shown in Figure 12. Assume for the moment that the length of the diagonal $AC$ is $w + x$. Let $\rho(Q) = q > 1$. Then, $(w + x)^q + (y + x)^q = w^q + x^q + y^q + z^q$ and $(w + x)^p + (y + x)^p > w^p + x^p + y^p + z^p$ if $p > q$. Additionally, for any
Figure 11. Case 1 (left) and case 2 (right) of Lemma 3.10.

$p > 1$, the function $f(t) = t^p - (t - 1)^p$ is increasing for $t \geq 1$, which shows that $w^p + x^p > (w - 1)^p + (x + 1)^p$ since $w > x + 1$. Therefore, if $p \geq q$, we have

$$(w + x)^p + (y + x)^p \geq w^p + x^p + y^p + z^p > (w - 1)^p + (x + 1)^p + y^p + z^p,$$

$$(w + x)^p + (y + x + 1)^p \geq w^p + x^p + y^p + z^p > (w - 1)^p + (x + 1)^p + y^p + z^p.$$ 

Since $\rho(Q')$ is the supremum of the values $p$ for which the sum of the $p^{th}$ powers of the diagonals is less than or equal to the sum of the $p^{th}$ power of the sides, we have $\rho(Q') < q = \rho(Q)$ in the case that the length of $AC$ is equal to $w + x$. The proof that $\rho(Q') < \rho(Q)$ in the case that the length of $AB$ is $y + z$ is similar. This finishes the proof of the lemma in case 2. $\square$

Proof of Theorem 3.9. Let $Q$ be a minimal roundness quadrilateral in $C_{2n+1}$. By Theorem 3.3, we know that $Q$ is in cyclic order. We further know that $\rho(C_{2n+1}) < 2$ and that any quadrilateral in $C_{2n+1}$ whose longest side is at least as long as its other three sides together has roundness greater than 2, so the longest side of $Q$ is shorter than the other three sides together. Therefore, by Lemma 3.10, we know that the lengths of the longest and shortest sides of $Q$ differ by a most 1, for otherwise $Q$

Figure 12. Sides and diagonals in case 2 of Lemma 3.10.
would not have minimal roundness. Therefore, $Q$ is an in-order quadrilateral and the lengths of the longest and shortest sides of $Q$ differ by at most 1.

Conversely, let $Q'$ be an in order quadrilateral with lengths of the longest and shortest sides differing by at most 1. These conditions on $Q'$ uniquely determine the side and diagonal lengths of $Q'$. Therefore, $Q'$ has the same roundness as the minimal roundness quadrilateral $Q$ from the first half of the proof. Therefore, $Q'$ is itself a minimal-roundness quadrilateral in $C_{2n+1}$.

\textbf{Calculation of $\rho(C_{2n+1})$.} Here we prove Theorem 3.1 and Corollary 3.2.

\textit{Proof of Theorem 3.1.} If $2n+1$ has the form $4k+1$ for integer $k$ then by Theorem 3.9 the diagonals of a minimal roundness quadrilateral $Q$ in $C_{2n+1}$ have length $2k$, one side has length $k+1$ and three sides have length $k$. Therefore, in this case, $\rho(C_{4k+1})$ is the supremum over all values $p$ such that $2(2k)p \leq 3k^p + (k+1)^p$. Define the function $f_k(p)$ by $f_k(p) = 2(2k)p^p - (k+1)^p - 3k^p$. Then $f_k(1) < 0$ and $f_k(p) > 0$ for sufficiently large $p$. Therefore $f_k(p)$ has a zero greater than 1. Also, when arranged in decreasing order of the sizes of their bases, the exponential terms in $f_k(p)$ exhibit one “sign change”, so $f_k(p)$ has at most one positive zero, (see for example [Langer 1931, p. 128]). Since $f_k(p) > 0$ for sufficiently large $p$ values, $f_k(p)$ is positive for all $p$ values greater than its positive zero. Therefore, $2(2k)p > 3k^p + (k+1)^p$ for all $p$ values greater than the solution to $2(2k)p = 3k^p + (k+1)^p$, which proves that $\rho(C_{2n+1})$ is the positive solution of the equation $2(2k)p = 3k^p + (k+1)^p$ in the case that $2n+1$ has the form $4k+1$. A similar argument shows that $\rho(C_{2n+1})$ is the positive solution of the equation $2(2k-1)p = 3k^p + (k-1)^p$ if $2n+1$ has the form $4k-1$. \hfill $\Box$

Since $\rho(C_{2n}) = 1$, to prove Corollary 3.2 it suffices to show that the solutions to the equations (1) and (2) of Theorem 3.1 approach 1 as $k$ goes to infinity. As in the proof of Theorem 3.1, the proofs in each case are similar, so we provide a rigorous proof of only (1), the case that $2n+1$ has the form $4k+1$.

\textit{Proof of Corollary 3.2.} Restricting our attention to the case $2n+1 = 4k+1$, we have $\rho(C_{4k+1})$ equal to the zero of the function $f_k(p)$ from the proof of Theorem 3.1. We show that this solution can be made arbitrarily close to 1 by choosing $k$ sufficiently large. Since $1 \leq \rho(C_{4k+1}) < \log_2 3$ for $k$-values greater than 2, we may restrict our attention to $p$ values less than $\log_2 3$. Fix a real number $\alpha$ with $1 < \alpha < \log_2 3$. Consider the function $g(k) = f_k(\alpha) = 2(2k)^\alpha - (k+1)^\alpha - 3k^\alpha$. For all sufficiently large $k$, $g(k) > 0$. Therefore, for all sufficiently large $k$, $f_k(\alpha) > 0$. Since $f_k(1) < 0$ for all $k$, this proves that for all sufficiently large $k$, the zero of $f_k(p)$ is between 1 and $\alpha$. It follows that $\lim_{k \to \infty} \rho(C_{4k+1}) = 1$. A similar argument shows that $\lim_{k \to \infty} \rho(C_{4k-1}) = 1$. Since $\rho(C_{2k}) = 1$ for all $k > 2$, this finishes the proof that $\lim_{k \to \infty} \rho(C_k) = 1$. \hfill $\Box$
4. Triangulated cycles

We now continue our investigation of roundness of finite graphs by investigating the effect of “triangulating” a cycle by connecting various of the vertices in the cycle with edges in a particular way until there are no metrically embedded cycles of length greater than 3. We focus on a particular triangulation of $C_k$, described below, which we simply denote by $T_k$.

**Definition 4.1.** Let $C_k$ be the cyclic graph with vertices $v_1, v_2, \ldots, v_k$ in cyclic order. The *triangulated cycle* $T_k$ is formed by connecting with edges the following pairs of vertices

$$(v_2, v_k), (v_k, v_3), (v_3, v_{k-1}), (v_{k-1}, v_4), \ldots$$

as shown in Figure 13.

Since the roundness of a circle is equal to 1 and the roundness of $\mathbb{R}^2$ is equal to 2, it seems reasonable that the roundness of the triangulated cycle $T_n$ should be at least a little closer to 2 than the roundness of the nontriangulated cycle of the same length, $C_n$. We prove this to be true in the main theorem of this section.

**Theorem 4.2.** Let $T$ be the triangulated cycle $T_{2n}$ or $T_{2n+1}$. For $n \geq 2$, $\rho(T)$ is the solution of the equation

$$n^q = (n - 1)^q + 2.$$  

(4)

Since each $T_k$ for $k \geq 4$ contains a metrically embedded copy of graph $\Delta$, $\rho(T_n) \leq \log_2 3 < 2$, so no minimal roundness quadrilateral in $T_n$ has roundness 2 or greater. This is a fact that we will frequently use without explicitly mentioning it in this section. Another fact we will use throughout is the following lemma whose proof we omit.

![Figure 13. The triangulated cycle $T_k$.](image-url)
Lemma 4.3. If \( r \in (0, 1] \) and \( x, y > 0 \) then \( (x + y)^r < x^r + y^r \).

We now prove our main theorem of this section.

Proof of Theorem 4.2. Let \( r_n \) denote the solution of Equation (4). We proceed by induction on \( n \) to prove that \( \rho(T_{2n}) = \rho(T_{2n+1}) = r_n \). For the base case, \( n = 2 \), \( T_4 \) and \( T_5 \) are small enough that one can verify by hand that they have roundness equal to \( r_2 \).

Now assume by induction that for all \( k < n \), \( \rho(T_{2k}) = \rho(T_{2k+1}) = r_k \). We focus first on \( T_{2n} \) and prove that \( \rho(T_{2n}) = r_n \). Note that \( \rho(Q(v_1, v_2, v_{n+1}, v_{n+2})) = r_n \), so \( \rho(T_{2n}) \leq r_n \). Denote by \( Q' \) the quadrilateral \( Q' = Q(v_1, v_2, v_{n+1}, v_{n+2}) \). Suppose now that \( Q \) is a quadrilateral in \( T_{2n} \) that does not contain both \( v_1 \) and \( v_{n+1} \). In this case, \( Q \) is a quadrilateral in a metrically embedded subgraph of \( T_{2n} \) isomorphic to \( T_{2k} \) or \( T_{2k+1} \) for \( k < n \). By our induction hypothesis, this subgraph has roundness \( r_k > r_n \). So, \( \rho(Q) \geq r_k > r_n = \rho(Q') \), and \( Q \) is not a minimal roundness quadrilateral in \( T_{2n} \). Therefore, every minimal roundness quadrilateral in \( T_{2n} \) contains both \( v_1 \) and \( v_{n+1} \). Furthermore, the greatest distance between vertices in \( T_{2n} \) is \( n \), and this occurs only between vertices \( v_1 \) and \( v_{n+1} \), so any minimal roundness quadrilateral in \( T_{2n} \) must be of the form \( Q(v_1, u, v_{n+1}, w) \), containing the path from \( v_1 \) to \( v_{n+1} \) as a diagonal.

Now, let \( Q(v_1, u, v_{n+1}, w) \) be a quadrilateral in \( T_{2n} \) with the path from \( v_1 \) to \( v_{n+1} \) on a diagonal. If both \( u \) and \( v \) occur on the same side of \( T_{2n} \) (i.e., either both have subscripts greater than \( n + 1 \) or both have subscripts less than \( n + 1 \)), then \( Q \) lies in a metrically embedded line in \( T_{2n} \) and therefore has roundness at least 2 and is not a minimal roundness quadrilateral in \( T_{2n} \). Therefore, assume that \( u = v_{b+2} \) and \( w = w_{n+2+a} \) for some \( a, b \) with \( 0 \leq a \leq n - 2 \) and \( 4 \leq b \leq n - 2 \). We prove that \( Q \) is not a minimal roundness quadrilateral in \( T_{2n} \) unless \( a = b = 0 \) or \( a = b = n - 2 \). If \( a + b \leq n \), then \( \rho(Q) \) is the positive solution of

\[
n^p + (n - a - b - 1)^p = (n - 1 - a)^p + (a + 1)^p + (n - 1 - b)^p + (b + 1)^p, \tag{5}
\]

and if \( a + b > n \) then \( \rho(Q) \) is the positive solution of

\[
n^p + (a + b + 3 - n)^p = (n - 1 - a)^p + (a + 1)^p + (n - 1 - b)^p + (b + 1)^p. \tag{6}
\]

We first deal with the case that \( a + b \leq n \) and prove that the solution to (5) is greater than \( r_n \) when \( a + b \leq n \) and at least one of \( a \) and \( b \) is strictly greater than 0. Assume now that \( a, b \geq 0 \), \( a + b \leq n \) and at least one of \( a \) and \( b \) is greater than 0. Since

\[
n^1 + (n - a - b - 1)^1 < (n - 1 - a)^1 + (a + 1)^1 + (n - 1 - b)^1 + (b + 1)^1,
\]

it suffices to prove that

\[
n^{r_n} + (n - a - b - 1)^{r_n} < (n - 1 - a)^{r_n} + (a + 1)^{r_n} + (n - 1 - b)^{r_n} + (b + 1)^{r_n}. \tag{7}
\]
Consider the function

\[ f(a, b) = n^r + (n-a-b-1)^r - (n-1-a)^r - (a+1)^r - (n-1-b)^r - (b+1)^r. \]

We prove inequality (7) by proving that \( f(a, b) < 0 \) for all \( a, b \geq 0 \) with at least one of \( a \) and \( b \) greater than 0 and \( a + b \leq n \). By the symmetry between \( a \) and \( b \), without loss of generality, we may assume that \( a \geq b \). Since at least one of \( a \) and \( b \) is at least 1, we have \( a \geq 1 \). First consider the function \( g(a) = f(a, a) \). Since \( r_n \) is the solution to (4), we have \( g(0) = 0 \). Now,

\[ g'(a) = -2r_n(n-2a-1)^{r_n-1} + 2r_n(n-1-a)^{r_n-1} - 2r_n(a+1)^{r_n-1}. \]

By Lemma 4.3, we have

\[ (n-1-a)^{r_n-1} < ((n-2a-1) + (a+1))^{r_n-1} < (n-2a-1)^{r_n-1} + (a+1)^{r_n-1}. \]

Therefore, \( g'(a) < 0 \) for \( a > 0 \) so \( f(a, a) = g(a) < 0 \) for all \( a > 0 \) and in particular for all \( a \geq 1 \).

A similar argument proves that \( f(a, 0) < 0 \) for all \( a \geq 1 \), so we are left with proving that \( f(a, b) < 0 \) in the case that \( a > b \) and \( a, b \geq 1 \) and \( a + b \leq n \). Since \( f(a, a) < 0 \) it suffices to prove that \( f_a(a, b) < 0 \) for all \( a \) and \( b \) under consideration. Now, \( f_a(a, b) = -r_n(n-a-b-1)^{r_n-1} + r_n(n-1-a)^{r_n-1} - r_n(a+1)^{r_n-1} \). By Lemma 4.3 and the fact that \( b < a \) we have

\[ (n-1-a)^{r_n-1} < ((n-a-b-1) + (a+1))^{r_n-1} < (n-a-b-1)^{r_n-1} + (a+1)^{r_n-1}. \]

Therefore, \( f_a(a, b) < 0 \) for all \( a, b \) under consideration, finishing the proof that \( Q \) is not a minimal roundness quadrilateral in \( T_{2n} \) in the case that \( a+b \leq n \). The inequalities in case that \( a+b > n \) can be reduced to the inequalities in the case \( a+b \leq n \) by making the substitutions \( a' = n-2-a \) and \( b' = n-2-b \), so the above arguments prove that \( Q \) is not a minimal roundness quadrilateral in \( T_{2n} \) in this case, either unless \( a' = b' = 0 \), which is the same as \( a = b = n-2 \).

We have now proved that a minimal roundness quadrilateral in \( T_{2n} \) has the form \( Q(v_1, u, v_{n+1}, w) \) with \( u = v_{b+2} \) and \( w = w_{n+2+a} \) for some \( a, b \geq 0 \). But, we have also proved that such a quadrilateral is not a minimal roundness quadrilateral whenever at least one of \( a \) and \( b \) is greater than 1. Therefore, the quadrilateral given when \( a \) and \( b \) are equal to 0, \( Q(v_1, v_2, v_{n+1}, v_{n+2}) \), is a minimal roundness quadrilateral in \( T_{2n} \). This finishes the proof that \( \rho(T_{2n}) = r_n \).

To finish the inductive step the proof, must prove that \( \rho(T_{2n+1}) = r_n \) also. The details in the argument for this case are very similar to those in the proof that \( \rho(T_{2n}) = r_n \), but the proof also uses the fact we just proved that \( \rho(T_{2n}) = r_n \). We therefore omit the proof that \( \rho(T_{2n+1}) = r_n \). This finishes the proof of the induction step and proves that \( \rho(T_{2n}) = \rho(T_{2n+1}) = r_n \) for all \( n \geq 2 \). \( \square \)
We note that it can be proved from our formulas for $\rho(T_{2n})$ and $\rho(T_{2n+1})$ that $\rho(T_{2n}) > 1 = \rho(C_{2n})$ and $\rho(T_{2n+1}) > \rho(C_{2n+1})$, as mentioned in the introduction to this section. The formulas can also be used to prove the following corollary in a way similar to the way that Corollary 3.2 was proved in the previous section.

**Corollary 4.4.** Let $T_k$ the triangulated cycle described in Definition 4.1. Then

$$\lim_{k \to \infty} \rho(T_k) = 1.$$ 

5. The distribution of roundness for general graphs

As can be seen from the previous two sections, rigorously calculating the roundness of a particular graph or class of graphs can be a daunting task because the number of quadrilaterals in a graph with $n$ vertices grows as $n^4$. Certainly there is a lot of duplication and some quadrilaterals can be ruled out immediately as not giving the minimal roundness, but the task is still very large. Therefore, we wrote a computer program to aid with example calculations. This program has two forms. In the first form, available at an online calculator, the user enters the adjacency matrix of a graph on 10 or fewer vertices. The program then by brute force enumerates all quadrilaterals in the graph, estimates the roundness of each one and outputs a minimal roundness quadrilateral along with its roundness. In its other form, this program reads in a file containing the adjacency matrices, formatted in a certain way, of a set of graphs on 10 or fewer vertices. The program calculates the roundness of each graph and outputs a list of all the roundness that occurred among the graphs and the number of times each roundness occurred. We ran this program on files containing the adjacency matrices of all nonisomorphic connected graphs on 7, 8 and 9 vertices that we obtained from Gordon Royle’s data at the web page Small Graphs and found the roundness distributions among these graphs shown in Tables 1–3.

Looking at these data, one notices a number of trends that would be interesting to investigate formally. In particular, most graphs seem to have roundness equal to 1, which makes sense because any graph with a metrically embedded even cycle has roundness equal to 1. Another observation is that, after eliminating the graphs with roundness equal to 1, roundnesses tend to “bunch up” at the upper end around 1.58 and 1.39, with a tail trailing off to roundness equal to 1. It would be interesting to explore and rigorously quantify this phenomenon. One last striking feature of these distributions is that while the gap between the smallest two roundness values gets smaller as the number of vertices gets larger (as it should according to Corollaries 3.2 and 4.4), the gap between the upper two roundness values, $\log_2 3$ and 2 does not seem to shrink. This leads to the question *can any graph have roundness strictly between $\log_2 3$ and 2?* The answer is no:
<table>
<thead>
<tr>
<th>Roundness</th>
<th>Number</th>
<th>Fraction of Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.00000</td>
<td>545</td>
<td>0.6389215</td>
</tr>
<tr>
<td>1.31091</td>
<td>2</td>
<td>0.0023447</td>
</tr>
<tr>
<td>1.39495</td>
<td>26</td>
<td>0.0304807</td>
</tr>
<tr>
<td>1.58497</td>
<td>221</td>
<td>0.2590856</td>
</tr>
<tr>
<td>2.00000</td>
<td>58</td>
<td>0.0679953</td>
</tr>
<tr>
<td>$\infty$</td>
<td>1</td>
<td>0.0011723</td>
</tr>
</tbody>
</table>

Total number of graphs: 853

Table 1. Roundness distribution: 7 vertices.

<table>
<thead>
<tr>
<th>Roundness</th>
<th>Number</th>
<th>Fraction of Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.00000</td>
<td>9170</td>
<td>0.824862823</td>
</tr>
<tr>
<td>1.23336</td>
<td>1</td>
<td>8.99523E-05</td>
</tr>
<tr>
<td>1.31091</td>
<td>21</td>
<td>0.001888999</td>
</tr>
<tr>
<td>1.32766</td>
<td>4</td>
<td>0.000359809</td>
</tr>
<tr>
<td>1.39495</td>
<td>361</td>
<td>0.032472789</td>
</tr>
<tr>
<td>1.58497</td>
<td>1395</td>
<td>0.125483494</td>
</tr>
<tr>
<td>2.00000</td>
<td>164</td>
<td>0.014752181</td>
</tr>
<tr>
<td>$\infty$</td>
<td>1</td>
<td>8.99523E-05</td>
</tr>
</tbody>
</table>

Total number of graphs: 11117

Table 2. Roundness distribution: 8 vertices.

<table>
<thead>
<tr>
<th>Roundness</th>
<th>Number</th>
<th>Fraction of Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.00000</td>
<td>245324</td>
<td>0.9396507</td>
</tr>
<tr>
<td>1.21258</td>
<td>2</td>
<td>7.66E-06</td>
</tr>
<tr>
<td>1.23336</td>
<td>16</td>
<td>6.128E-05</td>
</tr>
<tr>
<td>1.27156</td>
<td>3</td>
<td>1.149E-05</td>
</tr>
<tr>
<td>1.31091</td>
<td>375</td>
<td>0.0014363</td>
</tr>
<tr>
<td>1.32766</td>
<td>94</td>
<td>0.00036</td>
</tr>
<tr>
<td>1.39495</td>
<td>4844</td>
<td>0.0185537</td>
</tr>
<tr>
<td>1.58497</td>
<td>9926</td>
<td>0.038019</td>
</tr>
<tr>
<td>2.00000</td>
<td>495</td>
<td>0.001896</td>
</tr>
<tr>
<td>$\infty$</td>
<td>1</td>
<td>3.83E-06</td>
</tr>
</tbody>
</table>

Total number of graphs: 261080

Table 3. Roundness distribution: 9 vertices.
**Theorem 5.1.** For any finite graph $G$, $\rho(G) \not\in (\log_2 3, 2)$.

We call the interval between $\log_2 3$ and 2 a *gap* in the roundness spectrum for finite graphs. Theorem 5.1 and the fact that the data in Tables 1–2 seem to exhibit other gaps suggests the following question:

*Are there any other gaps in the roundness spectrum for finite graphs? In particular, does any finite graph have roundness between 1.58497 and 1.39495?*

We suspect that the answer is yes there are other gaps, including one between 1.58497 and 1.39495, but we do not have a proof at present. For now, we prove Theorem 5.1, beginning with the following lemma. This lemma is the key that allows us to severely restrict the kinds of quadrilaterals that could appear in a graph with roundness between $\log_2 3$ and 2.

**Lemma 5.2.** If $G$ is a graph with $\rho(G) > \log_2 3$, every closed nonrepeating path in $G$ is contained in a subgraph of $G$ that is a complete graph.

*Proof.* First note that if $C_n$ for $n \geq 4$ or Graph $\Delta$ is metrically embedded in a graph, then the graph’s roundness is less than or equal to $\log_2 3$. Therefore, $G$ has no metrically embedded subgraph isomorphic to $C_n$ for $n \geq 4$ or $\Delta$. Let $\gamma$ be a closed nonrepeating path in $G$ of length $k$. We proceed by induction on $k$ to show that $\gamma$ is contained in a complete subgraph. The base case $k = 3$ is trivial because in this case, $\gamma$ itself is a complete graph on 3 vertices. Now assume that every closed nonrepeating path in $G$ of length at most $n - 1$ is contained in a complete subgraph. Consider a closed nonrepeating path $\gamma$ with length $k = n \geq 4$. If $\gamma$ is metrically embedded, then $\gamma$ is a metrically embedded $C_n$ for $n \geq 4$, which is impossible since $\rho(G) < \log_2 3$. Therefore two nonadjacent vertices $v$ and $w$ in $\gamma$ must be connected by a path in $G$ shorter than the shortest path between them within $\gamma$. Let $\tau$ be such a path between $v$ and $w$ in $G$ and let $\gamma_1$ and $\gamma_2$ be the two paths between $v$ and $w$ described by $\gamma$. We now have two closed paths, $\gamma' = \tau \cup \gamma_1$ and $\gamma'' = \tau \cup \gamma_2$, both of which have length less than $n$ and which together contain all vertices of $\gamma$. The only repetition possible in these paths is in $\tau$. Therefore, by eliminating repetition in $\tau$, or by replacing $\tau$ with a segment of $\tau$ between two consecutive intersections of $\tau$ with $\gamma$ and choosing new vertices $v$ and $w$ in $\gamma$, we may assume that $\gamma'$ and $\gamma''$ are also nonrepeating closed paths of length less than $n$. By our induction hypothesis both of these paths lie in complete subgraphs of $G$.

To see that all of $\gamma$ lies in a single complete subgraph, let $G_0$ be the subgraph of $G$ consisting of all of the vertices in $\gamma$ together with all edges between these vertices. Choose vertices $s$ and $t$ in $\gamma$. If $s$ and $t$ both lie together in $\gamma'$ or in $\gamma''$, then by fact just proved that both $\gamma'$ and $\gamma''$ lie in complete subgraphs, $s$ and $t$ span an edge in $G$. If they do not lie together in $\gamma'$ or $\gamma''$ and they do not span an edge in $G$, then the vertices $v, s, w, t$ span a metrically embedded subgraph isomorphic to...
Figure 14. Possible shapes for a quadrilateral in $G$.

Graph $\Lambda$, which is impossible since $\rho(G) > \rho(\Lambda)$. Therefore, $s$ and $t$ must span an edge in $G$. This proves that the subgraph $G_0$ that contains $\gamma$ is a complete graph, finishing the inductive step. Therefore every closed nonrepeating path in $G$ lies in a complete subgraph of $G$. □

Using Lemma 5.2, we show that the geodesics comprising any quadrilateral $Q(A, B, C, D)$ in $G$ must fit together into one of the four “shapes” in Figure 14. In this figure, we are considering fixed shortest paths, geodesics, between the points $A, B, C, D$ in $G$. The lines in the figure represent parts of the fixed geodesics, and the lower case letters $a, b, c, d, e$ are the lengths of subpaths of these paths. Paths of length 1 indicate edges connecting nonintersecting subpaths of the geodesics. We note that there may be many geodesics in $G$ between any two points, but for the following arguments, we arbitrarily fix one distinguished geodesic between each pair of vertices that we consider throughout all the proofs.

**Lemma 5.3.** If $G$ is a graph with $\rho(G) > \log_2 3$ and if $Q$ is a quadrilateral in $G$ with vertices $A, B, C, D$ then, after possibly renaming $A, B, C, D$, the geodesics forming $Q$ take on one of the four shapes in Figure 14.

**Proof.** First consider the fixed geodesics, $X_1$ from $A$ to $B$, $X_2$ from $B$ to $C$, and $X_3$ from $A$ to $C$. Let $A_1$ be the vertex at which $X_1$ and $X_3$ last agree, $A_2$ the last vertex at which $X_1$ and $X_2$ last agree and let $A_3$ be the last vertex at which $X_2$ and $X_3$ agree. If the $A_i$ are all distinct then these vertices and geodesics must lie as in Figure 15. Otherwise (for example if $A_2$ were to lie closer along $X_1$ to $A$ than $A_1$ lies to $A$), by making replacements of subpaths, we could shorten at least one of the geodesics $X_1, X_2$ or $X_3$. The closed path formed by $\alpha$ followed by $\beta$ followed by $\gamma$ in Figure 15 is nonrepeating path, for otherwise we could shorten one of the geodesic paths $\alpha, \beta$ or $\gamma$. By Lemma 5.2 and the fact that each of these is a geodesic, they all must have length 1. Therefore, for any three points in the quadrilateral $Q$ the geodesics between them must form a degenerate triangle as in Figure 16, with length $\epsilon$ being equal to either 0 or 1. Combining the possibilities for the triangle formed by $A, B, C$, with the possibilities for the triangle formed by $A, C, D$, and remembering that graph $\Lambda$ cannot metrically embed in $G$ leads to only the four possible configurations in Figure 14, after possibly renaming the vertices. □
Proof of Theorem 5.1. Let $G$ be a finite graph with roundness strictly greater than $\log_2 3$, and let $Q$ be a quadrilateral in $G$ formed with vertices $A, B, C, D$ of $G$. Fix geodesics in $G$ between each pair of these vertices. By Lemma 5.3, after a possible renaming of the vertices, $A, B, C$ and $D$ and the corresponding geodesics fall into one of the shapes in Figure 14. To prove that $\rho(G) \notin (\log_2 3, 2)$ it suffices to verify that $q = 2$ satisfies the inequality in Definition 2.1 for quadrilateral $Q$. By Observation 2.4, this amounts to verifying the inequality for quadrilaterals $Q(A, B, C, D), Q(A, B, D, C)$ and $Q(A, C, B, D)$ in all four shapes of Figure 14. All of the verifications are performed similarly, so we show the proof only for $Q(A, B, C, D)$ in the first shape. This amounts to proving that

$$(a + c + d + 2)^2 + (b + c + e + 2)^2 \leq (a + c + e + 2)^2 + (a + b + 1)^2 + (d + e + 1)^2 + (b + c + d + 2)^2.$$  

This can be verified through the following sequence of inequalities:

$0 \leq (a - e)^2 + (b - d)^2 + 2ab + 2ad + 2be + 2de + a + b + d + e + 2,$  

$0 \leq a^2 + b^2 + d^2 + e^2 + 2ab + 2ad - 2ae - 2bd + 2be + 2de + a + b + d + e + 2,$
\[ a^2 + b^2 + 2c^2 + d^2 + e^2 + 2ac + 2ae + 2bc + 2bd + 2ce + 2a + 4b + 8c + 4d + 4e + 8 \]
\[ \leq 2a^2 + 2b^2 + 2c^2 + 2d^2 + 2e^2 + 2ab + 2ac + 2ad + 2bc + 2be + 2cd + 2ce + 2de + 5a + 5b + 8c + 5d + 5e + 10, \]
\[ \left( a + c + d + 2 \right)^2 + \left( b + c + e + 2 \right)^2 \]
\[ \leq \left( a + c + e + 2 \right)^2 + (a + b + 1)^2 + (d + e + 1)^2 + (b + c + d + 2)^2. \]

We finish this section by noting that the roundness of an infinite connected graph is the infimum of the roundnesses of all of its metrically embedded finite connected subgraphs. Since none of these finite subgraphs can have roundness between \( \log_2 3 \) and 2, it follows that no graph, finite or infinite, can have roundness between \( \log_2 3 \) and 2. We record this as our final corollary.

**Corollary 5.4.** If \( G \) is a connected graph then \( \rho(G) \notin (\log_2 3, 2) \).
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The notion of a \((k, m)\)-agreeable society was introduced by Berg, Norine, Su, Thomas and Wollan: a family of convex subsets of \(\mathbb{R}^d\) is called \((k, m)\)-\emph{agreeable} if any subfamily of size \(m\) contains at least one nonempty \(k\)-fold intersection. In that paper, the \((k, m)\)-agreeability of a convex family was shown to imply the existence of a subfamily of size \(\beta n\) with a nonempty intersection, where \(n\) is the size of the original family and \(\beta \in [0, 1]\) is an explicit constant depending only on \(k, m\) and \(d\). The quantity \(\beta(k, m, d)\) is called the minimal \emph{agreement proportion} for a \((k, m)\)-agreeable family in \(\mathbb{R}^d\).

If we assume only that the sets are convex, simple examples show that \(\beta = 0\) for \((k, m)\)-agreeable families in \(\mathbb{R}^d\) where \(k < d\). In this paper, we introduce new techniques to find positive lower bounds when restricting our attention to families of \(d\)-boxes, that is, cuboids with sides parallel to the coordinates hyperplanes. We derive explicit formulas for the first nontrivial case: \((2, 3)\)-agreeable families of \(d\)-boxes with \(d \geq 2\).

1. Introduction

Berg et al. [2010] introduced the concept of geometric approval voting, where a \emph{platform} is a point in \(\mathbb{R}^d\) and a \emph{vote} can be any convex subset, representing all the platforms deemed acceptable by that particular voter. (The convexity assumption is a way to require our voters to be reasonable: the fact that all votes contain every point on a segment with both endpoints in the vote means that any platform obtained as a compromise between two acceptable positions is again deemed acceptable.) The main question addressed in [Berg et al. 2010] was, given a collection of votes, to find the largest number of overlapping votes, and thus the largest number of voters that could be satisfied by the adoption of any single platform.

More specifically, the authors concentrated on what they termed \((k, m)\)-\emph{agreeable societies}, where any group of \(m\) voters contains \(k\) or more who can agree on a common platform. Their main goal was to obtain lower bounds on the \emph{agreement proportion} (the ratio of satisfied voters to total number of voters) in terms of \(k, m\)
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and $d$ only. Using the version of the fractional Helly theorem due to Kalai [1984], they showed that if a $(k, m)$-agreeable society contains $n \geq m$ votes, all of which are convex subsets of $\mathbb{R}^d$, then there exists a platform contained in at least $\beta(k, m, d) n$ votes, where the proportion $\beta(k, m, d)$ satisfies:

$$\beta(k, m, d) \geq 1 - \left[ 1 - \left( \frac{k}{d+1} \right) \left( \frac{m}{d+1} \right) \right]^{1/(d+1)}.$$  \hfill (1)

Given that the fractional Helly theorem makes no reference to $k$-fold intersections when $k \leq d$, it is no surprise that this lower bound is positive only when $k \geq d + 1$.

If the general convex case requires detailed information about the whole intersection pattern of the arrangement of votes, the intersection graph does capture the structure of the whole arrangement in the special case when the votes are boxes, that is, cuboids with sides parallel to the coordinate axes. This case was also addressed in [Berg et al. 2010], and purely graph-theoretic considerations yielded a sharp bound of $k/m$ for the agreement proportion in the strong agreement case: the situation of $(k, m)$-agreeability where $m \leq 2k - 2$. (The result proved there for this case $m \leq 2k - 2$ is in fact substantially stronger: if the number of boxes is $n$, there is an overlap of at least $n - m + k$ boxes, so the actual agreement proportion starts at $k/m$ and increases to 1 as the number $n$ of boxes goes to infinity.)

The case of $(2, m)$-agreeable societies of $d$-boxes does not fall in the strong agreement category, and it is left essentially open in [Berg et al. 2010]. In fact, it is not even clear at the outset that there is a positive agreement proportion for $(2, m)$-agreeable arrangements of $d$-boxes when $m \geq 3$ and $d \geq 2$, since the lower bound given by (1) is zero in that case. In this paper we tackle the $(2, 3)$-agreeable case and prove the following result.

**Theorem 1.1.** For any $d \geq 1$, any $(2, 3)$-agreeable $d$-box society has an agreement proportion of at least $(2d)^{-1}$.

The remainder of the paper is organized as follows.

The material in Section 2 is independent from the rest of the paper: it presents an elementary proof of the fact that $(2, 3)$-agreeable arrangements of intervals have an agreement proportion of at least $1/2$. Section 3 is devoted to preliminaries. It introduces notation and definitions regarding arrangements of boxes and their intersection graphs. Section 4 establishes upper and lower bounds on the degrees of vertices in a $(2, 3)$-agreeable graph $G$ with bounded clique number. A classification of the small cases is given, and we prove that positive lower bounds do exist for all $d$. In Section 5, we establish the specific values of the lower bound stated in Theorem 1.1. The proof uses a lower bound on boxicity taken from [Adiga et al. 2008]. Section 6 relates $(2, 3)$-agreeability to Ramsey numbers and presents a few questions left open by our work.
Throughout the paper, all arrangements of boxes are assumed to be $(2, 3)$-agreeable. Many of the definitions and results could easily be extended to the $(k, m)$-agreeable case; this level of generality was eschewed in order to keep notations simple and legible. The only step for which $(2, 3)$-agreeability is crucial is in establishing the lower bound of Section 4.

**Notation 1.2.** Throughout this paper, $G$ denotes a simple, undirected graph. The sets $V(G)$ and $E(G)$ are respectively the sets of vertices and edges of $G$, and we let $n = \#V(G)$. Recall that any subset $W$ of $V(G)$ gives rise to the subgraph $G[W]$ induced by $W$, which is the graph that has $W$ as its set of vertices, and has for edges all the edges of $E(G)$ with both endpoints in $W$.

A clique in $G$ is any subset of $V(G)$ that induces a complete subgraph, and the size of the largest clique is called the clique number of $G$ and denoted by $\omega(G)$.

### 2. The linear case

The intersection graphs associated to arrangements of intervals in the line are perfect graphs. This allowed Berg et al. [2010] to prove the nontrivial fact: for any $(k, m)$-agreeable arrangement of intervals, the agreement number is at least $(n - R)/Q$, where $Q$ and $R$ denote respectively the quotient and the remainder of the Euclidean division of $m - 1$ by $k - 1$. This lower bound is sharp and it implies that any $(k, m)$-agreeable collection of intervals must have an agreement proportion

$$\beta(k, m, 1) \geq \frac{k - 1}{m - 1}.$$ 

In particular, the above implies that any $(2, 3)$-agreeable collection of intervals has agreement proportion at least $\frac{1}{2}$. This substantially improves the general case bound given in formula (1), which for $d = 1$ in the $(2, 3)$-agreeable setting yields an agreement proportion of

$$1 - \sqrt{\frac{2}{3}} \approx 0.1835.$$ 

We reprove the lower bound of $\frac{1}{2}$ using only elementary means. First we need to know when the agreement proportion equals 1.

**Lemma 2.1.** A linear society has agreement proportion 1 if and only if every pair of votes intersects. In the terminology of [Berg et al. 2010], such an arrangement is called super-agreeable.

**Proof.** This is a special case of Helly’s theorem [Matoušek 2002], which states that for any arrangement of convex sets in $\mathbb{R}^d$, the sets have a nonempty intersection if and only if all $(d + 1)$-fold intersections are nonempty. \(\square\)
Theorem 2.2. [Berg et al. 2010, Theorem 1] The minimal agreement proportion of a linear $(2, 3)$-agreeable society is $\frac{1}{2}$.

Proof. If every pair of votes intersects, Helly’s theorem for intervals implies that the agreement proportion is 1. So, without loss of generality, we can assume that in our one-dimensional $(2, 3)$-agreeable society, there are two nonintersecting intervals $A$ (Alice’s vote) and $B$ (Bob’s vote), with $A$ to the left of $B$.

The remaining voters can be divided into three categories: those who agree only with Alice, those who agree only with Bob, and those who agree with both Alice and Bob. (There are no voters who agree with neither since that would violate $(2, 3)$-agreeability.) These three categories of voters — call them friends of Alice, friends of Bob and friends of both — form super-agreeable groups, where all voters can agree pairwise and thus, by Helly’s theorem, all the votes in each group overlap. Indeed, friends of Alice must agree with each other, because if two of them did not agree, then taken together with Bob, we would have three votes containing no intersecting pair, violating the condition of $(2, 3)$-agreeability. Similarly, voters who only agree with Bob must also agree with each other. As for votes which overlap with both Alice and Bob’s vote, they all meet in the interval $[\max(A), \min(B)]$ between $A$ and $B$ (Figure 1). If one of the three categories is empty, we have two super-agreeable groups, one of which must account for at least one half of the voters, and the result holds.

Suppose that all three categories are nonempty, and let $C$ be a vote containing $[\max(A), \min(B)]$, $D$ be a vote intersecting $A$ but not $B$, and $E$ be a vote intersecting $B$ but not $A$. The three votes must share at least one intersection to respect the $(2, 3)$-agreeable condition; and note that if $D \cap E \neq \emptyset$, it implies that the two intersections with $C$ are also nonempty (all meet in the middle region). If we can find a vote $D$ from a friend of Alice such that $C \cap D = \emptyset$, then we must have $C \cap E \neq \emptyset$, and, replacing $E$ by any other vote $E'$ intersecting $B$, the same reasoning shows that $C \cap E' \neq \emptyset$, too. Thus any vote $C$ bridging the gap between $A$ and $B$.

Figure 1. Alice, Bob, and their friends. The shaded area in the middle is shared by all the friends of Bob and Alice, such as $C$. 
Alice and Bob must either meet all the votes that intersect $A$ or all the votes that intersect $B$. Thus, we can assign those bridging votes to Alice or Bob, since they have to overlap with all of the friends of at least one. We can divide the votes into two super-agreeable groups once again. One of those must account for at least half the voters, proving the result.

Remark 2.3. This theorem is sharp: any society formed by taking $r$ copies of $A$ and $r$ copies of $B$ is $(2, 3)$-agreeable with an agreement proportion of exactly $\frac{1}{2}$.

Remark 2.4. The result of the previous theorem only holds in dimension 1. For instance, Figure 2 shows five votes in dimension 2 arising from $(2, 3)$-agreeable voters, yet the agreement proportion is only $\frac{2}{5}$.

3. Boxes and agreeable graphs

We introduce some definitions and notation for the two main objects of study: arrangements of boxes and their associated intersection graphs.

3.1. Arrangements of boxes and intersection graphs. A $d$-box is a subset of $\mathbb{R}^d$ given by the Cartesian product of $d$ closed intervals. A collection $\mathcal{B}$ of boxes gives rise to a graph in the following fashion.

**Definition 3.1.** The intersection graph $G_{\mathcal{B}}$ associated to an arrangement $\mathcal{B} = \{ B_1, \ldots, B_n \}$ of $d$-boxes is the graph with vertices $V = \{1, \ldots, n\}$ such that $\{i, j\}$ is an edge if and only if $B_i \cap B_j \neq \emptyset$.

Conversely, given a simple, undirected graph $G$, we can define its boxicity $\text{box}(G)$: it is the smallest integer $d$ such that there exists an arrangement of $d$-boxes $\mathcal{B}$ whose intersection graph is $G$.

Roberts [1969] showed that this number is always finite, and that $\text{box}(G) \leq \lceil \#V/2 \rceil$.

(Graphs for which this bound is tight are classified in [Trotter 1979].)

![Figure 2. A $(2, 3)$-agreeable society of 2-boxes with agreement proportion $\frac{2}{5}$.](image)
Remark 3.2. By convention we let box$(K_n) = 0$ for all $n$ (a 0-box would be a point). This shows that boxicity does not behave nicely with respect to taking subgraphs. On the other hand, it is clear that boxicity can only decrease when taking induced subgraphs, since for any arrangement of $d$-boxes $\mathcal{B} = \{B_1, \ldots, B_n\}$ and any subset $I \subseteq \{1, \ldots, n\}$, the intersection graph of the subarrangement $\{B_i \mid i \in I\}$ is simply the graph $G_{\mathcal{B}}[I]$ induced by the vertices $I$ in $G_{\mathcal{B}}$.

Example 3.3. Note that the bound box$(G) \leq \lceil \#V/2 \rceil$ remains sharp, even if we restrict our attention to $(2, 3)$-agreeable graphs. Indeed, for any $d \geq 1$, let $K_d(2)$ be the complete $d$-partite graph on $d$ pairs of vertices, that is, the graph with $V = \{1, 2, \ldots, 2d\}$ and where $E$ contains all possible edges except those of the form $\{i, i+1\}$ for $i$ odd (see Figure 3). The graph $K_d(2)$ is $(2, 3)$-agreeable, and by [Roberts 1969, Theorem 7], we have box$(K_d(2)) = d = \#V/2$.

Remark 3.4. Graphs with box$(G) \leq 1$ are interval graphs, which can be easily identified in linear time [Booth and Lueker 1976; Habib et al. 2000]. Algorithms exist to test if box$(G) \leq 2$ [Quest and Wegner 1990] or to compute boxicity in general [Cozzens and Roberts 1983], but they are a lot more cumbersome. The task of testing if box$(G) \leq d$ is known to be NP-complete for all $d \geq 2$ [Cozzens and Roberts 1983].

The definition of $(2, 3)$-agreeability as it appears in [Berg et al. 2010] can be reformulated in terms of intersection graphs.

Definition 3.5. An arrangement $\mathcal{B} = \{B_1, \ldots, B_n\}$ of $d$-boxes is $(2, 3)$-agreeable if and only if any one of the three equivalent properties holds:

1. For any $1 \leq i < j < k \leq n$, one at least of the intersections $B_i \cap B_j$, $B_i \cap B_k$ or $B_j \cap B_k$ is nonempty.

2. For any three vertices in the intersection graph $G_{\mathcal{B}}$, the graph induced by these vertices contains at least one edge.

3. The graph complement $\overline{G_{\mathcal{B}}}$ of the intersection graph satisfies $\omega(\overline{G_{\mathcal{B}}}) \leq 2$.}

**Figure 3.** The complete partite graphs $K_3(2)$ (left) and $K_4(2)$ (right).
3.2. Agreement number and agreement proportion. Since any simple, undirected graph can be realized as the intersection graph of an arrangement of boxes, it will be convenient to blur the distinction between the two notions. In particular, we can use properties (2) and (3) in Definition 3.5 to define \((2, 3)\)-agreeability for graphs rather than arrangements.

Another good reason to identify arrangements and their graphs is that the intersection graph encodes all the information about arrangements of boxes (this fails for arrangements of more general convex sets). Indeed, in such an arrangement, having nonempty pairwise intersection and having a point common to all the boxes are equivalent. In particular, the maximal number of overlapping boxes (or agreement number of the society) is simply the clique number \(\omega(G_{\mathcal{A}})\) of the intersection graph.

**Notation 3.6.** We denote by \(\mathcal{G}\) the set of all \((2, 3)\)-agreeable graphs, and, for any \(d \geq 0\), denote by \(\mathcal{G}_d\) the subset of those graphs with boxicity at most \(d\). Given \(r \geq 1\), we let \(\mathcal{G}(r)\) and \(\mathcal{G}_d(r)\) respectively be the subsets of \(\mathcal{G}\) and \(\mathcal{G}_d\) formed by graphs \(G\) with \(\omega(G) \leq r\). Note that for any \(G \in \mathcal{G}_d(r)\) and any subset of vertices \(W \subseteq V(G)\), the subgraph \(G[W]\) induced by \(W\) is also in \(\mathcal{G}_d(r)\): \((2, 3)\)-agreeability is preserved by taking induced graphs, and both clique size and boxicity can only decrease (Remark 3.2).

We define the associated vertex sizes for all \(r \geq 1\) and all \(d \geq 0\),

\[
\eta(r, d) = \max \{\#V(G) \mid G \in \mathcal{G}_d(r)\}, \\
\eta(r) = \max \{\#V(G) \mid G \in \mathcal{G}(r)\}.
\]

These quantities are related by the inequalities

\[2r = \eta(r, 1) \leq \eta(r, 2) \leq \cdots \leq \eta(r).\]

We will show in Proposition 4.5 that \(\eta(r) \leq r(r + 3)/2\) for all \(r \geq 1\), and thus all sets \(\mathcal{G}_d(r)\) are finite. This is not a surprising result since it is the expected behavior brought on by \((k, m)\)-agreeability, but note that in our case of interest, \((2, 3)\)-agreeability, the very existence of a positive lower bound on the agreement proportion was left open in [Berg et al. 2010].

For any graph, the agreement proportion is defined as \(\omega(G)/\#V(G)\). Once we prove that the set \(\mathcal{G}_d(r)\) is finite for all \(r \geq 1\) and \(d \geq 1\), we can define

\[
\rho(r, d) = \min \{\omega(G)/\#V(G) \mid G \in \mathcal{G}_d(r)\},
\]

that is, the minimal agreement proportion that can be obtained from a \((2, 3)\)-agreeable graph with boxicity at most \(d\) and clique number at most \(r\).
4. Upper and lower bounds on degrees

Throughout this section, \( G = (V, E) \) denotes a \((2, 3)\)-agreeable graph on \( n \) vertices. We show that a \((2, 3)\)-agreeable graph with low clique number must have many edges. The results obtained here are purely combinatorial: in this section, we ignore the geometry of the problem and the boxicity of \( G \).

4.1. Lower bound on the degree. The following trivial observation is the key to establishing lower bounds on the degrees of vertices.

\textbf{Lemma 4.1.} \textit{If} \( G \) \textit{is a} \((2, 3)\)-\textit{agreeable graph, then for any vertex} \( v \in V \), \textit{we have} \( \deg(v) \geq n - \omega(G) - 1 \).

Note that the inequality in this lemma may be strict, even if \( v \) is of minimal degree. We can see this by considering \( G = W_4 \), the wheel with four spokes, which is a \((2, 3)\)-agreeable graph with \( n = 5 \) and \( \omega(G) = 3 \).

\textit{Proof.} The vertex \( v \in V \) is connected to \( \deg(v) \) vertices. The other \( n - \deg(v) - 1 \) vertices must form a clique \( W \). Indeed, if \( W \) were not a clique, it would contain two nonadjacent vertices, \( u \) and \( w \). The subgraph induced by the three vertices \( \{u, v, w\} \) would be empty, which would contradict the fact that \( G \) is \((2, 3)\)-agreeable. Thus, \( \omega(G) \geq |W| = n - \deg(v) - 1 \), and the result follows. \( \square \)

Using the formula

\[ |E| = \frac{1}{2} \sum_{v \in V} \deg(v), \]

Lemma 4.1 yields the following lower bound on \( |E| \).

\textbf{Corollary 4.2.} \textit{For any} \((2, 3)\)-\textit{agreeable graph} \( G \), \textit{we have}

\[ |E| \geq \frac{n}{2} (n - \omega(G) - 1). \]

Equality can occur in Corollary 4.2, for example, for the 5-cycle that appeared in Remark 2.4.

\begin{figure}[h]
\centering
\includegraphics[width=0.2\textwidth]{wheel4.png}
\caption{The wheel with four spokes \( W_4 \) is an example of a graph for which the inequality in Lemma 4.1 is strict.}
\end{figure}
Figure 5. A $(2, 3)$-agreeable graph $G$ with $|V(G)| = 8$, $\omega(G) = 3$ and $\text{box}(G) = 2$, together with a family of 2-boxes whose intersection graph is $G$. This graph is 4-regular, $|E| = 16$.

4.2. Examples with low agreement proportion. The conclusion of [Berg et al. 2010] mentioned the existence of $(2, 3)$-agreeable families of 2-boxes with agreement $\frac{3}{8}$. (The example, credited to Rajneesh Hegde, was not given in the paper.) We give a few examples.

Case $n = 8$, $\text{box}(G) = 2$. Figures 5 and 6 give two nonisomorphic examples of families of eight 2-boxes with no more than triple intersections. The corresponding intersection graphs have respectively 8 and 10 triangles.

Figure 6. Another $(2, 3)$-agreeable graph $G$ with $|V(G)| = 8$, $\omega(G) = 3$ and $\text{box}(G) = 2$. Like the example in the previous figure, this graph also has boxicity 2, but $|E| = 17$. 
Figure 7. A \((2, 3)\)-agreeable graph with \(|V(G)| = 8\), \(\omega(G) = 3\), but box\((G)\) unknown. Modifying the arrangement of Figure 5 so \(B_1 \cap B_2 \neq \emptyset\) and \(B_6 \cap B_7 \neq \emptyset\) creates more intersections, so it is not obvious whether a 2-box arrangement can realize this graph.

**Case \(n = 8\), box\((G)\) = ?.** Figure 7 presents a third example of a \((2, 3)\)-agreeable graph with agreement proportion \(\frac{3}{8}\), obtained from Figure 5 by adding two edges. This graph has 12 triangles; its boxicity may be more than 2 (and we conjecture that it is).

**Case \(n = 13\), \(\omega(G) = 4\).** Figure 8 presents (the complement of) a \((2, 3)\)-agreeable graph on 13 vertices with unknown boxicity and agreement proportion \(\frac{4}{13} \approx 0.31\). There are 39 cliques of size 4 in that example. We prove in Proposition 4.4 that 13 is the maximum number of vertices for a \((2, 3)\)-agreeable graph with no 5-cliques.

Figure 8. A graph whose complement is a \((2, 3)\)-agreeable 8-regular graph with \(\omega = 4\).
4.3. Upper bounds on degree and graph size. We now give upper bounds on the degrees of vertices in (2, 3)-agreeable graphs, and deduce an upper bound on the number of vertices of such graphs with a given clique number.

Lemma 4.3. Let $G \in \mathcal{G}_d(r)$, where $r \geq 2$ and $d \geq 1$. Then for any $v \in V$, we have
\[
\deg(v) \leq \eta(r - 1, d) \leq \eta(r - 1).
\]

Proof. The neighbors of $v$ induce a (2, 3)-agreeable graph $H$. If there are more than $\eta(r - 1, d)$ vertices in the graph $H$, it must contain an $r$-clique, which together with $v$ forms an $(r + 1)$-clique in $G$, contradicting the hypothesis $\omega(G) \leq r$.

The inequality in the lemma can be sharp, but it is not always so, even if $G$ has the maximum possible number of vertices $\eta(r)$: in the case $r = 3$, we have $\eta(2) = 5$ and $\eta(3) = 8$ (see Proposition 4.4). The graphs in Figures 5 and 6 both have the maximum number of vertices (8) for their clique number of 3, but the maximum degree is 4 in the first graph, and 5 (the maximum possible) in the second example.

With Lemma 4.1 giving a lower bound on the number of edges which increases with the number of vertices, and Lemma 4.3 giving an upper bound which depends only on the clique number, this suggests that the graphs which maximize $\eta(r)$ must be regular or almost-regular. We can use this idea to establish step-by-step the first few values of $\eta(r)$.

Proposition 4.4. We have the following table for the maximal size of (2, 3)-agreeable graphs with $\omega(G) = r$.

<table>
<thead>
<tr>
<th>$r$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>$\leq 18$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\eta(r)$</td>
<td>2</td>
<td>5</td>
<td>8</td>
<td>13</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Proof. By definition of (2, 3)-agreeability, any graph with at least three vertices must have an edge, and thus $\eta(1) = 2$. The examples we’ve seen so far give the following lower bounds:
\[
\eta(2) \geq 5, \quad \eta(3) \geq 8, \quad \eta(4) \geq 13.
\]

Suppose that one of these lower bounds is not sharp: in other words, there exists at least one (2, 3)-agreeable graph with one of the following.

<table>
<thead>
<tr>
<th>$\omega(G)$</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>$#V$</td>
<td>6</td>
<td>9</td>
<td>14</td>
<td>19</td>
</tr>
</tbody>
</table>

Let $\delta(G)$ and $\Delta(G)$ denote respectively the minimum and the maximum degree for vertices in $G$. The case $|V(G)| = 6$ and $\omega(G) = 2$ is clearly impossible, since Lemma 4.1 implies $\delta(G) \geq 3$, and Lemma 4.3 implies $\Delta(G) \leq \eta(1) = 2$, giving the contradiction $\delta(G) > \Delta(G)$.
Thus we have proved that $\eta(2) = 5$, which combined with Lemma 4.3 implies that for any $G \in \mathcal{G}$ with $\omega(G) = 3$ we must have $\Delta(G) \leq 5$. In the case $|V(G)| = 9$ with $\omega(G) = 3$, Lemma 4.1 yields $\delta(G) \geq 5$. Since the graph $G$ cannot be 5-regular (the sum of all degrees must be even), this yields in turn $\Delta(G) \geq 6$, which is again a contradiction.

This proves $\eta(3) = 8$, which implies that $\Delta(G) \leq 8$ for any $G \in \mathcal{G}$ with $\omega(G) = 4$.

The other cases are similar.

The method used in the proof of the above proposition could be extended indefinitely, provided one can construct examples that provide lower bounds on $\eta$. Even without a battery of examples, we can prove that the function $\eta(r)$ has at most quadratic growth, and thus that the sets $\mathcal{G}_d(r)$ are finite for any $d \geq 1$ and $r \geq 1$.

**Proposition 4.5.** For all $r \geq 1$, the maximal number of vertices $\eta(r)$ for a $(2, 3)$-agreeable graph $G$ with $\omega(G) \leq r$ satisfies $\eta(r) \leq r(r + 3)/2$.

**Proof.** Let $G$ be a $(2, 3)$-agreeable graph such that $\omega(G) = r$ and $|V(G)| = \eta(r)$. If $v$ is a vertex of $G$, Lemmas 4.1 and 4.3 imply the inequalities

$$\eta(r) - r - 1 \leq \deg(v) \leq \eta(r - 1).$$

Solving the recurrence $\eta(r) - r - 1 - \eta(r - 1) \leq 0$ with the initial condition $\eta(1) = 2$ gives the result. □

5. Lower bound on boxicity and the main result

Given a simple graph $G$ on $n$ vertices, call a vertex $v \in V(G)$ universal if $\deg(v) = n - 1$. [Adiga et al. 2008] presents several lower bounds on the boxicity of a graph; we need the following.

**Theorem 5.1.** [Adiga et al. 2008, Theorem 9] Let $G$ be a graph with no universal vertices and minimum degree $\delta$. Then the boxicity of $G$ has the lower bound:

$$\text{box}(G) \geq \frac{n}{2(n - \delta - 1)}.$$

The theorem above only applies to graphs with no universal vertices. Fortunately the lemma below shows that graphs minimizing the agreement proportion satisfy this property. Recall that for all $r \geq 1$ and $d \geq 1$, the quantity $\rho(r, d)$ denotes the minimum agreement proportion that can be achieved by a graph $G \in \mathcal{G}_d(r)$.

**Lemma 5.2.** Given $r \geq 1$ and $d \geq 1$, consider a graph $G \in \mathcal{G}_d(r)$ such that the agreement proportion of $G$ is equal to $\rho(r, d)$. Then $G$ has no universal vertices.
**Proof.** Suppose \( G \in \mathcal{G}_d(r) \) is a graph with universal vertices, \( G \neq K_n \). We construct from \( G \) a graph \( \widehat{G} \in \mathcal{G}_d(r) \) without universal vertices and with a lower agreement proportion. Let \( \Omega \) be the set of universal vertices,

\[ \Omega = \{ v \in V(G) \mid \deg(v) = n - 1 \}; \]
define \( W = V(G) \backslash \Omega \), and let \( \widehat{G} = G[W] \) be the graph induced by \( W \). Since we assumed \( G \neq K_n \), the graph \( \widehat{G} \) is nonempty. Note that box(\( \widehat{G} \)) \leq box(G) \leq d
d since boxicity can only decrease when considering induced graphs (Remark 3.2). Letting \( k = |\Omega| \), we have for any vertex in \( w \in W \),

\[
\deg_{\widehat{G}}(w) = \deg_G(w) - k < n - 1 - k = |W| - 1,
\]
so that no vertex in \( \widehat{G} \) is universal. Moreover, we have

\[
\omega(\widehat{G}) = \omega(G) - k,
\]
since any maximal clique in \( G \) must contain all the vertices in \( \Omega \). Thus, the agreement proportion for \( \widehat{G} \) is

\[
\frac{\omega(\widehat{G})}{\#V(\widehat{G})} = \frac{\omega(G) - k}{n - k} < \frac{\omega(G)}{n};
\]
thus, any graph which minimizes agreement proportion does not have any universal vertices. \( \square \)

**Proof of Theorem 1.1.** Consider a graph \( G \in \mathcal{G}_d(r) \) on \( n \) vertices such that the agreement proportion of \( G \) is equal to the minimum \( \rho(r, d) \). By Lemma 5.2, \( G \) does not contain a universal vertex. Theorem 5.1 applies so that

\[
d \geq \text{box}(G) \geq \frac{n}{2(n - \delta - 1)},
\]
where \( \delta \) denotes the minimum degree in \( G \). Since \( G \) is \((2, 3)\)-agreeable, Lemma 4.1 yields

\[
\omega(G) \geq n - \delta - 1.
\]
Combining the two inequalities, we get

\[
\rho(r, d) = \frac{\omega(G)}{n} \geq \frac{n - \delta - 1}{n} \geq \frac{1}{2d}.
\]
This completes the proof of the main theorem. \( \square \)

6. **Discussion**

6.1. **Ramsey numbers and agreement.** Recall that the Ramsey number \( R(k, m) \) is the smallest number such that any simple undirected graph \( G \) with \( |V(G)| \geq R(k, m) \) contains either a clique of size at least \( k \) or an independent set of vertices
of size at least \( m \). Ramsey numbers are notoriously difficult to study, and few precise results are known about them. Fortunately, one of the sharper known bounds applies directly to the study of \((2, 3)\)-agreeable graphs.

Ajtai et al. [1980] (upper bound) and Kim [1995] (lower bound) proved the existence of positive constants \( c_1 \) and \( c_2 \) such that, for all \( k \geq 2 \),

\[
c_1 \frac{k^2}{\log k} \leq R(k, 3) \leq c_2 \frac{k^2}{\log k}.
\]  

(3)

The connection to \((2, 3)\)-agreeability is the following: recall that we denote by \( \eta(r) \) the maximum number of vertices for a \((2, 3)\)-agreeable graph with clique number \( r \). Thus any graph \( G \) with \( \eta(r) + 1 \) vertices either contains a clique of size \( r+1 \) or is not \((2, 3)\)-agreeable, that is, \( \overline{G} \) contains a triangle. It follows that we have, for all \( r \geq 2 \),

\[
\eta(r) + 1 = R(r + 1, 3).
\]  

(4)

6.2. Agreement proportion and boxicity. The above argument indicates that, for any infinite family of \((2, 3)\)-agreeable graphs that minimizes the agreement proportion, the boxicity must go to infinity, since Theorem 1.1 shows that the agreement proportion is bounded away from zero when the boxicity is bounded.

We do not know of any explicit version of this result. Constructing a family of \((2, 3)\)-agreeable graphs whose agreement proportion goes to zero would be of great interest.

6.3. Asymptotics of \( \eta(r) \) and \( \text{box}(G) \). In Proposition 4.5 we showed that \( \eta(r) \leq r(r+3)/2 \). Equation (4) shows that \( \eta(r) \) follows an inequality similar to (3), and in particular, it does grow almost quadratically. We can use Theorem 1.1 to relate these estimates to the boxicity of the graphs: if \( G \) is a graph of boxicity at most \( d \), with \( \omega(G) = r \) and \( |V(G)| = \eta(r) \), then we must have

\[
d \geq \frac{\eta(r)}{2r} \geq c \frac{r}{\log r}.
\]  

(5)

for some positive constant \( c \). Having sharp bounds for the value of \( c \) could be of considerable practical interest.

6.4. Exposed boxes. Our work originally established weaker lower bounds by borrowing the exposed boxes techniques used by Eckhoff [1988]. These allowed us to
establish inequalities between face vectors of arrangements of $d$-boxes and $(d-1)$-boxes. The bounds were much weaker than Theorem 1.1 for $d \geq 4$, but these ideas might still produce interesting results for $(2, m)$-agreeability with $m \geq 4$.
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Nontrivial solutions to a checkerboard problem

Meaghan Heires, Ryan Jones, Futaba Okamoto, Willem Renzema and Matthew Roberts

(Communicated by Ron Gould)

The squares of an $m \times n$ checkerboard are alternately colored black and red. It has been shown that for every pair $m, n$ of positive integers, it is possible to place coins on some of the squares of the checkerboard (at most one coin per square) in such a way that for every two squares of the same color the numbers of coins on neighboring squares are of the same parity, while for every two squares of different colors the numbers of coins on neighboring squares are of opposite parity. All solutions to this problem have been what is referred to as trivial solutions, namely, for either black or red, no coins are placed on any square of that color. A nontrivial solution then requires at least one coin to be placed on a square of each color. For some pairs $m, n$ of positive integers, however, nontrivial solutions do not exist. All pairs $m, n$ of positive integers are determined for which there is a nontrivial solution.

1. Introduction

Suppose that the squares of an $m \times n$ checkerboard ($m$ rows and $n$ columns), where $1 \leq m \leq n$ and $n \geq 2$, are alternately colored black and red. Figure 1 shows a $4 \times 5$ checkerboard (where a shaded square represents a black square). Two squares are said to be neighboring if they belong to the same row or to the same column and there is no square between them. Thus every two neighboring squares are of different colors.

The checkerboard conjecture [Okamoto et al. 2010]. For every pair $m, n$ of positive integers, it is possible to place coins on some of the squares of an $m \times n$ checkerboard (at most one coin per square) in such a way that for every two squares of the same color the numbers of coins on neighboring squares are of the same parity, while for every two squares of different colors the numbers of coins on neighboring squares are of opposite parity.

MSC2000: 05C15.

Keywords: $m \times n$ checkerboard, coin placement, trivial solution, nontrivial solution.
Figure 1. A $4 \times 5$ checkerboard.

Figure 2 shows a placement of 5 coins on the $4 \times 5$ checkerboard such that the number of coins on neighboring squares of every black square is even and the number of coins on neighboring squares of every red square is odd. Thus for every two squares of different colors, the numbers of coins on neighboring squares are of opposite parity. Consequently, the checkerboard conjecture is true for a $4 \times 5$ checkerboard. Observe that each of the five coins on the $4 \times 5$ checkerboard of Figure 2 is placed on a black square. Thus the number of coins on neighboring squares of each black square is 0, while the number of coins on neighboring squares of each red square is either 1 or 3. For a given checkerboard, if it is possible to place all coins on squares of one of the two colors, say black, in such a way that the number of coins on neighboring squares of a square is even if and only if that square is black; such a coin placement is called a trivial solution. Hence, the coin placement for the $4 \times 5$ checkerboard in Figure 2 is a trivial solution. In [Okamoto et al. $\geq 2010$] it is shown that every $m \times n$ checkerboard has a trivial solution, through the analysis of a vertex coloring of graphs called the modular coloring.

The checkerboard theorem. Every $m \times n$ checkerboard has a trivial solution.

A nontrivial solution to the $m \times n$ checkerboard problem requires at least one coin to be placed on a square of each color. As we will see in this work, some $m \times n$ checkerboards have no nontrivial solution. For an $m \times n$ checkerboard $C$, we consider the following two related problems.

Problem 1.1. Place coins on some of the red squares of $C$ (at most one coin per square) in such a way that the number of coins on neighboring squares of every black square is even.

Figure 2. A trivial solution for a $4 \times 5$ checkerboard.
Figure 3. Some $3 \times n$ checkerboards for $n = 3, 4, 7$.

**Problem 1.2.** Place coins on some of the black squares of $C$ (at most one coin per square) in such a way that the number of coins on neighboring squares of every red square is odd.

Note that in Problem 1.1 there is no restriction on whether or not there are coins on black squares, since coins on black squares do not affect the number of coins on neighboring squares of each black square. Similarly, in Problem 1.2 placing coins on red squares is allowed. Of course, every solution to Problem 1.2 must place at least one coin on a black square of $C$; while Problem 1.1 has a trivial solution of placing no coins at all on the red squares of $C$.

In Figure 3, the checkerboards of size $3 \times 3$ and $3 \times 7$ are shown with coins placed on some of the squares. Since both $m$ and $n$ are odd, every square on the four corners must be of the same color. Observe that the $3 \times 3$ checkerboard whose four corner squares are all black has a nontrivial solution to each of Problems 1.1 and 1.2, while the $3 \times 3$ checkerboard having four red corner squares has no solution to Problem 1.2. On the other hand, each of the two $3 \times 7$ checkerboards has a nontrivial solution to each of Problems 1.1 and 1.2 regardless of the color of the corner squares. As another example, consider the $3 \times 4$ checkerboard, which must have two black corner squares and two red corner squares. In this case, the only possible solution to Problem 1.1 is the trivial solution, while there is a solution to Problem 1.2 as shown in Figure 3.

Next consider a checkerboard of size $1 \times n$ with $n \geq 2$. The following is easy to verify.

**Observation 1.3.** A $1 \times n$ checkerboard ($n \geq 2$) has a nontrivial solution to Problem 1.1 if and only if the two corner squares are both red. Also, there is a solution to Problem 1.2 if and only if $n \not\equiv 1 \pmod{4}$ or at least one of the two corner squares is black.

As a result, every $1 \times n$ checkerboard belongs to one of the three categories described in the next corollary.

**Corollary 1.4.** For every integer $n \geq 2$, a $1 \times n$ checkerboard has a nontrivial solution to at least one of Problems 1.1 and 1.2. In particular:
(A) There is a nontrivial solution to each of Problems 1.1 and 1.2 if and only if 
\( n \equiv 3 \pmod{4} \) and the two corner squares are both red.

(B) There is a nontrivial solution to Problem 1.1 but not to Problem 1.2 if and 
only if \( n \equiv 1 \pmod{4} \) and the two corner squares are both red.

(C) There is a nontrivial solution to Problem 1.2 but not to Problem 1.1 if and 
only if at most one of the two corner squares is red.

Let \( \mathcal{C} = \mathcal{C}_R \cup \mathcal{C}_B \) be the set of \( m \times n \) checkerboards with \( mn \geq 2 \), where \( C \in \mathcal{C}_R \) if \( C \) contains a red corner square; while \( C \in \mathcal{C}_B \) if \( C \) contains a black corner square. Hence, a checkerboard belongs to \( \mathcal{C}_R \cap \mathcal{C}_B \) if and only if the number of squares is even. Our goal in this paper is to classify all checkerboards (size and color configuration) for which (A) there is a nontrivial solution to each of Problems 1.1 and 1.2; (B) there is a nontrivial solution to Problem 1.1 but not to Problem 1.2; (C) there is a nontrivial solution to Problem 1.2 but not to Problem 1.1; and (D) there is a nontrivial solution to neither Problem 1.1 nor Problem 1.2.

2. Even and odd extensions

\textit{Definitions and notation.} Before considering checkerboards having multiple rows and multiple columns, we give additional definitions and notation. For an \( m \times n \) checkerboard \( C \), let \( S = B \cup R \) be the set of \( mn \) squares in \( C \), where \( B \) and \( R \) are the sets of black squares and red squares, respectively, and let \( s_{i,j} \in S \) be the square in the \( i \)-th row and \( j \)-th column for \( 1 \leq i \leq m \) and \( 1 \leq j \leq n \).

We express a coin placement for \( C \) using a coin placement function \( f : S \rightarrow \{0, 1\} \) defined by \( f(s) = 1 \) if and only if there is a coin placed on the square \( s \). The corresponding neighbor sum of a square \( s \), denoted by \( \sigma_f(s) \) (or simply \( \sigma(s) \)), is the number of coins placed on the neighboring squares of \( s \). For simplicity, we further assume that \( \sigma(s) \) is expressed as one of 0 and 1 modulo 2.

An \textit{even placement} \( f \) is a coin placement such that \( f(s) = \sigma(s) = 0 \) for every \( s \in B \). Hence, a checkerboard \( C \) has a solution to Problem 1.1 if and only if \( C \) has an even placement. In particular, \( C \) has a nontrivial solution to Problem 1.1 if and only if \( C \) has a nontrivial even placement. An \textit{odd placement} \( g \) is a coin placement such that \( g(s) = 0 \) and \( \sigma(s) = 1 \) for every \( s \in R \). Then a checkerboard \( C \) has a solution to Problem 1.2 if and only if \( C \) has an odd placement. Recall that every solution to Problem 1.2 must place at least one coin on a black square, implying that there is no trivial odd placement.

To achieve the goal described in the first section, therefore, we investigate the conditions on the size and color configuration of checkerboards under which (A) there are a nontrivial even placement and an odd placement; (B) there is a nontrivial
even placement but no odd placement; (C) there is an odd placement but no nontrivial even placement; and (D) there is neither an odd placement nor a nontrivial even placement.

Let $S = S_1 \cup S_2 \cup \cdots \cup S_n$, where $S_j = \{s_{i,j} : 1 \leq i \leq m\}$ for $1 \leq j \leq n$. Hence, $S_j$ is the set of the $m$ squares in the $j$-th column. Further, let $S'_j = S_1 \cup S_2 \cup \cdots \cup S_i$ for $1 \leq i \leq n$. (Hence $S'_1 = S_1$ and $S'_n = S$.) Let $f_1 : S'_1 \to \{0, 1\}$ be an arbitrary coin placement for the squares in $S'_1$ such that $f_1(s) = 0$ for every $s \in B \cap S'_1$. Observe then that there exists a unique coin placement $f_2 : S'_2 \to \{0, 1\}$ such that $f_2(s) = 0$ for every $s \in B \cap S'_2$; $f_2$ restricted to $S'_1$ equals $f_1$; and $\sigma(s) = 0$ for every $s \in S'_1$. After finding such a coin placement $f_2$, observe further that there exists a unique coin placement $f_3 : S'_3 \to \{0, 1\}$ such that $f_3(s) = 0$ for every $s \in B \cap S'_3$; $f_3$ restricted to $S'_2$ equals $f_2$; and $\sigma(s) = 0$ for every $s \in S'_2$. In general, for every integer $j$ ($1 \leq j \leq n - 1$), suppose that $f_j : S'_j \to \{0, 1\}$ is a coin placement such that $f_j(s) = 0$ for every $s \in B \cap S'_j$ and $\sigma(s) = 0$ for every $s \in S'_j$ (if $j \geq 2$). Then there exists a unique coin placement $f_{j+1} : S'_{j+1} \to \{0, 1\}$ such that $f_{j+1}(s) = 0$ for every $s \in B \cap S'_{j+1}$; $f_{j+1}$ restricted to $S'_j$ equals $f_j$; and $\sigma(s) = 0$ for every $s \in S'_j$.

Similarly, let $g_1 : S'_1 \to \{0, 1\}$ be an arbitrary coin placement for the squares of $S'_1$ such that $g_1(s) = 0$ for every $s \in R \cap S'_1$. Then there exists a unique coin placement $g_2 : S'_2 \to \{0, 1\}$ such that $g_2(s) = 0$ for every $s \in R \cap S'_2$; $g_2$ restricted to $S'_1$ equals $g_1$; and $\sigma(s) = 1$ for every $s \in R \cap S'_1$. In general, for every integer $j$ ($1 \leq j \leq n - 1$), suppose that $g_j : S'_j \to \{0, 1\}$ is a coin placement such that $g_j(s) = 0$ for every $s \in R \cap S'_j$ and $\sigma(s) = 1$ for every $s \in R \cap S'_{j-1}$ (if $j \geq 2$). Then there exists a unique coin placement $g_{j+1} : S'_{j+1} \to \{0, 1\}$ such that $g_{j+1}(s) = 0$ for every $s \in R \cap S'_{j+1}$; $g_{j+1}$ restricted to $S'_j$ equals $g_j$; and $\sigma(s) = 1$ for every $s \in R \cap S'_j$.

These observations yield the following two lemmas.

**Lemma 2.1.** For each coin placement $f_1 : S_1 \to \{0, 1\}$ such that $f_1(s) = 0$ for every $s \in B \cap S_1$, there exists a unique coin placement $F : S \to \{0, 1\}$ such that (i) $F(s) = 0$ for every $s \in B$, (ii) $F$ restricted to $S_1$ equals $f_1$, and (iii) $\sigma(s) = 0$ for every $s \in S'_{n-1}(= S - S_n)$. Furthermore, $F$ is nontrivial if and only if $f_1$ is nontrivial.

**Lemma 2.2.** For each coin placement $g_1 : S_1 \to \{0, 1\}$ such that $g_1(s) = 0$ for every $s \in R \cap S_1$, there exists a unique coin placement $G : S \to \{0, 1\}$ such that (i) $G(s) = 0$ for every $s \in R$, (ii) $G$ restricted to $S_1$ equals $g_1$, and (iii) $\sigma(s) = 1$ for every $s \in R \cap S'_{n-1}$.

For the coin placements $f_1$ and $F$ for a checkerboard $C$ described in Lemma 2.1, we say that $F$ is the even extension of $f_1$; while for the coin placements $g_1$ and $G$ of $C$ described in Lemma 2.2, $G$ is said to be the odd extension of $g_1$. We also say that $F$ and $G$ are the even and odd extensions for $C$, respectively.
Properties of even extensions. Consider an $m \times n$ checkerboard, where $n$ is sufficiently large. Let $f_1 : S_1 \to \{0, 1\}$ be an arbitrary coin placement such that $f_1(s) = 0$ for every $s \in B \cap S_1$. Obtain the unique even extension $F$ of $f_1$. We will next show that $F(s) = 0$ for every $s \in S_j$ whenever $j \equiv 0 \pmod{m+1}$. Before we verify this, let us consider an example. In Figure 4(a), there is a $5 \times 15$ checkerboard in $\mathcal{C}_B - \mathcal{C}_R$ with coins placed on some of the red squares in $S_1$. Figure 4(b) shows its even extension and observe that there are no coins placed on the squares in $S_6 \cup S_{12}$.

**Proposition 2.3.** For an $m \times n$ checkerboard with $2 \leq m \leq n$, let $f_1 : S_1 \to \{0, 1\}$ be an arbitrary coin placement with $f_1(s) = 0$ for every $s \in B \cap S_1$. Then for every $j \equiv 0 \pmod{m+1}$, the unique even extension of $f_1$ assigns 0 to every square in $S_j$.

**Proof.** We begin by assuming that $m$ is even. Furthermore, we may assume that $s_{1,1} \in R$. Therefore, $s_{i,j} \in R$ if and only if $i + j$ is even. Let $f_1 : S_1 \to \{0, 1\}$ be given by

$$f_1(s_{i,1}) = \begin{cases} a_{i+1}/2 & \text{if } i \text{ is odd}, \\ 0 & \text{if } i \text{ is even}, \end{cases}$$

for $1 \leq i \leq m$. Furthermore, for each integer $j$ ($1 \leq j \leq m/2$) let $A_j = \sum_{i=1}^{j} a_i$ while $A_0 = 0$. Now define a coin placement $F_1 : S \to \{0, 1\}$ by $F_1(s) = 0$ if $s \in B$ and

$$F_1(s_{i,j}) = \begin{cases} A_{i+j}/2 + A_{i-j}/2 & \text{if } j \leq i \text{ and } i + j \leq m, \\ F_1(s_{(m+1)-j,(m+1)-i}) & \text{if } j \leq i \text{ and } i + j \geq m + 2, \\ F_1(s_{j,i}) & \text{if } i + 2 \leq j \leq m, \\ 0 & \text{if } j = m + 1, \\ F_1(s_{(m+1)-i,j-(m+1)}) & \text{if } m + 2 \leq j \leq 2m + 2, \\ F_1(s_{i,j-(2m+2)}) & \text{if } j \geq 2m + 3, \end{cases}$$

if $s_{i,j} \in R$ (and so $i + j$ is even), where addition is performed modulo 2 except on the subscripts. Note that $F_1(s_{i,2m+2}) = F_1(s_{(m+1)-(i,m+1)}) = 0$ and so $F_1(s_{i,j}) = 0$.
whenever \( j \equiv 0 \pmod{m + 1} \). Also, \( F_1(s_{i,1}) = A_{(i+1)/2} + A_{(i-1)/2} = a_{(i+1)/2} = f_1(s_{i,1}) \) for \( i = 1, 3, \ldots, m - 1 \), so \( F_1 \) restricted to \( S_1 \) equals \( f_1 \).

We now show that \( F_1 \) is the even extension of \( f_1 \), that is, \( F_1 = F \). To do this, we need only verify that \( \sigma(s) = 0 \) for every \( s \in B \cap S'_n \). Hence, we show that \( \sigma(s_{i,j}) = 0 \) for integers \( i \) and \( j \) with \( 1 \leq i \leq m \) and \( 1 \leq j \leq n - 1 \) such that \( i + j \) is odd. By symmetry, we may further suppose that either \( 1 \leq j < i \leq m \) or \( j = m + 1 \).

**Case 1: \( 1 \leq j < i \leq m \).** First suppose that \( j = 1 \). If \( 2 \leq i \leq m - 2 \), then

\[
\sigma(s_{i,1}) = F_1(s_{i,2}) + F_1(s_{i-1,1}) + F_1(s_{i+1,1})
= (A_{(i+1)/2} + A_{(i-2)/2}) + (A_{i/2} + A_{(i-2)/2}) + (A_{(i+2)/2} + A_{i/2}) = 0,
\]

while

\[
\sigma(s_{m,1}) = F_1(s_{m,2}) + F_1(s_{m-1,1}) = F_1(s_{m-1,1}) + F_1(s_{m-1,1}) = 0.
\]

Next suppose that \( i = m \) and \( 3 \leq j \leq m - 1 \). Then

\[
\sigma(s_{m,j}) = F_1(s_{m,j-1}) + F_1(s_{m,j+1}) + F_1(s_{m-1,j})
= F_1(s_{m-j+2,1}) + F_1(s_{m-j,1}) + F_1(s_{m-j+1,2})
= (A_{(m-j+3)/2} + A_{(m-j+1)/2}) + (A_{(m-j+1)/2} + A_{(m-j+1)/2}) + (A_{(m-j+3)/2} + A_{(m-j+1)/2}) = 0.
\]

Hence, suppose next that \( 2 \leq j < i \leq m - 1 \). If \( i+j \leq m - 1 \), then

\[
\sigma(s_{i,j}) = F_1(s_{i,j-1}) + F_1(s_{i,j+1}) + F_1(s_{i-1,j}) + F_1(s_{j+1,j})
= (A_{i+j-1}/2 + A_{i+j+1}/2) + (A_{i+j+1}/2 + A_{i-j+1}/2) + (A_{i+j+1}/2 + A_{i-j+1}/2) = 0.
\]

For \( i + j = m + 1 \),

\[
\sigma(s_{i,j}) = F_1(s_{i,j-1}) + F_1(s_{i,j+1}) + F_1(s_{i-1,j}) + F_1(s_{j+1,j})
= F_1(s_{i-1,j}) + F_1(s_{m-j,m-i+1}) + F_1(s_{i-1,j}) + F_1(s_{m-j+1,m-i})
= (A_{m/2} + A_{i-j+1}/2) + (A_{m/2} + A_{i-j-1}/2) + (A_{m/2} + A_{i-j+1}/2) = 0.
\]

Similarly, if \( i + j \geq m + 3 \), then

\[
\sigma(s_{i,j}) = F_1(s_{i,j-1}) + F_1(s_{i,j+1}) + F_1(s_{i-1,j}) + F_1(s_{j+1,j})
= F_1(s_{m-j+2,m-i+1}) + F_1(s_{m-j,m-i+1}) + F_1(s_{m-j+1,m-i+2}) + F_1(s_{m-j+1,m-1})
= (A_{2m-i-j+3}/2 + A_{i-j+1}/2) + (A_{2m-i-j+1}/2 + A_{i-j+1}/2) + (A_{2m-i-j+3}/2 + A_{i-j+1}/2) = 0.
\]
Case 2: \( j = m + 1 \). Then \( i \) is even and \( 2 \leq i \leq m \). If \( 2 \leq i \leq m - 2 \), then
\[
\sigma(s_{i,m+1}) = F_1(s_{i,m}) + F_1(s_{i,m+2}) + F_1(s_{i-1,m+1}) + F_1(s_{i+1,m+1})
\]
\[
= F_1(s_{m,i}) + F_1(s_{m-i+1,1}) + 0 + 0
\]
\[
= F_1(s_{m-i+1,1}) + F_1(s_{m-i+1,1}) = 0.
\]
Finally,
\[
\sigma(s_{m,m+1}) = F_1(s_{m,m}) + F_1(s_{m,m+2}) + F_1(s_{m-1,m+1})
\]
\[
= F_1(s_{1,1}) + F_1(s_{1,1}) + 0 = 0.
\]
Therefore, \( F_1 \) is the even extension of \( f_1 \) as claimed.

Next we assume that \( m \) is odd. If \( \{s_{1,1}, s_{m,1}\} \subseteq R \), then let \( f_1 : S_1 \to \{0, 1\} \) be given by
\[
f_1(s_{i,1}) = \begin{cases} 
a(i+1)/2 & \text{if } i \text{ is odd}, \\
0 & \text{if } i \text{ is even}, 
\end{cases}
\]
for \( 1 \leq i \leq m \). For each integer \( j \) (\( 1 \leq j \leq (m + 1)/2 \)) let \( A_j = \sum_{i=1}^j a_i \), while \( A_0 = 0 \). Then define a coin placement \( F_2 : S \to \{0, 1\} \) by \( F_2(s) = 0 \) if \( s \in B \) and
\[
F_2(s_{i,j}) = \begin{cases} 
A_{i+j}/2 + A_{i-j}/2 & \text{if } j \leq i \text{ and } i+j \leq m+1, \\
F_2(s_{m+1-j,(m+1)-i}) & \text{if } j \leq i \text{ and } i+j \geq m+3, \\
F_2(s_{j,i}) & \text{if } i+2 \leq j \leq m, \\
0 & \text{if } j = m+1, \\
F_2(s_{(m+1)-i,j-(m+1)}) & \text{if } m+2 \leq j \leq 2m+2, \\
F_2(s_{i,j-(2m+2)}) & \text{if } j \geq 2m+3,
\end{cases}
\]
if \( s_{i,j} \in R \) (and so \( i+j \) is even), where addition is performed modulo 2 except on the subscripts. Then it can be verified that \( F_2 = F \) in a manner similar to that used to show that \( F_1 = F \) when \( m \) is even.

Similarly, if \( \{s_{1,1}, s_{m,1}\} \subseteq B \), then let \( f_1 : S_1 \to \{0, 1\} \) be given by
\[
f_1(s_{i,1}) = \begin{cases} 
a_{i/2} & \text{if } i \text{ is even}, \\
0 & \text{if } i \text{ is odd}, 
\end{cases}
\]
for \( 1 \leq i \leq m \). For each integer \( j \) (\( 1 \leq j \leq (m - 1)/2 \)) let \( A_j = \sum_{i=1}^j a_i \) while \( A_0 = 0 \). Then define a coin placement \( F_3 : S \to \{0, 1\} \) by \( F_3(s) = 0 \) if \( s \in B \) and
\[
F_3(s_{i, j}) = \begin{cases} 
A_{i+j}/2 + A_{i-j}/2 & \text{if } j \leq i - 1 \text{ and } i+j \leq m, \\
F_3(s_{m+1-j,(m+1)-i}) & \text{if } j \leq i - 1 \text{ and } i+j \geq m+2, \\
F_3(s_{j,i}) & \text{if } i+1 \leq j \leq m, \\
0 & \text{if } j = m+1, \\
F_3(s_{(m+1)-i,j-(m+1)}) & \text{if } m+2 \leq j \leq 2m+2, \\
F_3(s_{i,j-(2m+2)}) & \text{if } j \geq 2m+3,
\end{cases}
\]
if \( s_{i,j} \in R \) (and so \( i + j \) is odd), where addition is performed modulo 2 except on the subscripts. Then again it can be verified that \( F_3 = F \).

**Properties of odd extensions.** Next we present some properties of odd extensions. Again consider an \( m \times n \) checkerboard, where \( n \) is sufficiently large, and let \( g_1 : S_1 \to \{0, 1\} \) be an arbitrary coin placement such that \( g_1(s) = 0 \) for every \( s \in R \cap S_1 \). Obtain the unique odd extension \( G \) of \( g_1 \). It turns out that the behavior of odd extensions can be sometimes different from that of even extensions, depending on the size and color configuration of checkerboards. Before continuing our discussion, we first define a special odd extension.

**Definition 2.4.** For the trivial coin placement \( g_1 : S_1 \to \{0, 1\} \), its unique odd extension is called the trivial odd extension and denoted by \( G_0 \).

See Figure 5 for examples of the trivial odd extensions. We state the following observation without a proof.

**Observation 2.5.** If \( G_0 \) is the trivial odd extension for an \( m \times n \) checkerboard, then \( G_0(s) = 0 \) for every \( s \in S_j \), where \( j \equiv 0 \) (mod \( 2m + 2 \)). Furthermore, if \( j \equiv m + 1 \) (mod \( 2m + 2 \)), then (i) \( G_0(s) = 0 \) for every \( s \in S_j \) if \( \{s_1, s_m\} \not\subseteq R \), while (ii) \( G_0(s) = 1 \) for every \( s \in B \cap S_j \) if \( \{s_1, s_m\} \subseteq R \).

In fact, every odd extension has the property described in Observation 2.5, as shown in the next result.

**Proposition 2.6.** For an \( m \times n \) checkerboard with \( 2 \leq m \leq n \), let \( g_1 : S_1 \to \{0, 1\} \) be an arbitrary coin placement with \( g_1(s) = 0 \) for every \( s \in R \cap S_1 \). Then for every \( j \equiv 0 \) (mod \( 2m + 2 \)), the unique odd extension \( G \) of \( g_1 \) assigns 0 to every square in \( S_j \). Furthermore, if \( j \equiv m + 1 \) (mod \( 2m + 2 \)), then (i) \( G(s) = 0 \) for every \( s \in S_j \) if \( \{s_1, s_m\} \not\subseteq R \), while (ii) \( G(s) = 1 \) for every \( s \in B \cap S_j \) if \( \{s_1, s_m\} \subseteq R \).

![Figure 5. Trivial odd extensions.](image-url)
Proof. First suppose that $m$ is even. We may assume that $s_{i,1} \in B$. Therefore, $s_{i,j} \in B$ if and only if $i + j$ is even. Let $g_1 : S_1 \to \{0, 1\}$ be given by

$$g_1(s_{i,1}) = \begin{cases} a_{(i+1)/2} & \text{if } i \text{ is odd}, \\ 0 & \text{if } i \text{ is even}, \end{cases}$$

for $1 \leq i \leq m$. Also, for each integer $j$ $(1 \leq j \leq m/2)$ let $A_j = \sum_{i=1}^{j} a_i$ while $A_0 = 0$. Then define the coin placement $G_1 : S \to \{0, 1\}$ by $G_1 = F_1 + G_0$, where $F_1$ is the even extension defined in the proof of Proposition 2.3 and $G_0$ is the trivial odd extension. (See Figure 6 for an example.)

If $m$ is odd and $\{s_{1,1}, s_{m,1}\} \subseteq B$, then let $g_1 : S_1 \to \{0, 1\}$ be given by

$$g_1(s_{i,1}) = \begin{cases} a_{(i+1)/2} & \text{if } i \text{ is odd}, \\ 0 & \text{if } i \text{ is even}, \end{cases}$$

for $1 \leq i \leq m$. For each integer $j$ $(1 \leq j \leq (m + 1)/2)$ let $A_j = \sum_{i=1}^{j} a_i$ while $A_0 = 0$. Then let $G_2 : S \to \{0, 1\}$ be a coin placement such that $G_2 = F_2 + G_0$, where $F_2$ is the even extension defined in the proof of Proposition 2.3.

Finally, if $m$ is odd and $\{s_{1,1}, s_{m,1}\} \subseteq R$, then let $g_1 : S_1 \to \{0, 1\}$ be given by

$$g_1(s_{i,1}) = \begin{cases} a_{i/2} & \text{if } i \text{ is even}, \\ 0 & \text{if } i \text{ is odd}, \end{cases}$$

for $1 \leq i \leq m$. For each integer $j$ $(1 \leq j \leq (m - 1)/2)$ let $A_j = \sum_{i=1}^{j} a_i$ while $A_0 = 0$. Then consider the coin placement $G_3 = F_3 + G_0$, where again $F_3$ is the even extension defined in the proof of Proposition 2.3.

Observe that $G_1$, $G_2$, and $G_3$ are the odd extensions of $g_1$ depending on the parity of $m$ and color configuration of the checkerboard. Furthermore, each $G_i$ $(1 \leq i \leq 3)$ has the desired properties by Proposition 2.3 and Observation 2.5. □

---

**Figure 6.** Illustrating $F_1$, $G_0$, and $G_1 = F_1 + G_0$. 
3. Extensions and reductions of checkerboards

In this section we explore possibilities of obtaining an even (odd) placement for a checkerboard of a certain size and color configuration from an even (odd) placement for another checkerboard of a different size and color configuration.

For example, a $5 \times 8$ checkerboard with an even placement is shown in Figure 7(a). Extending this coin placement, we are able to obtain an even placement for a $5 \times 11$ checkerboard as well as an even placement for an $8 \times 11$ checkerboard, as shown in Figure 7(b). Therefore, the even placement for the $5 \times 8$ checkerboard in Figure 7(a) can be extended to even placements for a $5 \times 11$ checkerboard and an $8 \times 11$ checkerboard. On the other hand, we may also say that the even placement for the $5 \times 11$ checkerboard shown in Figure 7(b) can be reduced to an even placement for a $5 \times 8$ checkerboard.

The following observation describes a fact on this process of extending and reducing even (odd) placements. Recall that if $f$ is an even placement for an $m \times n$ checkerboard, then $\sigma_f(s) = 0$ for every $s \in B$; while if $F$ is an even extension for an $m \times n$ checkerboard, then $\sigma_F(s) = 0$ for every $s \in B$ except possibly for those in $B \cap S_n$. Similarly, if $g$ is an odd placement for an $m \times n$ checkerboard, then $\sigma_g(s) = 1$ for every $s \in R$; while if $G$ is an odd extension for an $m \times n$ checkerboard, then $\sigma_G(s) = 1$ for every $s \in R$ except possibly for those in $R \cap S_n$.

**Observation 3.1.** Suppose that $\ell$, $m$, and $n$ are positive integers such that $m \leq n$ and $\ell < n$. Then there exists an even (odd) placement for an $m \times \ell$ checkerboard in $\mathcal{C}_R$ if and only if there exists an even (odd) extension $F$ for an $m \times n$ checkerboard in $\mathcal{C}_R$ such that $F(s) = 0$ for every $s \in S_{\ell+1}$. Similarly, there exists an even (odd) placement for an $m \times \ell$ checkerboard in $\mathcal{C}_B$ if and only if there exists an even (odd) extension $F$ for an $m \times n$ checkerboard in $\mathcal{C}_B$ such that $F(s) = 0$ for every $s \in S_{\ell+1}$.

As a consequence of Propositions 2.3 and 2.6 and Observation 3.1, we obtain a result for $m \times m$ checkerboards.

![Figure 7. Examples of extension and reduction of checkerboards.](image)
Corollary 3.2. For every integer \( m \geq 2 \), an \( m \times m \) checkerboard \( C \) has a nontrivial even placement. Furthermore, \( C \) has an odd placement if and only if \( C \in \mathcal{C}_B \).

In the following subsections we discuss in more detail a way to extend or to reduce a given even (odd) placement for a checkerboard to obtain even (odd) placements for checkerboards of different sizes and color configurations.

Determining the existence of even placements. By Observation 3.1, we take a closer look at the even extensions for checkerboards. Recall the construction of an even extension \( F \in \{F_1, F_2, F_3\} \) described in Proposition 2.3. We make the following observation on \( F \).

Observation 3.3. Let \( F \) be an even extension for an \( m \times n \) checkerboard with \( 2 \leq m \leq n \).
(a) Suppose that \( F(s) = 0 \) for every \( s \in S_k \) for some \( k \). Then \( F(s) = 0 \) for every \( s \in S_{\ell} \) whenever \( \ell \equiv \pm k \pmod{m+1} \). Also, \( F(s) = 0 \) for every \( s \in S_{\ell} \) whenever \( \ell \) is a multiple of \( k \).
(b) Suppose that \( F(s) = 1 \) for some \( s \in S_k \) for some \( k \). Then \( F(s) = 1 \) for some \( s \in S_{\ell} \) whenever \( \ell \equiv \pm k \pmod{m+1} \). In particular, if \( F \) is nontrivial, then \( F(s) = 1 \) for some \( s \in S_{\ell} \) whenever \( \ell \equiv \pm 1 \pmod{m+1} \).

The following is a consequence of Observations 3.1 and 3.3 and Corollary 3.2.

Corollary 3.4. Let \( C \) be an \( m \times n \) checkerboard with \( 1 \leq m \leq n \) and \( n \geq 2 \).
(a) If \( n \equiv m \pmod{m+1} \), then \( C \) has a nontrivial even placement.
(b) Suppose that \( \ell \) is a positive integer with \( \ell \equiv n \pmod{\ell+1} \). If there exists an \( \ell \times m \) checkerboard \( C' \) such that either \( \{C, C'\} \subseteq \mathcal{C}_R \) or \( \{C, C'\} \subseteq \mathcal{C}_B \) and there exists a nontrivial even placement for \( C' \), then there exists a nontrivial even placement for \( C \).
(c) If \( n \equiv 0 \pmod{m+1} \) or \( n \equiv m - 1 \pmod{m+1} \), then \( C \) has no nontrivial even placement.

We are now prepared to present a complete result on even placements.

Theorem 3.5. Let \( C \) be an \( m \times n \) checkerboard with \( 1 \leq m \leq n \) and \( n \geq 2 \). Then \( C \) has a nontrivial even placement if and only if either (i) \( m \equiv n \equiv \ell \pmod{\ell+1} \) for some integer \( \ell \geq 2 \), or (ii) \( C \in \mathcal{C}_R - \mathcal{C}_B \).

Proof. We may assume that \( m \geq 2 \) since the result holds for \( m = 1 \) by Corollary 1.4. If (i) occurs, then first suppose that \( C \in \mathcal{C}_R \) and consider an \( \ell \times \ell \) checkerboard \( C' \in \mathcal{C}_R \). By Corollary 3.2, there exists a nontrivial even placement for \( C' \). Then by Corollary 3.4(a) there exists a nontrivial even placement for an \( \ell \times m \) checkerboard \( C'' \in \mathcal{C}_R \), which in turn implies that there exists a nontrivial even placement for \( C \) by Corollary 3.4(b). Observe also that the same argument holds if \( C \in \mathcal{C}_B \). If (ii)
occurs, then observe that the coin placement $f : S \rightarrow \{0, 1\}$ defined by $f(s_{i,j}) = 1$ if and only if both $i$ and $j$ are odd is an even placement for $C$.

For the converse, assume, to the contrary, that there exists an $m \times n$ checkerboard in $\mathcal{C}_B$ having a nontrivial even placement with no integer $\ell \geq 2$ such that $m \equiv n \equiv \ell \pmod{\ell + 1}$. In particular, $n \not\equiv m \pmod{m + 1}$. Suppose that $C$ is such a checkerboard with the smallest number of squares. Since $C \in \mathcal{C}_B$, we may assume that $s_{1,n} \in B$. Let $f$ be a nontrivial even placement for $C$. Hence, $n \not\equiv 0, m - 1 \pmod{m + 1}$ by Corollary 3.4(c). This implies that there exists an integer $k$ with $1 \leq k \leq m - 2$ such that $n \equiv k \pmod{m + 1}$. However then, $f$ restricted to $S - S'_{n-k}$ induces an even placement for an $k \times m$ checkerboard belonging to $\mathcal{C}_B$, which is impossible since $km < mn$. □

Figure 8 shows even placements for the two $7 \times 11$ checkerboards. Note that $7 \equiv 11 \equiv 3 \pmod{4}$, so we use an even placement for a $3 \times 3$ checkerboard as a building block.

**Determining the existence of odd placements for checkerboards in $\mathcal{C}_B$.** We now show that every checkerboard in $\mathcal{C}_B$ has an odd placement. We start with:

**Proposition 3.6.** An $m \times \ell$ checkerboard in $\mathcal{C}_B$, where $\ell \in \{1, m, m \pm 1\}$, has an odd placement.

**Proof.** Since the result holds for $\ell \in \{1, m\}$ by Corollaries 1.4 and 3.2, we first assume that $\ell = m - 1$. Let $C$ be an $m \times m$ checkerboard, where $s_{1,1} \in B$. If $m$ is odd, then the trivial odd extension assigns 0 to every $s \in S_m$. If $m$ is even, then define $g_1 : S_1 \rightarrow \{0, 1\}$ by $g_1(s) = 0$ if and only if $s \in R \cap S_1$ and observe that the odd extension of $g_1$ assigns 0 to every $s \in S_m$. Therefore, an $m \times (m - 1)$ checkerboard in $\mathcal{C}_B$ has an odd placement by Observation 3.1. This also implies that an $m \times (m + 1)$ checkerboard in $\mathcal{C}_B$ has an odd placement. □

Let us also recall the construction of an odd extension $G \in \{G_1, G_2\}$ for checkerboards in $\mathcal{C}_B$ described in Proposition 2.6. We saw that $G(s) = 0$ for every $s \in S_j$ whenever $j \equiv 0 \pmod{m + 1}$. This together with Observation 3.1 leads to:

**Proposition 3.7.** Let $\ell$, $m$, and $n$ be integers with $1 \leq \ell \leq m + 1$ and $n \equiv \ell \pmod{m + 1}$. If an $m \times n$ checkerboard in $\mathcal{C}_B$ has an odd placement, then so does
an \( m \times \ell \) checkerboard in \( \mathcal{C}_B \). Conversely, if an \( m \times \ell \) checkerboard in \( \mathcal{C}_B \) has an odd placement, then so does an \( m \times n \) checkerboard in \( \mathcal{C}_B \).

**Proof.** First suppose that \( g \) is an odd placement for an \( m \times n \) checkerboard with \( s_{1,n} \in B \). Then \( g(s) = 0 \) for every \( s \in S_j \) whenever \( j \equiv 0 \pmod{m+1} \) by Proposition 2.6. This implies that \( g \) restricted to the set \( S - S'_{n-\ell} \) induces an odd placement for an \( m \times \ell \) checkerboard in \( \mathcal{C}_B \).

Conversely, suppose that \( g \) is an odd placement for an \( m \times \ell \) checkerboard with \( s_1, \ell \in B \). Then extending \( g \) to the right, we obtain an odd placement for an \( m \times n \) checkerboard \( C \). Furthermore, at least one of \( s_1, n \) and \( s_m, n \) belongs to \( B \). Therefore, \( C \in \mathcal{C}_B \). \( \square \)

We state the following as a corollary of Propositions 3.6 and 3.7.

**Corollary 3.8.** Let \( C \) be an \( m \times n \) checkerboard in \( \mathcal{C}_B \). If \( n \equiv \ell \pmod{m+1} \), where \( \ell \in \{1, m, m+1\} \), then \( C \) has an odd placement.

We are now prepared to show that every checkerboard in \( \mathcal{C}_B \) has an odd placement. We first introduce the following algorithm that allows us to obtain a sequence \( X = \langle \ell_0, \ell_1, \ldots, \ell_k \rangle \) of positive integers for each \( m \times n \) checkerboard (\( 2 \leq m < n \)) in \( \mathcal{C}_B \), where \( \ell_0 = n \) and \( \ell_1 = m \). For a sequence \( X \), we denote the sequence \( X \) followed by \( \ell \) by \( \langle X, \ell \rangle \).

**Algorithm 3.9.**

**Input:** Two integers \( m \) and \( n \) with \( 2 \leq m < n \).

**Output:** A sequence \( X = \langle \ell_0, \ell_1, \ldots, \ell_k \rangle \) of positive integers with \( \ell_0 = n \) and \( \ell_1 = m \).

Step 1. Let \( \ell_0 \leftarrow n, \ell_1 \leftarrow m \), and \( X_1 \leftarrow \langle \ell_0, \ell_1 \rangle \). Let \( i \leftarrow 1 \).

Step 2. Let \( \ell_{i+1} \) be the integer with \( 1 \leq \ell_{i+1} \leq \ell_i + 1 \) such that

\[
\ell_{i+1} \equiv \ell_{i-1} \pmod{\ell_i + 1}.
\]

Step 3. If \( \ell_{i+1} \in \{1, \ell_i, \ell_i \pm 1\} \), then go to Step 4. Otherwise, let \( i \leftarrow i + 1 \) and \( X_i \leftarrow \langle X_{i-1}, \ell_i \rangle \). Return to Step 2.

Step 4. Output \( X = \langle X_i, \ell_{i+1} \rangle \).

As an example, consider a \( 12 \times 23 \) checkerboard in \( C \in \mathcal{C}_B \). Then \( X = \langle 23, 12, 10, 1 \rangle \). Let \( C_1, C_2 \), and \( C_3 \) be checkerboards in \( \mathcal{C}_B \), whose sizes are \( 1 \times 10, 10 \times 12 \), and \( 12 \times 23 \), respectively. We saw that \( C_1 \) has an odd placement by Corollary 3.8 (or by Corollary 1.4). Then by Proposition 3.7, so does \( C_2 \), which in turn implies that so does \( C_3 = C \). We illustrate how we obtain an odd placement for each of \( C_1, C_2 \), and \( C_3 \) in Figure 9.

We have proved the result for checkerboards having some black corner squares:

**Theorem 3.10.** Every checkerboard in \( \mathcal{C}_B \) has an odd placement.
Determining the existence of odd placements for checkerboards in $\mathcal{C}_R - \mathcal{C}_B$.

Finally, we consider those checkerboards in $\mathcal{C}_R - \mathcal{C}_B$, whose corner squares are all red. Note that if $C$ is an $m \times n$ checkerboard in $\mathcal{C}_R - \mathcal{C}_B$, then both $m$ and $n$ are odd. We have seen in Figure 3 that the $3 \times 7$ checkerboard in $\mathcal{C}_R - \mathcal{C}_B$ has an odd placement while the $3 \times 3$ checkerboard in $\mathcal{C}_R - \mathcal{C}_B$ does not. Hence, our goal here is to characterize the checkerboards in $\mathcal{C}_R - \mathcal{C}_B$ for which there are odd placements.

Recall the construction of the odd extension $G_3$ described in Proposition 2.6. We saw that

$$G(s) = 0 \text{ for every } s \in S_j \quad \text{whenever } j \equiv 0 \pmod{2m + 2}. \quad (1)$$

As a consequence of (1) with Observation 3.1, we state the following. Note also that the result holds for $m = 1$ by Corollary 1.4.

**Corollary 3.11.** An $m \times (2m + 1)$ checkerboard in $\mathcal{C}_R - \mathcal{C}_B$ has an odd placement for every $m \geq 1$.

Here is another useful fact.

**Proposition 3.12.** Let $\ell$ and $m$ be odd integers with $m \geq 3$ and $1 \leq \ell \leq 2m - 1$. Then an $m \times \ell$ checkerboard in $\mathcal{C}_R - \mathcal{C}_B$ has an odd placement if and only if an $m \times (2m - \ell)$ checkerboard in $\mathcal{C}_R - \mathcal{C}_B$ has an odd placement.
Proof. Let $C$ be an $m \times \ell$ checkerboard in $C_R - C_B$ and let $g$ be an odd placement for $C$. Let $G$ be the odd extension of $g$ for an $m \times (2m + 3)$ checkerboard in $C_R - C_B$ and observe that $\{s_1, \ell + 2, s_m, \ell + 2, s_1, 2m + 1, s_m, 2m + 1\} \subseteq R$. By Proposition 2.6 and Observation 3.1, $G(s) = 0$ for every $s \in S_{\ell + 1} \cup S_{2m + 2}$. This implies that $G$ restricted to the set $S'_{2m + 1} - S'_{\ell + 1}$ induces an odd placement for an $m \times (2m - \ell)$ checkerboard in $C_R - C_B$. The converse can be verified in the same manner. \hfill \Box

The following is another consequence of (1) and Observation 3.1, stated without a proof since it will be almost identical to that of Proposition 3.7.

**Proposition 3.13.** Let $\ell, m$, and $n$ be odd integers with $1 \leq \ell \leq 2m + 1$ and $n \equiv \ell \pmod{2m + 2}$. Then an $m \times n$ checkerboard in $C_R - C_B$ has an odd placement if and only if an $\ell \times m$ checkerboard in $C_R - C_B$ has an odd placement.

By Proposition 3.13 with Corollaries 3.2 and 3.11, we have the following. Note again that the result holds for $m = 1$ as well.

**Corollary 3.14.** Let $C$ be an $m \times n$ checkerboard in $C_R - C_B$.

(a) If $n \equiv 2m + 1 \pmod{2m + 2}$, then $C$ has an odd placement.

(b) If $n \equiv m \pmod{2m + 2}$, then $C$ does not have an odd placement.

We now present an algorithm that finds a sequence $Y$ of positive integers for each $m \times n$ checkerboard $C$ in $C_R - C_B$, where $m$ and $n$ are positive odd integers with $m \leq n$. We then use $Y$ to determine whether or not $C$ has an odd placement.

**Algorithm 3.15.**

Input: Two odd integers $m$ and $n$ with $1 \leq m \leq n$ and $n \geq 3$.

Output: A sequence $Y = \langle \ell_0, \ell_1, \ldots, \ell_k \rangle$ of positive integers with $\ell_0 = n$ and $\ell_1 = m$.

Step 1. Let $\ell_0 \leftarrow n$, $\ell_1 \leftarrow m$, and $Y_1 = \langle \ell_0, \ell_1 \rangle$. Let $i \leftarrow 1$.

Step 2. Let $\ell_{i+1}'$ be the odd integer with $1 \leq \ell_{i+1}' \leq 2\ell_i + 1$ such that $\ell_{i+1}' \equiv \ell_{i-1}' \pmod{2\ell_i + 2}$.

Step 3. If $\ell_{i+1}' \in \{\ell_i, 2\ell_i + 1\}$, then let $\ell_{i+1} = \ell_{i+1}'$ and go to Step 4. Otherwise, let $\ell_{i+1}'$ be the odd integer with $1 \leq \ell_{i+1}' \leq \ell_i - 2$ such that either $\ell_{i+1}' \equiv \ell_{i+1}' \pmod{2\ell_i}$ or $\ell_{i+1}' \equiv -\ell_{i+1}' \pmod{2\ell_i}$. Let $i \leftarrow i + 1$ and $Y_i \leftarrow Y_{i-1}, \ell_i$.

Return to Step 2.

Step 4. Output $Y = \langle Y_i, \ell_{i+1} \rangle$.

We present the result on odd placements for checkerboards in $C_R - C_B$ as a consequence of Propositions 3.12 and 3.13 and Corollary 3.14.

**Theorem 3.16.** Let $C \in C_R - C_B$ and obtain the sequence $Y = \langle \ell_0, \ell_1, \ldots, \ell_k \rangle$ for $C$. Then $C$ has an odd placement if and only if $\ell_{k-1} \neq \ell_k$. 

For example, the $1 \times 9$ checkerboard in $\mathcal{C}_R - \mathcal{C}_B$ has no odd placement, as verified in Corollary 1.4, since $Y = (9, 1, 1)$. Also, the $5 \times 29$ checkerboard in $\mathcal{C}_R - \mathcal{C}_B$ has no odd placement since $Y = (29, 5, 5)$.

On the other hand, the $7 \times 17$ checkerboard in $\mathcal{C}_R - \mathcal{C}_B$, whose associated sequence is $Y = (17, 7, 1, 3)$, has an odd placement. To actually build an odd placement using $Y$, we start with the $1 \times 3$ checkerboard $C_1$ in $\mathcal{C}_R - \mathcal{C}_B$ with an odd placement $g_1$. (Note also that this is the unique odd placement for $C_1$.) Since $7 \equiv 3 \pmod{(2 \cdot 1 + 2)}$, obtain an odd placement $g_2$ for the $1 \times 7$ checkerboard in $\mathcal{C}_R - \mathcal{C}_B$ by extending $g_1$. Since $17 \equiv 1 \pmod{(2 \cdot 7 + 2)}$, we can extend $g_2$ to obtain an odd placement for the $7 \times 17$ checkerboard in $\mathcal{C}_R - \mathcal{C}_B$, as shown in Figure 10.

As another example, let us consider the $7 \times 21$ checkerboard in $\mathcal{C}_R - \mathcal{C}_B$. Then $Y = (21, 7, 5, 3, 1, 3)$. We again start with the $1 \times 3$ checkerboard $C_1$ in $\mathcal{C}_R - \mathcal{C}_B$ with the unique odd placement $g_1$ for $C_1$. Since $5 \equiv -1 \pmod{(2 \cdot 3)}$, we can obtain an odd placement $g_2$ for the $3 \times 5$ checkerboard in $\mathcal{C}_R - \mathcal{C}_B$ from the odd placement for the $3 \times (2 \cdot 3 + 1)$ checkerboard in $\mathcal{C}_R - \mathcal{C}_B$ obtained by extending $g_1$ (see Figure 11 on the next page). Similarly, since $7 \equiv -3 \pmod{(2 \cdot 5)}$, obtain an odd placement $g_3$ for the $5 \times 7$ checkerboard in $\mathcal{C}_R - \mathcal{C}_B$ from the odd placement for the $5 \times (2 \cdot 5 + 1)$ checkerboard in $\mathcal{C}_R - \mathcal{C}_B$ obtained by extending $g_2$ (again see Figure 11). Finally, since $21 \equiv 5 \pmod{(2 \cdot 7 + 2)}$, we obtain an odd placement for the $7 \times 21$ checkerboard in $\mathcal{C}_R - \mathcal{C}_B$ by simply extending $g_3$.

4. Conclusion

The following two theorems summarize the results obtained in the previous sections.

**Theorem 4.1.** Every checkerboard in $\mathcal{C}$ has a nontrivial solution to at least one of Problems 1.1 and 1.2.
Figure 11. An odd placement for the $7 \times 21$ checkerboard in $\mathcal{C}_R - \mathcal{C}_B$.

Proof. If $C \in \mathcal{C}_R - \mathcal{C}_B$, then $C$ has a nontrivial even placement. If $C \in \mathcal{C}_B$, then $C$ has an odd placement. □

Theorem 4.2. Let $C$ be an $m \times n$ checkerboard, where $1 \leq m \leq n$ and $n \geq 2$. If $C \in \mathcal{C}_R - \mathcal{C}_B$, then let $Y$ be the associated sequence obtained by Algorithm 3.15.

(A) $C$ has a nontrivial solution to each of Problems 1.1 and 1.2 if and only if either
(i) $C \in \mathcal{C}_R - \mathcal{C}_B$ and the last two terms in $Y$ are not equal or
(ii) $C \in \mathcal{C}_B$ and $m \equiv n \equiv \ell \pmod{\ell + 1}$ for some integer $\ell \geq 2$.

(B) $C$ has a nontrivial solution to Problem 1.1 but not to Problem 1.2 if and only if $C \in \mathcal{C}_R - \mathcal{C}_B$ and the last two terms in $Y$ are equal.

(C) $C$ has a nontrivial solution to Problem 1.2 but not to Problem 1.1 if and only if $C \in \mathcal{C}_B$ and there is no integer $\ell \geq 2$ such that $m \equiv n \equiv \ell \pmod{\ell + 1}$.

We conclude this paper with related open questions.

Problem 4.3. If a checkerboard has a nontrivial solution to Problem 1.1 (or 1.2), how many solutions (up to symmetry) are there? Which checkerboards have unique nontrivial solutions?

Problem 4.4. If a checkerboard has a nontrivial solution to Problem 1.1 (or 1.2), what is the minimum number of coins necessary to construct such a solution? Also, what is the maximum number of coins that can be used in a solution?
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