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Maximality of the Bernstein polynomials
Christopher Frayer and Christopher Shafhauser

(Communicated by Martin Bohner)

For fixed a and b, let Qn be the family of polynomials q(x) all of whose roots are
real numbers in [a, b] (possibly repeated), and such that q(a)= q(b)= 0. Since
an element of Qn is completely determined by it roots (with multiplicity), we
may ask how the polynomial is sensitive to changes in the location of its roots. It
has been shown that one of the Bernstein polynomials bi (x)= (x−a)n−i (x−b)i ,
i = 1, . . . , n − 1, is the member of Qn with largest supremum norm in [a, b].
Here we show that for p ≥ 1, b1(x) and bn−1(x) are the members of Qn that
maximize the L p norm in [a, b]. We then find the associated maximum values.

1. Introduction

A monic polynomial q(x) is completely determined by its roots (with multiplicity),
since it can be written as the product

q(x)=
n∏

i=1

(x − ri ),

where the ri are the roots. So it is a fair question to ask how the polynomial q is
sensitive to changes in the location of its roots. Boelkins, Miller and Vugteveen
[Boelkins et al. 2006] have shown that, among degree-n monic polynomials q(x)
all of whose roots are real, belong to [a, b], and include a and b, the value of the
supremum norm, max

a≤x≤b
q(x), is maximized by the polynomials

(x − a)n−1(x − b) and (x − a)(x − b)n−1.

So these are in some sense the “largest” polynomials in the class just described.
We will show that these are also the largest polynomials with respect to another

measure of size, namely, the L p norm for p≥ 1. (For p= 1 this is simply the area
enclosed by the graph between a and b.)

MSC2000: 30C15.
Keywords: polynomial root dragging, L p norm, Bernstein polynomial.
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Throughout this paper we let q(x) be a monic polynomial of degree n all of
whose roots are real and lie in [a, b]; we assume further that q(a)= q(b)= 0. We
denote the family of all such polynomials by Qn . We show that given any q ∈ Qn ,∫ b

a
|q(x)| dx ≤ (b− a)n+1 1

n(n+ 1)
,

and for any p ∈ N∫ b

a
|q(x)|p dx ≤ (b− a)pn+1 1

pn+ 1

(
(pn− p)! p!

(pn)!

)
.

We then use these bounds to verify the results of [Boelkins et al. 2006]. That is,
for a < x < b,

|q(x)| ≤
(b− a)n

n

(
n− 1

n

)n−1

.

2. Preliminary information

We are interested in how “large” a polynomial in Qn can be and therefore need a
way to tell when one polynomial is larger than another. We will use the L p norms
to measure the size of a polynomial. Given a polynomial q we use the notation
‖q‖L p

[a,b]
to denote the L p norm of q:

‖q‖L p
[a,b]
=

(∫ b

a
|q(x)|p dx

)1/p

and

‖q‖L∞
[a,b]
= max

x∈[a,b]
|q(x)|.

In particular, the L1 norm of q ,

‖q‖L1
[a,b]
=

∫ b

a
|q(x)| dx,

measures the area enclosed by q.
Our goal is to understand how the L p norm of q ∈ Qn is a function of the

location of its roots. Specifically, we would like to understand how the smallest
root of q which is greater than a will affect the L p norm of q . We let r0 = a and
r1 represent the smallest root greater than r0. With this in mind, we study how r1

affects the L p norm of polynomials of the form

q(x)= (x − r1)
ks(x)
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where s(x)= (x − r0)
l(x − r2)(x − r3) · · · (x − rm−1) and n = l+ k+m− 2. That

is, q is a degree n polynomial with roots

r0 = a < r1 < r2 ≤ r3 · · · ≤ rm−1 = b,

which takes into account having possibly repeated roots at r0 and r1. To understand
how r1 affects the L p norm of q we study the function

Ap(q)(r1)= ‖q‖
p
L p
[a,b]
=

∫ r1

a
(r1− x)kp

|s(x)|p dx +
∫ b

r1

(x − r1)
kp
|s(x)|p dx,

where we allow r1 ∈ [r0, r2].
The following two basic results of calculus will be used later, when we optimize

the L p norm.

Lemma 2.1. If f (x) is twice differentiable and concave up on [a, b], then

max{ f (a), f (b)}> f (x)

for all x ∈ (a, b).

Lemma 2.2 (Leibniz’s formula). If F(x, y) and Fx(x, y) are continuous in both x
and y in some region of the xy-plane including a ≤ y ≤ x and u(x) is a continuous
function of x , then

d
dx

∫ u(x)

a
F(x, y) dy = F(x, u(x))

d
dx

u(x)+
∫ u(x)

a
Fx(x, y) dy.

3. Maximizing the enclosed area

We are now ready to find the member of Qn that encloses the largest area. In order
to do so we show that A1(q)(r1) is concave up on [r0, r2].

Theorem 3.1. If q(x)= (x−r1)
ks(x), where s(x)= (x−r0)

l(x−r2) · · · (x−rm−1)

and r0 < r1 < r2 ≤ r3 ≤ · · · ≤ rm−1, then

d2

dr2
1

A1(q)(r1) > 0 on [r0, r2].

Proof. Let F(r1, x) = (x − r1)
ks(x), and observe that F(r1, r1) = 0. Applying

Leibniz’s formula to each term in d A1(q)(r1)/dr1, we have

d
dr1

∫ r1

a
(r1− x)k |s(x)| dx = k

∫ r1

a
(r1− x)k−1

|s(x)| dx

and
d

dr1

∫ b

r1

(x − r1)
k
|s(x)| dx =−k

∫ b

r1

(x − r1)
k−1
|s(x)| dx .
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If k = 1, the fundamental theorem of Calculus implies that

d2

dr2
1

∫ r1

a
(r1− x)|s(x)| dx = |s(r1)| and

d2

dr2
1

∫ b

r1

(x − r1)|s(x)| dx = |s(r1)|.

Since r1 is not a root of s(x), it follows that

d2

dr2
1

A1(q)(r1)= 2|s(r1)|> 0.

If k ≥ 2, then

d2

dr2
1

∫ r1

a
(r1− x)k |s(x)| dx = k(k− 1)

∫ r1

a
(r1− x)k−2

|s(x)| dx

and
d2

dr2
1

∫ b

r1

(x − r1)
k
|s(x)| dx = k(k− 1)

∫ b

r1

(x − r1)
k−2
|s(x)| dx .

Therefore,

d2

dr2
1

A1(q)(r1)= k(k− 1)
∫ b

a
|(x − r1)

k−2s(x)| dx > 0

and A1(q)(r1) is concave up on [r0, r2]. �

Corollary 3.2. One of the Bernstein polynomials

bi (x)= (x − a)n−i (x − b)i , i = 1, . . . , n− 1,

is the member of Qn that encloses the largest area on [a, b].

Theorem 3.1, along with Lemma 2.1, tells us that we can always find a polyno-
mial in Qn with a larger L1 norm by “dragging” r1 to either r0 or r2. Playing this
game a finite number of times leaves us a polynomial with roots only at a and b.
So, one of the Bernstein polynomials,

bi (x)= (x − a)n−i (x − b)i , i = 1, . . . , n− 1,

will be the member of Qn that encloses the largest area.

4. Other values of p

We now extend the method of the previous section to values of p > 1. Let

q(x)= (x − r1)
ks(x),

where
s(x)= (x − r0)

l(x − r2) · · · (x − rm−1)
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with r0 < r1 < r2 ≤ r3 ≤ · · · ≤ rm−1, and consider

Ap(q)(r1)=

∫ r1

a
(r1− x)kp

|s(x)|p dx +
∫ b

r1

(x − r1)
kp
|s(x)|p dx . (1)

If we can show that Ap(q)(r1) is concave up on [r0, r2], then one of the Bernstein
polynomials will be the member of Qn with the largest L p norm. Using the same
argument as the p = 1 case, two applications of Leibniz’s formula yields

d2

dr2
1

Ap(q)(r1)= kp(kp− 1)
∫ b

a
|(x − r1)

kp−2
||s(x)|p dx > 0,

and Ap(q)(r1) is concave up on the interval [r0, r2] when p > 1.
In the above calculation, we have to be careful when kp−2<0. Since kp−1>0

(k ≥ 1 and p > 1) the hypothesis of Leibniz’s formula are satisfied for the first
application with

d
dr1

Ap(q)(r1)=kp
∫ r1

a
(r1−x)kp−1

|s(x)|p dx−kp
∫ b

r1

(x−r1)
kp−1
|s(x)|p dx . (2)

When applying Leibniz’s formula to the first term on the right-hand side, we need

∂

∂r1
(r1− x)kp−1

|s(x)|p

to be continuous in both x and r1 in some region including a ≤ x ≤ r1. Although
this may not be true at x = r1, we can still justify the application of Leibniz’s
formula by considering the interval [a, r1− ε] and letting ε→ 0+. That is,

d2

dr2
1

∫ r1

a
(r1− x)kp

|s(x)|p dx = lim
ε→0+

(
d

dr1
kp
∫ r1−ε

a
(r1− x)kp−1

|s(x)|p dx
)
.

Because the integrand is positive, the result will follow if the limit exists.
The polynomial s(x) does not change sign on the interval (a, r2), so we may

assume without loss of generality that s(x) ≥ 0 on [a, r1− ε], with s(x)= 0 only
at x = a. Applying Leibniz’s formula on [a, r1− ε] yields

lim
ε→0+

(
d

dr1
kp
∫ r1−ε

a
(r1− x)kp−1s(x)p dx

)
= lim
ε→0+

kp(kp− 1)
∫ r1−ε

a
(r1− x)kp−2s(x)p dx + lim

ε→0+
(ε)kp−1s(r1− ε)

p

= lim
ε→0+

kp(kp− 1)
∫ r1−ε

a
(r1− x)kp−2s(x)p dx .



312 CHRISTOPHER FRAYER AND CHRISTOPHER SHAFHAUSER

In order to see that this limit exists, we integrate by parts to get

kp(kp−1) lim
ε→0+

(
−s(r1−ε)

p (ε)
kp−1

kp− 1
+

p
kp− 1

∫ r1−ε

a
(r1−x)kp−1s(x)p−1s ′(x) dx

)
= kp2

∫ r1

a
(r1− x)kp−1s(x)p−1s ′(x) dx,

where equality follows as kp−1> 0 and the integrand is a continuous function of
x on [a, r1]. Hence the limit exists and is positive from an earlier observation. A
similar argument applied to the second term on the right in (2) shows that

d2

dr2
1

∫ b

r1

(x − r1)
kp
|s(x)|p dx = lim

ε→0+

d
dr1

(
−kp

∫ b

r1+ε

(x − r1)
kp−1
|s(x)|p dx

)

exists and is positive. Therefore, d2

dr2
1

Ap(q)(r1) > 0.

From an argument similar to Theorem 3.1, we have the following result:

Theorem 4.1. If p≥ 1, one of the Bernstein polynomials is the member of Qn that
has the largest L p norm on [a, b].

Finally, we consider the case p =∞. Since [a, b] has finite measure,

lim
p→∞
‖ f (x)‖L p

[a,b]
= ‖ f (x)‖L∞

[a,b]
; (3)

see [Wheeden and Zygmund 1977, p. 126].

Corollary 4.2. One of the Bernstein polynomials is the member of Qn that has the
largest L∞ norm on [a, b].

Proof. Let m(x) ∈ Qn with m(x) 6= bi (x) for i = 1, . . . , n− 1. If we restrict p to
the positive integers, it follows from (3) that the sequences{

‖m(x)‖L p
[a,b]

}
p→‖m(x)‖L∞

[a,b]
and

{
‖bi (x)‖L p

[a,b]

}
p→‖bi (x)‖L∞

[a,b]

as p→∞. Theorem 4.1 implies that for each p ∈ N

‖m(x)‖L p
[a,b]
≤ ‖bi (x)‖L p

[a,b]
,

so that

lim
p→∞
‖m(x)‖L p

[a,b]
≤ lim

p→∞
‖bi (x)‖L p

[a,b]
.

Therefore ‖m(x)‖L∞
[a,b]
≤ ‖bi (x)‖L∞

[a,b]
and we have the desired result. �
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5. Evaluating the maximum

The process of increasing the L p norm lead us to a finite class of polynomials that
must contain the “largest” polynomial in Qn . Specifically, we arrived at the class
of Bernstein polynomials

bi (x)= (x − a)n−i (x − b)i , i = 1, . . . , n− 1.

We would like to determine which of these polynomials will maximize the L p

norm. To do so, we recall (from [Dennery and Krzywicki 1996, pp. 94–98], for
example) the beta function, defined by

B(x, y)=
∫ 1

0
t x−1(1− t)y−1dt =

0(x)0(y)
0(x + y)

,

where 0(x)=
∫
∞

0 t x−1e−t dt satisfies the property 0(n+ 1)= n!.
Initially, we answer the question when a = 0 and b = 1, and then translate the

result back to general a and b by the appropriate substitution. We observe that∫ 1

0
xn−i (x − 1)i dx = (−1)i B(n− i + 1, i + 1)= (−1)i

0(n− i + 1)0(i + 1)
0(n+ 2)

.

Since the polynomials bi (x) are either entirely positive or entirely negative on
[0, 1], we have

‖bi (x)‖L1
[0,1]
=

∣∣∣∣∫ 1

0
xn−i (x − 1)i dx

∣∣∣∣= 0(n− i + 1)0(i + 1)
0(n+ 2)

=
1

n+ 1
i ! (n− i)!

n!
.

Note that
i ! (n− i)!

n!
is the reciprocal of the binomial coefficient

(
n
i

)
. Since n

is fixed, we need to pick the value of i that minimizes this binomial coefficient.
Clearly this happens when i = 1 or i = n − 1. Therefore, the maximum value of
the norm is obtained for b1(x) and bn−1(x):

‖b1(x)‖L1
[0,1]
= ‖bn−1(x)‖L1

[0,1]
=

1
n+ 1

(
n
1

)−1

=
1

n(n+ 1)
. (4)

This can be generalized to the interval [a, b] by using the substitution u = (x−
a)/(b− a); for any monic degree-n polynomial q(x) with all real zeros in [a, b]
such that q(x) has roots at a and b, we have

‖q(x)‖L1
[a,b]
≤ (b− a)n+1 1

n(n+ 1)
.
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If p ∈N, the same method can be used to evaluate the L p norm of the Bernstein
polynomials. We have

‖bi (x)‖
p
L p
[0,1]
=

[
0(pn−pi+1)0(pi+1)

0(pn+ 2)

]1/p

=

[
1

pn+1
(pn−pi)! (pi)!

(pn)!

]1/p

. (5)

The maximum value is still achieved by b1(x) and bn−1(x). Inequality (5) can be
generalized to the interval [a, b] by using the substitution u = (x−a)/(b−a); for
any monic degree-n polynomial q(x) with all real zeros in [a, b] such that q(x)
has roots at a and b,

‖q(x)‖L p
[a,b]
≤

[
(b− a)pn+1 1

pn+ 1
(pn− pi)! (pi)!

(pn)!

]1/p

.

If p is not a natural number, the first equality in (5) is still valid, though we can
no longer express the result in terms of factorials. Therefore (again passing to the
case of [a, b]) we can write

‖bi (x)‖L p
[a,b]
=

[
(b− a)pn+10(pn− pi + 1)0(pi + 1)

0(pn+ 2)

]1/p

. (6)

To find the values of i that maximize this expression, we can differentiate it with
respect to i . (Although only integer values of i make sense in our context, the
quotient in (6) makes sense for all real i in the range of interest, 1≤ i ≤ n−1. The
domain of definition and differentiability of the gamma function includes (0,∞).)
The derivative of the gamma function involves another transcendental function,
known as polygamma. The upshot is that the quotient in (6) has only one critical
point in the interval 1≤ i ≤ n− 1, and it is a minimum rather than a maximum. It
follows that, once more, the local maxima in this interval must be at the endpoints
of the interval, that is, i = 1 and i = n− 1.

6. Recovering the supremum norm

As mentioned in the introduction, it was established in [Boelkins et al. 2006] that
the Bernstein polynomials b1(x) and bn−1(x) are the members of Qn with the
largest L∞ norm on [a, b]. In fact, they found that

‖b1(x)‖L∞
[a,b]
=
(b− a)n

n

(
n− 1

n

)n−1

,

a result that we now reproduce as a consequence of the work in the previous section.
We have seen that, for p ∈ N,

‖b1(x)‖L p
[a,b]
=

[
(b− a)pn+1

pn+ 1

(
(pn− p)! p!

(pn)!

)]1/p

.
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Applying Sterling’s approximation, lim
n→∞

(
n! −
√

2πn
(n

e

)n)
= 0, we obtain

‖b1(x)‖L∞
[a,b]
= lim

p→∞
‖b1(x)‖L p

[a,b]

= lim
p→∞

[
(b− a)pn+1

pn+ 1
(pn− p)! p!

(pn)!

]1/p

= lim
p→∞

[
(b− a)pn+1

pn+ 1

√
2πp(n− 1)

( p(n−1)
e

)p(n−1)√2πp
( p

e

)p

√
2πpn

( pn
e

)pn

]1/p

.

After simplification, this becomes

‖b1(x)‖L∞
[a,b]
=
(b− a)n

n

(
n− 1

n

)n−1

lim
p→∞

[
(b− a)
pn+ 1

(√
2πp(n− 1)
√

n

)]1/p

=
(b− a)n

n

(
n− 1

n

)n−1

lim
p→∞

(
b− a
√

n

)1/p

lim
p→∞

(√
2πp(n− 1)

pn+ 1

)1/p

=
(b− a)n

n

(
n− 1

n

)n−1

lim
p→∞

(√
2πp(n− 1)

pn+ 1

)1/p

.

L’Hopital’s rule implies

lim
p→∞

(√
2πp(n− 1)

pn+ 1

)1/p

= 1

and it follows that

‖b1(x)‖L∞
[a,b]
=
(b− a)n

n

(
n− 1

n

)n−1

.

We can now reasonably claim that the Bernstein polynomials are the largest monic
polynomials with all real roots in [a, b] in the full sense of all possible L p norms.
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The family of ternary cyclotomic polynomials
with one free prime

Yves Gallot, Pieter Moree and Robert Wilms

(Communicated by Kenneth S. Berenhaut)

A cyclotomic polynomial 8n(x) is said to be ternary if n = pqr , with p, q and
r distinct odd primes. Ternary cyclotomic polynomials are the simplest ones for
which the behavior of the coefficients is not completely understood. Here we
establish some results and formulate some conjectures regarding the coefficients
appearing in the polynomial family 8pqr (x) with p < q < r , p and q fixed and
r a free prime.

1. Introduction

The n-th cyclotomic polynomial 8n(x) is defined by

8n(x)=
∏

1≤ j≤n
( j,n)=1

(x − ζ j
n )=

∞∑
k=0

an(k)xk,

with ζn a n-th primitive root of unity (one can take ζn = e2π i/n). It has degree
ϕ(n), with ϕ Euler’s totient function. We write A(n) = max{|an(k)| : k ≥ 0}, and
this quantity is called the height of 8n(x). It is easy to see that A(n) = A(N ),
with N =

∏
p|n, p>2 p the odd squarefree kernel. In deriving this, one uses the

observation that if n is odd, then A(2n)= A(n). If n has at most two distinct odd
prime factors, then A(n) = 1. If A(n) > 1, then we necessarily must have that n
has at least three distinct odd prime factors. In particular for n < 105= 3 ·5 ·7 we
have A(n) = 1. It turns out that A(105) = 2 with a105(7) = −2. Thus the easiest
case where we can expect nontrivial behavior of the coefficients of 8n(x) is the
ternary case, where n = pqr , with 2< p< q < r odd primes. In this paper we are
concerned with the family of ternary cyclotomic polynomials

{8pqr (x) : r > q}, (1)

MSC2000: primary 11C08; secondary 11B83.
Keywords: ternary cyclotomic polynomial, coefficient.

317

http://www.mathscipub.org/
http://pjm.math.berkeley.edu/inv
http://dx.doi.org/10.2140/involve.2011.4-4


318 YVES GALLOT, PIETER MOREE AND ROBERT WILMS

where 2 < p < q are fixed primes and r is a “free prime”. Up to now in the
literature the above family was considered, but with also q free. The maximum
coefficient (in absolute value) that occurs in that family will be denoted by M(p),
thus M(p) = max{A(pqr) : p < q < r}, with p > 2 fixed. Similarly we define
M(p; q) to be the maximum coefficient (in absolute value) that occurs in the family
(1), thus M(p; q)=max{A(pqr) : r > q}, with 2< p < q fixed primes.

Example. Bang [1895] proved that M(p)≤ p− 1. Since a3·5·7(7)=−2 we infer
that M(3)= 2. Using a105(7)=−2 and M(3)= 2, we infer that M(3; 5)= 2.

Let A(p; q) = {apqr (k) : r > q, k ≥ 0} be the set of coefficients occurring in
the polynomial family (1).

Proposition 1. A(p; q)= [−M(p; q),M(p; q)] ∩Z.

This shows the relevance of understanding M(p; q). Let us first recall some
known results concerning the related function M(p). Here we know thanks to
Bachman [2003], who very slightly improved on an earlier result in [Beiter 1971],
that M(p) ≤ 3p/4. It was conjectured by Sister Marion Beiter [1968] (see also
[Beiter 1971]) that M(p)≤ (p+1)/2. She proved it for p≤5. Since Möller [1971]
proved that M(p)≥ (p+1)/2 for p> 2, her conjecture actually would imply that
M(p) = (p + 1)/2 for p > 2. The first to show that Beiter’s conjecture is false
seems to have been Eli Leher (in his PhD thesis), who gave the counterexample
a17·29·41(4801) = −10, showing that M(17) ≥ 10 > 9 = (17+ 1)/2. Gallot and
Moree [2009b] provided for each p≥11 infinitely many infinitely many counterex-
amples p · q j · r j with q j strictly increasing with j . Moreover, they have shown
that for every ε > 0 and p sufficiently large M(p) > (2

3−ε)p. They also proposed
the corrected Beiter conjecture: M(p)≤ 2p/3. The implications of their work for
M(p; q) are described in Section 4.

Proposition 1 together with Möller’s result quoted above gives a different proof
of the result, due to Bachman [2004], that {apqr (k) : p<q< r}=Z. For references
and further results in this direction (begun by I. Schur) see Fintzen [2011].

Jia Zhao and Xianke Zhang [2010] showed that M(7)= 4, thus establishing the
Beiter conjecture for p = 7. In a later paper they established the corrected Beiter
conjecture:

Theorem 2 [Zhao and Zhang 2009]. M(p)≤ 2p/3.

This result together with some computer computation allows one to extend the
list of exactly known values of M(p) (see Table 1).

It is not known whether there is a finite procedure to determine M(p). On the
other hand, it is not difficult to see that there is such a procedure for M(p; q).

Proposition 3. Given primes 2 < p < q , there is a finite procedure to determine
M(p; q).
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p M(p) smallest n

3 2 3 · 5 · 7
5 3 5 · 7 · 11
7 4 7 · 17 · 23

11 7 11 · 19 · 601
13 8 13 · 73 · 307
19 12 19 · 53 · 859

Table 1. Values of M(p). By “smallest n” we mean the smallest
integer n satisfying A(n)=M(p) and with p as its smallest prime
divisor.

Recall that a set S of primes is said to have natural density δ if

lim
x→∞

|{p ≤ x : p ∈ S}|
π(x)

= δ,

where π(x) is the number of primes p ≤ x . A further question that arises is how
often the maximum value M(p) is assumed. We have:

Theorem 4. Given primes 2< p< q, there exists a prime q0 with q0 ≡ q (mod p)
and an integer d such that M(p, q)≤M(p, q0)=M(p, q ′) for every prime q ′≥q0

satisfying q ′ ≡ q0 (mod d · p). In particular the set of primes q with M(p; q) =
M(p) has a subset having a positive natural density.

A weaker result in this direction, namely that for a fixed prime p ≥ 11, the set of
primes q such that M(p; q) > (p+ 1)/2 has a subset of positive natural density,
follows from [Gallot and Moree 2009b] (recall that M(p) > (p+1)/2 for p≥ 11).

Unfortunately, the proof of Theorem 4 gives a lower bound for the density that
seems to be far removed from the true value. In this paper we present some con-
structions that allow one to obtain much better bounds for the density for small p.
These results are subsumed in the following main result of the paper.

Theorem 5. Let 2< p≤ 19 be a prime with p 6= 17. Then the set of primes q such
that M(p; q)= M(p) has a subset having natural density δ(p) as follows:

p = 3 5 7 11 13 19
δ(p)= 1 1 1 2

5
1

12
1
9

Numerical experimentation suggests that the set of primes q such that M(p; q)=
M(p) has a natural density δ(p) as given in the above table, except when p = 13
in which case numerical experimentation suggests δ(13)= 1/3.

In order to prove Theorem 5, we will use the following theorem dealing with
2< p ≤ 7.
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Theorem 6. For 2< p≤ 7 and q > p we have M(p; q)= (p+1)/2, except in the
case p = 7, q = 13, where M(7; 13)= 3.

The fact that M(7; 13)= 3 can be explained. It turns out that if ap+bq = 1 for
integers a and b small in absolute value, then M(p; q) is small. For example:

Theorem 7. If p ≥ 5 and 2p− 1 is a prime, then M(p; 2p− 1)= 3.

This result and similar ones are established in Section 10.

Our main conjecture on M(p; q) is the following one.

Conjecture 8. Given a prime p, there exists an integer d and a function

g : (Z/dZ)∗→ Z>0

such that for some q0 > d we have for every prime q ≥ q0 that M(p; q) = g(q̄),
where 1 ≤ q̄ < d satisfies q ≡ q̄ (mod d). The function g is symmetric, that is we
have g(α)= g(d −α).

The smallest integer d with the above properties, if it exists, we call the ternary
conductor fp. The corresponding smallest choice of q0 (obtained on setting d= fp)
we call the ternary minimal prime. For p=7 we obtain, e.g., f7=1 and q0=17 (by
Theorem 6). Note that once we know q0 it is a finite computation to determine d
and the function g. Theorem 6 can be used to obtain the p≤ 7 part of the following
observation concerning the ternary conductor.

Proposition 9. If 2< p≤ 7, then the ternary conductor exists and we have fp = 1.
If p ≥ 11 and fp exists, then p|fp.

While Theorem 4 only says that the set of primes q with M(p; q)=M(p) has a
subset having a positive natural density, Conjecture 8 implies that the set actually
has a natural density in Q>0 which can be easily explicitly computed assuming we
know q0. In order to establish this implication one can invoke a quantitative form
of Dirichlet’s prime number theorem to the effect that, for (a, d)= 1, we have, as
x tends to infinity, ∑

p≤x
p≡a (mod d)

1∼
x

ϕ(d) log x
. (2)

This result implies that asymptotically the primes are equidistributed over the prim-
itive congruence classes modulo d. (Recall that Dirichlet’s prime number theorem,
Dirichlet’s theorem for short, says that each primitive residue class contains infin-
itely many primes.)

The main tool in this paper is Kaplan’s lemma, presented in Section 6. The
material in that section (except for Lemma 22, which is new) is taken from [Gallot
and Moree 2009a]. As a demonstration of working with Kaplan’s lemma two
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examples (with and without table) are given in Section 6.1. In [Gallot et al. 2010],
the full version of this paper, details of further proofs using Kaplan’s lemma can
be found. In the shorter version we have merely written “Apply Kaplan’s lemma”.

The above summary of results makes clear how limited presently our knowledge
of M(p; q) is. For the benefit of the interested reader we present a list of open
problems in Section 11.

2. Proof of two propositions and Theorem 4

Proof of Proposition 1. By the definition of M(p; q) we have

A(p; q)⊆ [−M(p; q),M(p; q)] ∩Z.

Let r > q be a prime such that A(pqr) = M(p; q) and suppose, without loss
of generality, that apqr (k) = M(p; q). Gallot and Moree [2009a] showed that
|an(k) − an(k − 1)| ≤ 1 for ternary n (see [Bachman 2010; Bzdęga 2010] for
alternative proofs). Since apqr (k)= 0 for every k large enough, it then follows that
0, 1, . . . ,M(p; q) are in A(p; q). By a result of Kaplan [2007] (see [Zhao and
Zhang 2010] for a different proof), we can find a prime s ≡−r (mod pq) and an
integer k1 such that apqs(k1) = −M(p; q). By a similar arguments as above one
then infers that −M(p; q),−M(p; q)+ 1, . . . ,−1, 0 are all in A(p; q). �

Proof of Proposition 3. Let Rpq be a set of primes, all exceeding q such that every
primitive residue class modulo pq is represented. By [Kaplan 2007, Theorem 2]
we have A(pqr) = A(pqs) if s ≡ r (mod pq) with s, r both primes exceeding q
and hence

M(p; q)=max{A(pqr) : r ∈Rpq}.

Since the computation of Rpq and A(pqr) is a finite one, the computation of
M(p; q) is also finite. �

The remainder of the section is devoted to the proof of Theorem 4.
For coprime positive (not necessary prime) integers p, q, r we define

8′p,q,r (x)=
(x pqr

− 1)(x p
− 1)(xq

− 1)(xr
− 1)

(x − 1)(x pq − 1)(x pr − 1)(xqr − 1)
=

∞∑
k=0

a′p,q,r (k)x
k .

Here we do not assume p < q < r . Hence we have the symmetry 8′p,q,r (x) =
8′p,r,q(x). A routine application of the inclusion-exclusion principle to the roots
of the factors shows that 8′p,q,r (x) is a polynomial. It is referred to as a ternary
inclusion-exclusion polynomial. Inclusion-exclusion polynomials can be defined
in great generality, and the reader is referred to [Bachman 2010] for an introductory
discussion. He shows that such polynomials and thus 8′p,q,r (x) in particular, can
be written as products of cyclotomic polynomials (see Theorem 2 in that reference).
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Analogously to A(pqr) and M(p; q) we define

A′(p, q, r)=max{|a′p,q,r (k)| : k ≥ 0},

M ′(p; q)=max{A′(p, q, r) : r ≥ 1},

M ′(p)=max{M ′(p; q) : q ≥ 1}.

We have8pqr (x)=8′p,q,r (x) if p, q, r are distinct primes, so A(pqr)= A′(p, q, r)
in this case.

Lemma 10. For coprime positive (not necessary prime) integers p, q, r we have
A′(p, q, r1)≤ A′(p, q, r2)≤ A′(p, q, r1)+ 1 if r2 ≡ r1 (mod pq) and r2 > r1.

Proof. Note that r2 > max{p, q}. If r1 > max{p, q}, then Kaplan [2007, proof
of Theorem 2] showed that A′(p, q, r1) = A′(p, q, r2). In the remaining case
r1 < max{p, q}, we have A′(p, q, r1) ≤ A′(p, q, r2) ≤ A′(p, q, r1) + 1 by the
Theorem in [Bachman and Moree 2011]. �

In [Bachman and Moree 2011] it is remarked that A′(p, q, r2)= A′(p, q, r1)+1
can occur.

Lemma 11. If p is a prime, then M ′(p) = M(p). If q is also a prime with q > p
then M ′(p; q)= M(p; q).

Proof. Let p < q be primes. Assume M ′(p; q) = A′(p, q, r), where r is not
necessary a prime. By Dirichlet’s theorem we can find a prime r ′ satisfying

r ′ ≡ r(mod pq) and r ′ >max(q, r).

Therefore we have, by Lemma 10,

M ′(p; q)= A′(p, q, r)≤ A′(p, q, r ′)= A(p, q, r ′)≤ M(p; q).

Since obviously M(p; q)≤ M ′(p; q), we have M ′(p; q)= M(p; q).
Now let only p be a prime. Assume M ′(p) = A′(p, q, r), where q and r are

not necessary primes. Again by Dirichlet’s theorem we find a prime q ′ with q ′ ≡
q (mod pr) and q ′ >max(p, q). Using Lemma 10 we have

M ′(p)= A′(p, q, r)≤ A′(p, q ′, r)≤ M ′(p, q ′)= M(p, q ′)≤ M(p).

Since obviously M(p)≤ M ′(p), we have M ′(p)= M(p). �

Proof of Theorem 4. We set q1 := q . Let ri be a positive integer satisfying
M ′(p; qi )= A′(p, qi , ri ). Using Lemma 10 (note that A′(p, q, r) is invariant under
permutations of p, q and r ) we deduce

M ′(p; q1)= A′(p, q1, r1)≤ A′(p, q2, r1)≤ A′(p, q2, r2)= M ′(p, q2),
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where q2 = q1 + pr1. By the same argument the sequence q1, q2, q3, . . . with
qi+1 = qi + pri satisfies

M ′(p; q1)≤ M ′(p; q2)≤ M ′(p; q3)≤ · · ·

Since M ′(p; q)≤M ′(p)=M(p) and by, e.g., Lemma 18, M(p) is finite, there are
only finitely many different values for M ′(p; q). Hence there is an index k such
that M ′(p; qk)= M ′(p; qk+i ) for all i ≥ 0. That means

M ′(p; qk)= A′(p, qk, rk)= A′(p, qk+1, rk)= A′(p, qk+1, rk+1)= M ′(p, qk+1),

and by induction A′(p, qk+i , rk) = A′(p, qk+i , rk+i ). Therefore we can assume
rk+i = rk for i ≥ 0. Then we have qk+i = qk+ i · prk . We set q0 := qk and d := rk .
Certainly we have q0≡ q (mod p). Let q ′≥ q0 be a prime with q ′≡ q0 (mod d · p).
There must be an integer m such that q ′ = qk+m . Since M ′(p; q) = M(p; q) by
Lemma 11, we have

M(p; q1)≤ M(p; q0)= M(p; q ′).

Applying this to M(p; q1) with M(p; q1)= M(p), where we have chosen q1 such
that M(p; q1)= M(p), we get infinitely many primes of the form qi = q1+ i · pr1

satisfying M(p; qi ) = M(p). On invoking (2) with a = q1 and d = pr1 the proof
is then completed. �

3. The bounds of Bachman and Bzdęga

Let q∗ and r∗, 0< q∗, r∗< p be the inverses of q and r modulo p respectively. Set
a =min(q∗, r∗, p− q∗, p− r∗). Put b =max(min(q∗, p− q∗),min(r∗, p− r∗)).
In the sequel we will use repeatedly that b ≥ a. Bachman [2003] showed that

A(pqr)≤min
( p−1

2
+ a, p− b

)
. (3)

This was more recently improved by Bzdęga [Bzdęga 2010] who showed that

A(pqr)≤min(2a+ b, p− b). (4)

It is not difficult to show that min(2a + b, p − b) ≤ min( p−1
2 + a, p − b) and

thus Bzdęga’s bound is never worse than Bachman’s and in practice often strict
inequality holds.

Note that if q ≡±1 (mod p), then (3) implies that A(pqr)≤ (p+1)/2, a result
due to Beiter [1968] and, independently, Bloom [1968].

We remark that Bachman and Bzdęga define b as follows:

b =min(b1, p− b1), ab1qr ≡ 1 (mod p), 0< b1 < p.

It is an easy exercise to see that our definition is equivalent to this one.
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We will show that both (3) and (4) give rise to the same upper bound f (q∗) for
M(p; q). Write q∗ ≡ j (mod p), r∗ ≡ k (mod p) with 1 ≤ j, k ≤ p − 1. Thus
the right-hand sides of both (3) and (4) are functions of j and k, which we denote
respectively by GB( j, k) and BB( j, k). We have

BB( j, k)=min(2a+ b, p− b)≤min
(

p− 1
2
+ a, p− b

)
= GB( j, k),

with a =min( j, k, p− j, p− k) and b =max(min( j, p− j),min(k, p− k)).

Lemma 12. Let 1≤ j ≤ p− 1. Denote GB( j, j) by f ( j). We have

max
1≤k≤p−1

BB( j, k)= max
1≤k≤p−1

GB( j, k)= f ( j),

with

f ( j)=
{ 1

2(p− 1)+ j if j < p/4,
p− j if p/4< j ≤ 1

2(p− 1),

and f (p− j)= f ( j) if j > 1
2(p− 1).

Proof. Since the problem is symmetric under replacing j by p− j , without loss of
generality we may assume that j ≤ 1

2(p− 1). If j < p/4, then

GB( j, k)≤
p− 1

2
+ a ≤

p− 1
2
+ j = GB( j, j).

If j > p/4, then

GB( j, k)≤ p− b ≤ p− j = GB( j, j).

Note that

GB( j, j)=
{

BB
(

j, 1
2(p+ 1)− j

)
if j < p/4,

BB( j, j) if j > p/4.

For example, if j < p/4, then the choice q∗ = j , r∗ = 1
2(p+1)− j leads to a = j

and b = 1
2(p+ 1)− j and hence

BB
(

j, 1
2(p+ 1)− j

)
=min

( 1
2(p+ 1)+ j, 1

2(p− 1)+ j
)
= GB( j, j).

Since BB( j, k)≤ GB( j, k)≤ GB( j, j) we are done. �

Theorem 13. Let 2< p < q. Then M(p; q)≤ f (q∗).

Proof. By (4) and the definition of BB( j, k) we have

M(p; q)≤ max
1≤k≤p−1

BB(q∗, k)= f (q∗),

completing the proof. �



TERNARY CYCLOTOMIC POLYNOMIALS WITH ONE FREE PRIME 325

Lemma 12 shows that using either (3) or (4), we cannot improve on the upper
bound given in Theorem 13. Since

max
1≤ j≤p−1

f ( j)= p− 1−
[ p

4

]
=

{ 3
4(p− 1) if p ≡ 1 (mod 4),
1
4(3p− 1) if p ≡ 3 (mod 4),

we infer that

M(p)≤ max
1≤ j≤p−1

max
1≤k≤p−1

GB( j, k)= max
1≤ j≤p−1

f ( j) < 3
4 p.

4. Earlier work on M( p; q)

Implicit in the literature are various results on M(p; q) (although we are the first
to explicitly study M(p; q)). Most of these are mentioned in the rest of this paper.
Here we rewrite the main result of [Gallot and Moree 2009b] in terms of M(p; q)
and use it for p = 11, to deal with q ≡ 4 (mod 11), and p = 13, to deal with
q ≡ 5 (mod 13).

Theorem 14. Let p ≥ 11 be a prime. Given any 1 ≤ β ≤ p− 1 we let β∗ be the
unique integer 1 ≤ β∗ ≤ p − 1 with ββ∗ ≡ 1 (mod p). Let B−(p) be the set of
integers satisfying

1≤ β ≤
p− 3

2
, p ≤ β + 2β∗+ 1, β > β∗.

Let B+(p) be the set of integers satisfying

1≤ β ≤
p− 3

2
, p ≤ β +β∗, β ≥ β∗/2.

Let B(p) be the union of these (disjoint) sets. As (p−3)/2∈B(p), it is nonempty.
Let q ≡ β (mod p) be a prime satisfying q > p. Suppose that the inequality
q > q−(p) := p(p−β∗)(p−β∗− 2)/(2β) holds if β ∈B−(p) and

q > q+(p) :=
p(p− 1−β)

γ (p− 1−β)− p+ 1+ 2β
,

with γ =min((p−β∗)/(p−β), (β∗−β)/β∗) if β ∈B+(p). Then

M(p; q)≥ p−β >
p+ 1

2

and hence M(p)≥ p−min{B(p)}.

We have B(11)= {4},B(13)= {5},B(17)= {7} and B(19)= {8}. In general one
can show [Cobeli et al. ≥ 2011] using Kloosterman sum techniques that∣∣∣|B(p)| − p

16

∣∣∣≤ 24p3/4 log p.
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The lower bound for M(p) resulting from this theorem, p − min{B(p)}, never
exceeds 2p/3 and this together with extensive numerical experimentation led in
[Gallot and Moree 2009b] to the proposal of a corrected Beiter conjecture, now
proved by Zhao and Zhang (Theorem 2).

Under the appropriate conditions on p and q, Theorem 14 says that M(p; q)≥
p − β, whereas Theorem 13 yields M(p; q) ≤ f (β∗). Thus studying the case
p−β = f (β∗) with β ∈B(p), leads to a small subset of cases where M(p; q) can
be exactly computed using Theorem 14.

Theorem 15. Let p ≥ 13 with p ≡ 1 (mod 4) be a prime. Let x0 be the smallest
positive integer such that x2

0 + 1 ≡ 0 (mod p). If x0 > p/3, q ≡ x0 (mod p) and
q ≥ q+(p) (with β = x0), then M(p; q)= p− x0.

Proof. Some easy computations show that if p − β = f (β∗) and β ∈ B(p), we
must have β ∈B+(p), 1

2(p− 1) < β∗ < 3
4 p and hence f (β∗)= β∗ and so

β ∈B+(p), 1≤β≤
p− 3

2
, β+β∗= p, β∗≤2β,

p− 1
2

<β∗<
3
4

p. (5)

Note that β + β∗ = p, p ≥ 13, has a solution with β < p/2 if and only if p ≡ 1
(mod 4) and β = x0 (and hence β∗ = p − x0) with x0 the smallest solution of
x2

0 + 1 ≡ 0 (mod p). If x0 > p/3, then β = x0 satisfies (5). Since by assumption
q ≥ q+(p) and q ≡ x0 (mod p), we have M(p; q)≥ p−x0 by Theorem 14. On the
other hand, by Theorem 13, we have M(p; q)≤ f (p− x0)= f (x0)= p− x0. �

Remark. The set of primes p satisfying p≡ 1 (mod 4) and x0> p/3 (which starts
{13, 29, 53, 73, 89, 173, . . . }) has natural density 1

6 . This follows on taking α2=
1
2

and α1=
1
3 in the result from [Duke et al. 1995] that if f is a quadratic polynomial

with complex roots and 0 ≤ α1 < α2 ≤ 1 are prescribed real numbers, then as x
tends to infinity,

#{(p, v) : p ≤ x, f (v)≡ 0 (mod p), α1 ≤ v/p < α2} ∼ (α2−α1)π(x).

5. Computation of M(3; q)

Note that for all primes q and r with 1 < q < r , there exists some unique h ≤
(q−1)/2 and k > 0 such that r = (kq+1)/h or r = (kq−1)/h. If n ≡ 0 (mod 3)
is ternary, then either A(n)= 1 or A(n)= 2 as M(3)= 2. The following result due
to Sister Beiter [Beiter 1978] allows one to compute A(n) in this case.

Theorem 16. Let n ≡ 0 (mod 3) be ternary.

• If h = 1, then A(n)= 1 if and only if k ≡ 0 (mod 3).

• If h > 1, then A(n)= 1 if and only if one of the following conditions holds:
(a) k ≡ 0 (mod 3) and h+ q ≡ 0 (mod 3).
(b) k ≡ 0 (mod 3) and h+ r ≡ 0 (mod 3).
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We have seen that M(3; 5)= 2. The next result extends this.

Theorem 17. Let q > 3 be a prime. We have M(3; q)= 2.

Proof. In case q ≡ 1 (mod 3), then let r be a prime such that r ≡ 1+ q (mod 3q).
Since (1+ q, 3q) = 1, Dirichlet’s theorem says there are in fact infinitely many
such primes. If q ≡ 2 (mod 3), let r be a prime such that r ≡ 1+ 2q (mod 3q).
Since (1+ 2q, 3q) = 1, there are infinitely many such primes. The prime r was
chosen so as to ensure that h = 1 and 3 - k. Using Theorem 16 it then follows that
A(3qr)= 2 and hence M(3; q)= 2. �

6. Kaplan’s lemma reconsidered

Our main tool will be the following result of Kaplan, the proof of which uses the
identity

8pqr (x)= (1+x pq
+x2pq

+· · · )(1+x+· · ·+x p−1
−xq
−· · ·−xq+p−1)8pq(xr ).

Lemma 18 [Kaplan 2007]. Let 2< p < q < r be primes and k ≥ 0 be an integer.
Put

bi =

{
apq(i) if r i ≤ k,
0 otherwise.

We have

apqr (k)=
p−1∑
m=0

(b f (m)− b f (m+q)), (6)

where f (m) is the unique integer such that f (m) ≡ r−1(k − m) (mod pq) and
0≤ f (m) < pq.

(If we need to stress the k-dependence of f (m), we will write fk(m) instead of
f (m), see, e.g., Lemma 22 and its proof.) This lemma reduces the computation
of apqr (k) to that of apq(i) for various i . These binary cyclotomic polynomial
coefficients are computed in the following lemma. For a proof see, e.g., [Lam and
Leung 1996; Thangadurai 2000].

Lemma 19. Let p < q be odd primes. Let ρ and σ be the (unique) nonnegative
integers for which 1+ pq = (ρ + 1)p+ (σ + 1)q. Let 0 ≤ m < pq. Then either
m = α1 p+ β1q or m = α1 p+ β1q − pq with 0 ≤ α1 ≤ q − 1 the unique integer
such that α1 p ≡ m (mod q) and 0 ≤ β1 ≤ p − 1 the unique integer such that
β1q ≡ m (mod p). The cyclotomic coefficient apq(m) equals

1 if m = α1 p+β1q with 0≤ α1 ≤ ρ, 0≤ β1 ≤ σ,

−1 if m = α1 p+β1q − pq with ρ+ 1≤ α1 ≤ q − 1, σ + 1≤ β1 ≤ p− 1,
0 otherwise.
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We say that [m]p = α1 is the p-part of m and [m]q = β1 is the q-part of m. It is
easy to see that

m =


[m]p p+ [m]qq if [m]p ≤ ρ and [m]q ≤ σ ;
[m]p p+ [m]qq − pq if [m]p > ρ and [m]q > σ ;
[m]p p+ [m]qq − δm pq otherwise,

with δm ∈ {0, 1}. Using this observation we find that, for i < pq ,

bi =


1 if [i]p ≤ ρ, [i]q ≤ σ and [i]p p+ [i]qq ≤ k/r;
−1 if [i]p > ρ, [i]q > σ and [i]p p+ [i]qq − pq ≤ k/r;

0 otherwise.

Thus in order to evaluate apqr (n) using Kaplan’s lemma it suffices to compute
[ f (m)]p, [ f (m)]q , and [ f (m+ q)]q (note that [ f (m)]p = [ f (m+ q)]p).

For future reference we provide a version of Kaplan’s lemma in which the com-
putation of bi has been made explicit, and thus is self-contained.

Lemma 20. Let 2 < p < q < r be primes and let k ≥ 0 be an integer. We put
ρ = [(p− 1)(q − 1)]p and σ = [(p− 1)(q − 1)]q . Furthermore, we put

bi =


1 if [i]p ≤ ρ, [i]q ≤ σ and [i]p p+ [i]qq ≤ k/r;
−1 if [i]p > ρ, [i]q > σ and [i]p p+ [i]qq − pq ≤ k/r;

0 otherwise.

We have

apqr (k)=
p−1∑
m=0

(b f (m)− b f (m+q)), (7)

where f (m) is the unique integer such that f (m) ≡ r−1(k − m) (mod pq) and
0≤ f (m) < pq.

Note that if i and j have the same p-part, then bi b j 6= −1, that is bi and b j cannot
be of opposite sign. From this it follows that |b f (m) − b f (m+q)| ≤ 1, and thus we
infer from Kaplan’s lemma that |apqr (k)| ≤ p and hence M(p)≤ p.

Using the mutual coprimality of p, q and r we arrive at the following trivial,
but useful, lemma.

Lemma 21. We have {[ f (m)]q : 0 ≤ m ≤ p − 1} = {0, 1, 2, . . . , p − 1} and
|{[ f (m)]p : 0≤m ≤ p−1}| = p. The same conclusions hold if we replace [ f (m)]q
and [ f (m)]p by [ f (m+ q)]q , respectively [ f (m+ q)]p.

Working with Kaplan’s lemma one first computes apq( f (m)) and then b f (m). As
a check on the correctness of the computations we note that the following identity
should be satisfied.
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Lemma 22. We have
p−1∑
m=0

apq( fk(m))=
p−1∑
m=0

apq( fk(m+ q)).

Proof. Choose an integer k1≡ k (mod pq) such that k1 > pqr . Then apqr (k1)= 0.
By Lemma 18 we find that

0= apqr (k1)=

p−1∑
m=0

(
apq( fk1(m))− apq( fk1(m+ q))

)
.

Since fk(m) only depends on the congruence class of k modulo pq , fk1(m)= fk(m)
and the result follows. �

6.1. Working with Kaplan’s lemma: examples. In this section we carry out some
sample computations using Kaplan’s lemma. For more involved examples the
reader is referred to [Gallot and Moree 2009b].

We remark that the result that an(k)= (p+1)/2 in Lemma 23 is due to Herbert
Möller [1971]. The proof we give here of this is rather different. The foundation
for Möller’s result is due to Emma Lehmer, who showed [1936] that

an
( 1

2(p− 3)(qr + 1)
)
=

1
2(p− 1)

with p, q, r and n satisfying the conditions of Lemma 23.

Lemma 23. Let p < q < r be primes satisfying

p > 3, q ≡ 2 (mod p), r ≡
p− 1

2
(mod p), r ≡

q − 1
2

(mod q).

For k = (p− 1)(qr + 1)/2 we have apqr (k)= (p+ 1)/2.

Proof (taken from [Gallot and Moree 2009a]). Using that q ≡ 2 (mod p), we infer
from 1+ pq = (ρ+1)p+(σ+1)q that σ = 1

2(p−1) and (ρ+1)p= 1+ 1
2(p−1)q

(and hence ρ = (p − 1)(q − 2)/(2p)). Invoking the Chinese remainder theorem
one checks that

−r−1
≡ 2≡−

(
q − 2

p

)
p+ q (mod pq). (8)

Furthermore, writing f (0) as a linear combination of p and q we see that

f (0)≡
k
r
≡

(
p− 1

2

)
q +

p− 1
2r
≡

(
p− 1

2

)
q + 1− p ≡ ρp (mod pq). (9)

Since f (m)≡ f (0)− m
r (mod pq) we find using (8), (9) and the observation that

ρ−m(q − 2)/p ≥ 0 for 0≤ m ≤ (p− 1)/2, that [ f (m)]p = ρ−m(q − 2)/p ≤ ρ
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and [ f (m)]q = m ≤ σ for 0 ≤ m ≤ (p − 1)/2. Since [ f (m)]p p + [ f (m)]qq =
ρp + 2m ≤ ρp + p − 1 = [k/r ], we deduce that apq( f (m)) = b f (m) = 1 in this
range; see also the following table:

m [ f (m)]p [ f (m)]q f (m) apq( f (m)) b f (m)

0 ρ 0 ρp 1 1
1 ρ− (q − 2)/p 1 ρp+ 2 1 1
...

...
...

... 1 1
j ρ− j (q − 2)/p j ρp+ 2 j 1 1
...

...
...

... 1 1
(p− 1)/2 0 (p− 1)/2 (p− 1)q/2 1 1

Note that f (m) ≡ f (0)−m/r ≡ ρp + 2m (mod pq), from which one easily
infers that f (m)=ρp+2m for 0≤m≤ p−1 (as ρp+2m≤ρp+2(p−1)< pq). In
the range 1

2(p+1)≤m≤ p−1 we have f (m)≥ρp+ p+1= (p−1)q/2+2> k/r ,
and hence b f (m) = 0.

On noting that f (m+q)≡ f (m)−q/r ≡ f (m)+2q ≡ρp+2m+2q (mod pq),
one easily finds, for 0 ≤ m ≤ p − 1, that f (m + q) = ρp + 2m + 2q > k/r and
hence b f (m+q) = 0.

Invoking Kaplan’s lemma one finds

apqr (k)=
p−1∑
m=0

b f (m)−

p−1∑
m=0

b f (m+q) =
p+ 1

2
− 0=

p+ 1
2

. �

Lemma 24. Let 3< p < q < r be primes satisfying

q ≡ 1 (mod p), r−1
≡

p+ q
2

(mod pq).

For k = (p− 1)qr/2− pr + 2 we have apqr (k)=−min
(q−1

p
+ 1, p+1

2

)
.

Proof. Let 0≤ m ≤ p− 1. We have

ρ =
(p− 1)(q − 1)

p
and σ = 0,

k ≡ 1 (mod p), k ≡ 0 (mod q), k ≡ 2 (mod r),

so that we can compute

[ f (m)]q ≡ q−1r−1(k−m)≡ (1−m)/2 (mod p),

[ f (m+ q)]q ≡ q−1r−1(k−m− q)≡−m/2 (mod p),

[ f (m)]p = [ f (m+ q)]p ≡ p−1r−1(k−m)≡−m/2 (mod q).
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This leads to

[ f (m)]q =


(p+ 1−m)/2 for m even,
(2p+ 1−m)/2 for m odd and m 6= 1,
0 for m = 1,

[ f (m+ q)]q =


(p−m)/2 for m odd,
(2p−m)/2 for m even and m 6= 0,
0 for m = 0,

[ f (m)]p = [ f (m+ q)]p =


(q −m)/2 for m odd,
(2q −m)/2 for m even and m 6= 0,
0 for m = 0.

We consider four cases:

Case 1: [ f (m)]p ≤ ρ and [ f (m)]q ≤ σ . In this case m = 1. Therefore

[ f (m)]p p+ [ f (m)]qq =
p(q − 1)

2
>

k
r
.

Case 2: [ f (m)]p > ρ and [ f (m)]q > σ . This case only arises if m is even and
m ≥ 2. Then we have

[ f (m)]p p+ [ f (m)]qq − pq =
2q −m

2
p+

p+ 1−m
2

q − pq

=
q(p+ 1−m)−mp

2
≤

q(p− 1)
2

− p+
2
r
=

k
r
.

However, not all even m ≥ 2 satisfy [ f (m)]p > ρ. For this it is necessary that

2q −m
2

>
(p− 1)(q − 1)

p
.

That means
m
2
<

q − 1
p
+ 1

and since 0< m
2
≤

p−1
2

we have exactly min
(q−1

p
,

p−1
2

)
different values of m.

Case 3: [ f (m + q)]p ≤ ρ and [ f (m + q)]q ≤ σ . In this case we have m = 0.
Therefore

[ f (m+ q)]p p+ [ f (m+ q)]qq = 0≤
k
r
.

Case 4: [ f (m + q)]p > ρ and [ f (m + q)]q > σ . We must have 2|m and m ≥ 2.
We find

[ f (m+ q)]p p+ [ f (m+ q)]qq − pq =
2q −m

2
p+

2p−m
2

q − pq >
k
r
.
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This case analysis shows that (respectively)

p−1∑
m=0

b f (m)=1

1= 0,
p−1∑
m=0

b f (m)=−1

1=min
(q−1

p
,

p−1
2

)
,

p−1∑
m=0

b f (m+q)=1

1= 1,
p−1∑
m=0

b f (m+q)=−1

1= 0.

Kaplan’s lemma then yields

apqr (k)=
(

0−min
(q−1

p
,

p−1
2

))
−(1−0)=−min

(q−1
p
+1, p+1

2

)
. �

The next two lemmas are proved by application of Kaplan’s lemma; see [Gallot
et al. 2010] for details.

Lemma 25. Let 3< p < q < r be primes satisfying

q ≡−2(mod p), r−1
≡ p− 2 (mod pq) and q > p2/2.

For k = p+1
2 (1+ r(2− p+ q))+ r + q − rq we have apqr (k)=−(p+ 1)/2.

Remark. Numerical experimentation suggests that with this choice of k, a condi-
tion of the form q > p2c1, with c1 some absolute positive constant, is unavoidable.

Lemma 26. Let 3< p < q < r be primes satisfying

q ≡−1 (mod p), r−1
≡

p+ q
2

(mod pq) and q ≥ p2
− 2p.

For k = p(q − 1)r/2− rq + p− 1 we have apqr (k)=−(p+ 1)/2.

Proof of Proposition 9. The first assertion follows by Theorem 6, so assume p≥11.
We will argue by contradiction. So suppose that p - fp. Put β = (p − 3)/2. By
the Chinese remainder theorem and Dirichlet’s theorem there are infinitely many
primes q1 such that q1 ≡ 2 (mod p) and q1 ≡ 1 (mod fp). Further, there are
infinitely many primes q2 such that q2 ≡ β (mod p) and q2 ≡ 1 (mod fp). By the
definition of fp there exists an integer c such that M(p; q)=c for all q≡1 (mod fp)

that are large enough. However, by Lemma 23 we have M(p; q1)= (p+1)/2 and
by Theorem 14 (note that β ∈B(p)) we have M(p; q2)> (p+1)/2 for all q2 large
enough. This contradiction shows that p - fp. �

The results from this section together with those from Section 3 allow one to
establish the following theorem. In Section 10 we will discuss the sharpness of the
lower bounds for q.

Theorem 27. Let 2< p < q be primes.

(a) If q ≡ 2 (mod p), then M(p; q)= (p+ 1)/2.

(b) If q ≡−2 (mod p) and q > p2/2, then M(p; q)= (p+ 1)/2.

(c) If q ≡ 1 (mod p) and q ≥ (p− 1)p/2+ 1, then M(p; q)= (p+ 1)/2.

(d) If q ≡−1 (mod p) and q ≥ p2
− 2p, then M(p; q)= (p+ 1)/2.
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Proof. By Theorem 17 we have M(3; q)= 2= (3+ 1)/2, so assume p > 3.

(a) We have M(p; q)≥ (p+1)/2 by Lemma 23, and M(p; q)≤ f (2∗)= f ((p+
1)/2)= (p+ 1)/2 by Theorem 13.

(b)+(c)+(d) Similar to that of part (a). Note that f ((−2)∗) = f ((p − 1)/2) =
(p+ 1)/2 and f (1)= f (p− 1)= (p+ 1)/2. �

Theorem 28. Let q > 5 be a prime. Then M(5; q)= 3.

Proof. The proof is most compactly given in a table:

q̄ q0 M(5; q) result

1 11 3 Theorem 27(c)
2 7 3 Theorem 27(a)
3 13 3 Theorem 27(b)
4 19 3 Theorem 27(d)

Interpretation: the third row, for example, says that for q ≡ 3 (mod 5), q ≥ 13, we
have M(5; q)= 3 by Theorem 27(b). �

7. Computation of M(7; q)

Theorem 27, together with the next two lemmas (again proved by application of
Kaplan’s lemma), allows one to compute M(7; q). These lemmas concern the
computation of M(p; q) with q ≡ (p± 1)/2 (mod p).

Lemma 29. Let p ≥ 5 be a prime. Let q ≥ max(3p, p(p + 1)/4) be a prime
satisfying q ≡ (p− 1)/2 (mod p). Let r > q be a prime satisfying

r−1
≡

p+ 1
2

(mod p), r−1
≡ p (mod q).

For k = p− 1+ r(1+ q(p− 1)/2− p(p+ 1)/2) we have apqr (k)= (p+ 1)/2.

Lemma 30. Let p ≥ 5 be a prime. Let q ≥ max(3p, p(p− 1)/4+ 1) be a prime
satisfying q ≡ (p+ 1)/2 (mod p). Let r > q be a prime satisfying

r−1
≡

p− 1
2

(mod p), r−1
≡ p (mod q).

For k = q + p− 1+ r(q(p− 1)/2− p(p+ 1)/2) we have apqr (k)= (p+ 1)/2.

Theorem 31.

(a) If q ≥max(3p, p(p+1)/4) is a prime satisfying q ≡ (p−1)/2 (mod p), then
(p+ 1)/2≤ M(p; q)≤ (p+ 3)/2.

(b) If q ≥max(3p, p(p−1)/4+1) is a prime satisfying q ≡ (p+1)/2 (mod p),
then (p+ 1)/2≤ M(p; q)≤ (p+ 3)/2.
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Proof. This follows on noting that

f
(( p+1

2

)∗ )
= f (2)= p+3

2
= f (p− 2)= f

(( p−1
2

)∗ )
,

and combining Lemmas 29 and 30 with Theorem 13. �

Theorem 32. We have M(7; 11) = 4, M(7; 13) = 3 and for q ≥ 17 a prime,
M(7; q)= 4.

Proof. Again we encode the proof in a table:

q̄ q0 M(7; q) result

1 29 4 Theorem 27(c)
2 23 4 Theorem 27(a)
3 31 4 Theorem 31(a)∗

4 53 4 Theorem 31(b)∗

5 47 4 Theorem 27(b)
6 41 4 Theorem 27(d)

For the entries marked with asterisks we also need the fact that M(7)≤ 4 (see just
before Theorem 2). Since M(7; 11)=M(7; 17)=M(7; 19)= 4 and M(7; 13)= 3
(the only cases not covered in the table), the proof is completed. �

Proof of Theorem 6. Combine Theorems 17, 28 and 32. �

8. Computation of M(11; q)

We have M(11; q)≤ M(11)= 7 (by Theorem 2 and Table 1). Moreover:

Theorem 33 [Gallot and Moree 2009b]. Let q < r be primes with q ≡ 4 (mod 11)
and r ≡−3 (mod 11). Let 1≤ α ≤ q−1 be the unique integer such that 11rα ≡ 1
(mod q). Suppose that q/33<α≤ (3q−1)/77. Then a11qr (10+(6q−77α)r)=−7.

Lemma 34. Let q be a prime such that q ≡ 4 (mod 11). For q > 37, M(11; q)= 7,
and M(11; 37)= 6.

Proof. By computation one finds that M(11; 37)= 6. Now assume q > 37. Notice
that it is enough to show that M(11; q) ≥ 7. For q ≥ 191 the interval I (q) :=
(q/33, (3q − 1)/77] has length exceeding 1 and so contains at least one integer
α1. Then by the Chinese remainder theorem and Dirichlet’s theorem we can find
a prime r1 such that both r1 ≡ −3 (mod 11) and 11r1α1 ≡ 1 (mod q). Then we
invoke Theorem 33 with r = r1 and α = α1. It remains to deal with the primes 59
and 103. One checks that both intervals I (59) and I (103) contain an integer and
so we can proceed as in the case q ≥ 191 to conclude the proof. �
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Lemma 35. Let p = 11.

(a) For ≥ 133, q ≡ 3 (mod 11), r−1
≡

q−19
2

(mod pq) and k = q + 7r (q−19)
2

we have apqr (k)= 7.

(b) For q≡7 (mod 11), r−1
≡

q+7
2
(mod pq) and k=6qr+4 we have apqr (k)=7.

(c) For q≡8 (mod 11), r−1
≡

q−3
2
(mod pq) and k=6qr+4 we have apqr (k)=7.

The proof is an application of Kaplan’s lemma.

Theorem 36. For q ≥ 13 we have

q (mod 11) 1 2 3 4 5 6 7 8 9 10
M(11; q) 6 6 7 7 6,7 6,7 7 7 6 6

except when q ∈ {17, 23, 37, 43, 47}. We have M(11; 17) = 5, M(11; 23) = 3,
M(11; 37)= 6, M(11; 43)= 5 and M(11; 47)= 6.

Remarks. (1) If q≡±5 (mod 11) and q ≥ 61, then M(p, q)∈ {6, 7}. We believe
that M(p; q)= 6.

(2) By Corollary 41 and 42 following Theorem 40, one infers that M(11; 17)≤ 5,
M(11; 23)≤ 3 and M(11; 43)≤ 5.

Proof of 36.

q̄ q0 M(11; q) result

1 67 6 Theorem 27(c)
2 13 6 Theorem 27(a)
3 157 7 Lemma 35(a)∗

4 59 7 Lemma 34
5 71 6,7 Theorem 31(a)∗

6 61 6,7 Theorem 31(b)∗

7 29 7 Lemma 35(b)∗

8 19 7 Lemma 35(c)∗

9 97 6 Theorem 27(b)
10 109 6 Theorem 27(d)

Here the asterisks indicate that we need the fact that M(11) = 7. The proof is
completed by directly computing the values of M(p; q) not covered by the table.

�

9. Computation for p = 19

By Theorem 2 we have M(19)≤ 2 ·19/3 and hence M(19)≤ 12. By Theorem 14
we find that M(19; q) ≥ 11 for every q ≡ 8 (mod 19) and q ≥ 179 and hence
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M(19) ≥ 11. Since A(19 · 53 · 859) = 12, it follows that M(19) = 12. The next
result even shows that M(19; q)= M(19) for a positive fraction of the primes.

Theorem 37. We have M(19)=12. Moreover, M(19, q)=12 if q≡±4 (mod 19),
with q > 23. Furthermore, M(19; 23)= 11.

The proof is an almost direct consequence of the following lemma, itself proved
by applying Kaplan’s lemma.

Lemma 38. Put p= 19 and let q ≡±4 (mod 19) be a prime. Suppose there exists
an integer a satysifying

qa ≡−1 (mod 3) and
q

6p
< a ≤

5q − 18
6p

. (10)

Let r>q be a prime satisfying r(q−ap)≡3 (mod pq). Then apqr (7qr+q)=−12,
if q ≡−4 (mod 19), and a19qr (7qr + r)=−12 if q ≡ 4 (mod 19).

Proof of Theorem 37. For q>90 the interval in (10) is of length>3 and so contains
an integer a satisfying qa ≡−1 (mod 3). It remains to deal with q ∈ {23, 53, 61}.
Computation shows that M(19; 23) = 11. For q = 53 and q = 61 one finds an
integer a satisfying condition (10). �

Proof of Theorem 5. By Theorem 14 and Dirichlet’s theorem the claim follows for
p = 13. Using Lemmas 34 and 35 the result follows for p = 11. On invoking
Theorems 6 and 37, the proof is then completed. �

10. Small values of M( p; q)

Typically if M(p; q) is constant for all q large enough with q ≡ a (mod d), then
M(p; q) assumes a smaller value for some small q in this progression. A (partial)
explanation of this phenomenon is provided in this section. We will show that if
ap+ bq = 1 with a and b small in absolute value, then M(p; q) is small. On the
other hand we will show that M(p; q) cannot be truly small.

Proposition 39. Let 2< p < q be odd primes. Then M(p; q)≥ 2.

Proof. We say 8n(x) is flat if A(n) = 1. ChunGang Ji [2010] proved that if
p < q < r are odd prime and 2r ≡±1 (mod pq), then 8pqr (x) is flat if and only
if p = 3 and q ≡ 1 (mod 3). It follows that M(p; q) ≥ 2 for p > 3. Now invoke
Theorem 17 to deal with the case p = 3. �

Theorem 40. Let 2< p < q be odd primes and ρ and σ be the (unique) nonnega-
tive integers for which 1+ pq = (ρ+ 1)p+ (σ + 1)q. Then

M(p; q)≤
{

p+ ρ− σ if ρ ≤ σ,
q + σ − ρ if ρ > σ.
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Corollary 41. Let h, k be integers with k > h and q = (kp − 1)/h a prime. If
p ≥ k+ h, then M(p; q)≤ k+ h.

Corollary 42. Let h, k be integers with k> h and q = (kp+1)/h a prime. If p> h
and q > k+ h, then M(p; q)≤ k+ h.

Proof of Theorem 40. Let us assume that ρ≤σ , the other case being similar. Using
Lemma 21 and Lemma 19 we infer that the number of 0≤m≤ p−1 with b f (m)=1
is at most ρ+1. Likewise the number of m with b f (m+q)=−1 is at most p−1−σ .
By Kaplan’s lemma it then follows that apqr (k)≤ ρ+1+(p−1−σ)= p+ρ−σ .
Since the number of 0≤m ≤ p− 1 with b f (m) =−1 is at most p− 1−σ and the
number of m with b f (m+q)=1 is at most ρ+1, we infer that apqr (k)≥−(p+ρ−σ)
and hence the result is proved. �

Theorem 43. Let q ≡ 1 (mod p). Then

M(p; q)=min
(q−1

p
+ 1, p+1

2

)
.

Proof. For p = 3 the result follows by Theorem 17, so assume p ≥ 5. Sis-
ter Beiter [Beiter 1968], and independently Bloom [Bloom 1968], proved that
M(p; q) ≤ (p+ 1)/2 if q ≡ ±1 (mod p) (alternatively we invoke Theorem 13).
By Corollary 42 we have M(p; q) ≤ (q − 1)/p + 1. By Lemma 24 the proof is
then completed. �

Numerical experiments suggest that in Theorem 27(b) the condition q > p2/2
can perhaps be dropped. By Theorem 43 the condition q ≥ (p−1)p/2+1 in part
(c) is optimal. In (d) we need q ≥ (p−1)p/2−1; otherwise M(p; q) < (p+1)/2
by Corollary 41.

Lemma 44. Let p ≥ 7 be a prime such that q = 2p− 1 is also a prime. Let r > q
be a prime such that (p+ q)r ≡ −2 (mod pq). Put k = rq(p− 1)/2+ 2p− pq.
Then apqr (k)= 3.

The proof is an application of Kaplan’s lemma.

Proof of Theorem 7. On combining Lemma 44 with Corollary 41, one deduces that
M(p; 2p− 1)= 3 if p ≥ 5 and 2p− 1 is a prime. �

11. Conjectures, questions, problems

The open problem that we think is the most interesting is Conjecture 8. If one
could prove it and obtain an effective upper bound for the ternary conductor fp

(say 16p) and an effective upper bound for the minimal ternary prime (say p3),
one would have a finite procedure to compute M(p).
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Problem 45. Bachman [2010] introduced inclusion-exclusion polynomials. These
polynomials generalize the ternary cyclotomic polynomials. Study M(p; q) in this
setting (here p and q can be any coprime natural numbers), cf. Section 2 where we
denoted this function by M ′(p; q). For example, using [Bachman 2010, Theorem
3] by an argument similar to that given in Proposition 3 it is easily seen that there
is a finite procedure to compute M ′(p; q).

Problem 46. The analogue of M(p; q) for inverse cyclotomic polynomials can be
defined [Moree 2009]. Study it.

Question 47. Can one compute the average value of M(p; q), that is does the limit

lim
x→∞

1
π(x)

∑
p<q≤x

M(p; q)

exist and if yes, what is its value?

Question 48. Is Theorem 5 still true if we put δ(13)= 1/3 and cross out the words
“a subset having”?

Question 49. If q > p is prime and q ≡−2 (mod p), then do we have M(p; q)=
(p+ 1)/2?

Question 50. Suppose that p > 11 is a prime.
If 6p− 1 is prime, then do we have M(p, 6p− 1)= 7?
If (5p− 1)/2 is prime, then do we have M(p, (5p− 1)/2)= 7?
If (5p+ 1)/2 is prime then do we have M(p, (5p+ 1)/2)= 7?
Find more similar results.

Question 51. Given an integer k ≥ 1, does there exist p0(k) and a function qk(p)
such that if q ≡ 2/(2k + 1)(mod p), q ≥ qk(p) and p ≥ p0(k), then M(p; q) =
(p+ 2k+ 1)/2?

Question 52. Is it true that M(11; q) = 6 for all large enough q satisfying q ≡
±5 (mod 6)? If so one can finish the computation of M(11; q).

Question 53. Is it true that for q sufficiently large the values of M(13;q), M(17;q),
M(19;q) and M(23;q) are given by Table 2 on the next page?

The next question was raised by the referee of this paper.

Question 54. Suppose that for all sufficiently large primes q ≡ q0 (mod fp) we
have M(p; q) < M(p). Is it possible to prove that M(p; q) < M(p) for every
prime q ≡ q0 (mod fp)?

Question 55. For a given prime p, let m(p) denote lim inf M(p; q), with q > p.
Determine m(p). Is it true that limp→∞m(p)/p = c for some constant c > 0?
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q (mod 13) 1 2 3 4 5 6 7 8 9 10 11 12
M(13; q) 7 7 7 8 8 7 7 8 8 7 7 7

q (mod 17) 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
M(17; q) 9 9 9 10 10 9 10 9 9 10 9 10 10 9 9 9

q (mod 19) 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
M(19; q) 10 10 10 12 11 9 11 11 10 10 11 11 9 11 12 10

q (mod 19)
(continued)

17 18
M(19; q) 10 10

q (mod 23) 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
M(23; q) 12 12 12 14 14 11 13 11 14 13 12 12 13 14 11 13

q (mod 23)
(continued)

17 18 19 20 21 22
M(23; q) 11 14 14 12 12 12

Table 2. Conjectural values of M(13; q), M(17; q), M(19; q)
and M(23; q) (for q large). See Question 53.

By Proposition 39 we have m(p) ≥ 2 for p > 2. Note that the results in this
paper imply that m(p)= (p+1)/2 for 2< p≤ 11. If the answer to Question 53 is
yes, then m(p)= (p+1)/2 for 2< p≤ 17 and m(p)= (p−1)/2 for 19≤ p≤ 23.
(The issue of lower bounds for M(p; q) was raised by the referee.)
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Preimages of quadratic dynamical systems
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For a quadratic polynomial with rational coefficients, we consider the problem
of bounding the number of rational points that eventually land at a given constant
after iteration, called preimages of the constant. It was shown by Faber, Hutz,
Ingram, Jones, Manes, Tucker, and Zieve (2009) that the number of rational
preimages is bounded as one varies the polynomial. Explicit bounds on the
number of preimages of zero and−1 were addressed in subsequent articles. This
article addresses explicit bounds on the number of preimages of any algebraic
number for quadratic dynamical systems and provides insight into the geometric
surfaces parameterizing such preimages.

1. Introduction

Fix an algebraic number field K and a number c ∈ K and define an endomorphism
of the affine line by

fc : A
1
K → A1

K , fc(x)= x2
+ c.

If we define f N
c to be the N -fold composition of the morphism fc, and f −N

c to be
the inverse image of a in A1

K under f N
c , then for a ∈ A1(K ), the set of rational

iterated preimages of a is given by⋃
N≥1

f −N
c (a)(K )= {x0 ∈ A1(K ) : f N

c (x0)= a for some N ≥ 1}.

Heuristically, finding iterated preimages amounts to solving progressively more
complicated polynomial equations, so K -rational solutions should be a rarity. The
situation becomes more interesting as we vary c, which has the effect of varying
the morphism fc.

MSC2010: primary 37P05, 14G05; secondary 37F10.
Keywords: quadratic dynamical systems, arithmetic geometry, preimage, rational points, uniform
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Definition 1.1. Define

κ(a)= sup
c∈K

#
{⋃

N≥1

f −N
c (a)(K )

}
.

A special case of the main theorem in [Faber et al. 2009] shows that κ(a) is finite,
but does not give an explicit bound. Note that it is easy to construct a pair (a, c)with
arbitrarily many rational preimages simply by fixing c and taking a = fc(N )(0).
The fact that κ(a) is finite shows that, for a given a, such c values are rarely defined
over the same field.

When needed for clarity, we include the field K in the notation as κ(a, K ). In
this article, we focus on a weaker notion κ̄(a) that bounds the “typical” number of
rational preimages.

Definition 1.2. Define

κ̄(a, K )= lim sup
c∈K

#
{⋃

N≥1

f −N
c (a)(K )

}
.

In essence κ̄(a) differs from κ(a) by excluding at most finitely many c values from
consideration, thus, κ̄(a)≤ κ(a).

The cases of a = 0 and a =−1 were studied in [Faber et al. 2011; Hyde 2010],
respectively, and it was shown that

κ̄(0,Q)= κ̄(−1,Q)= 6.

In the first of these papers, a significant amount of effort went into the more difficult
task of showing that κ(0,Q)= 6, assuming some standard conjectures. This article
addresses the situation from the more general setting of allowing a to vary and
examining the “preimage surfaces” instead of “preimage curves.” We also allow
arbitrary number fields K . Our main result is the following theorem.

Theorem 1.3. For a ∈Q and for any fixed algebraic number field K we have

κ̄(a, K )=


10 if a =− 1

4 ,

6 or 8 if a is one of the three third critical values,
4 if a ∈ S ∩ K ,
6 otherwise.

The set S is the finite set of a values (in Q) where the elliptic surface with two
rational first preimages and four rational second preimages and the elliptic surface
with two rational first preimages, (at least) two rational second preimages, and (at
least) two rational third preimages both have specialization with rank zero at a.

The elliptic surface parameterizing values of a and c with two rational first
preimages, (at least) two rational second preimages, and (at least) two rational
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third preimages has generic rank two (Theorem 3.3). Thus, finding the set of a
values where the corresponding specialization is an elliptic curve of rank zero is
a generalization of the problem studied by Masser and Zannier [2008]. The same
authors have shown that such sets are finite [Masser and Zannier 2012], implying
the set S is finite. The critical values are defined in Definition 2.1.

The organization of the article is as follows. In Section 3 we examine the lower
bound for κ̄(a) by finding the generic rank over Q of the elliptic surfaces cor-
responding to arrangements of 6 preimages. In Section 4 we examine the upper
bound on κ̄(a) by showing that all arrangements of 2N preimages for some N
correspond to curves of genus greater than 1. In Section 5 we prove Theorem 1.3.
In Section 6 we prove some additional properties of the preimage surfaces that are
tangential to the proof of Theorem 1.3, yet still of interest. First we parameterize
the possible torsion subgroups of the elliptic surface corresponding to two rational
first preimages and four rational second preimages. Then, starting on page 362,
we examine exceptional pairs (a, c) that are excluded by considering κ̄(a) instead
of κ(a).

We present these results for two reasons. First, by working with the “moduli
surfaces” parameterizing arrangements of preimages, our problem can be reduced
to the classical Diophantine problem of finding rational points on curves and sur-
faces. Second, our setting provides a nice example in which elliptic surfaces natu-
rally arise and we apply specialization theorems, rank arguments, height functions,
and use explicitly that the geometry of a curve has implications for its arithmetic
through the use of Falting’s theorem.

We make heavy use of the algebra and number theory systems Magma and
PARI/gp version 2.3.2.

A similar analysis would almost certainly be possible for the families of maps
of the form xd

+ c, where d ≥ 2 is a positive integer. In fact, for any family of
polynomial maps of fixed degree it seems likely that the same methods would apply.
For more general rational maps, at the very least, there would be additional com-
plications for the genus calculations. This problem poses an interesting direction
for further study.

2. Preimage curves and surfaces

In this section we summarize the necessary geometric theory of preimage curves
developed in [Faber et al. 2011; 2009], and then introduce the preimage surfaces
we consider in this article. Let K be a number field. As in the introduction, we
define a morphism fc : A

1
K → A1

K for any c ∈ K by the formula fc(x) = x2
+ c.

We could view fc as an endomorphism of P1
K , but the point at infinity is totally

invariant for this type of morphism and, thus, dynamically uninteresting. Fix a
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point a ∈ K and a positive integer N . Define an algebraic set

Y pre(N , a)= V ( f N
c (x)− a)⊂ A2

K = Spec K [x, c].

If Y pre(N , a) is geometrically irreducible, we define the N-th preimage curve, de-
noted Xpre(N , a), to be the unique complete curve birational to Y pre(N , a).

Definition 2.1. We say a is an N-th critical value of fc if

f N
c0
(0)= a and

d f N
c (0)
dc

∣∣∣
c=c0
= 0.

Theorem 2.2 [Faber et al. 2009, Corollary 2.4 and Theorem 3.2]. Suppose N is a
positive integer and a ∈ K is not a critical value of f j

c for any 2 ≤ j ≤ N. Then
Y pre(N , a) is nonsingular, geometrically irreducible, and the genus of Xpre(N , a)
is (N − 3)2N−2

+ 1.

For a ∈ K , define a morphism ψ : Y pre(N , a)→ AN by

ψ(x, c)=
(
x, fc(x), f 2

c (x), f 3
c (x), . . . , f N−1

c (x)
)
.

We recall the following theorem.

Theorem 2.3 [Faber et al. 2011, Proposition 4.2].

(a) The projective closure of the image of ψ is a complete intersection of quadrics
with homogenous ideal

J = (Z2
N−1+ Zi Z N − Z2

i−1− aZ2
N : i = 1, 2, 3, . . . , N − 1).

(b) The points of V (J ) on the hyperplane Z N = 0 have homogeneous coordinates

(ε0 : · · · : εN−1 : 0), εi =±1.

In particular, there are 2N−1 of them. Moreover, they are all nonsingular
points of V (J ).

(c) If Y pre(N , a) is nonsingular, then Xpre(N , a)∼= V (J ) and the complement of
the affine part Xpre(N , a)r Y pre(N , a) consists of 2N−1 points.

Definition 2.4. We define the N-th preimage surface Xpre(N ) as the surface fibered
over P1

K by a. The fiber over a is given by Xpre(N , a) if Y pre(N , a) is geometrically
irreducible and V (J ) otherwise. In particular, for each a ∈ K not a critical value
of fc, we get a nonsingular curve in PN

K .

Xpre(N )

π

��

Xpre(N , a)
_

π

��
P1

K a
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Note that for a fixed a0, the affine points (x0, c0, 1) on the curve Xpre(N , a0) are
in bijection with the N -th preimages x0 ∈ f −N

c0
(a0).

We will consider the N -th preimage surfaces in the language of function fields.
In particular, consider the function field K (a) which is comprised of all rational
functions in a with K -rational coefficients. We consider the surfaces defined as

Y pre(N )= V ( f N
c (x)− a)⊂ A2

K (a)

and

Xpre(N )= V (Z2
N−1+ Zi Z N − Z2

i−1− aZ2
N : i = 1, 2, 3, . . . , N − 1)⊂ PN

K (a).

The genus formula (Theorem 2.2) applies to each fiber for which Y pre(N , a) is
nonsingular and geometrically irreducible. In particular, Xpre(1) and Xpre(2) have
fibers of genus 0, Xpre(3) has fibers of genus 1, and Xpre(N ) for N ≥ 4 has fibers of
genus> 1 (with finitely many exceptional fibers for each N ). Therefore, for N > 3
and all but finitely many a ∈ K , it follows from Falting’s theorem that there are
only finitely many points (x, c) ∈ Xpre(N , a). Thus, except for the finitely many a
values, the N -th preimages for N > 3 have no contribution to κ̄(a). This premise
is the content of Corollary 4.2 and the rest of Section 4 addresses the exceptional
a values.

Throughout this article we discuss arrangements of preimages. For example, by
a 222 arrangement we mean that there are two rational first preimages, (at least) two
rational second preimages, and (at least) two rational third preimages. Similarly, a
2424 arrangement has two rational first preimages, four rational second preimages,
(at least) 2 rational third preimages, and (at least) four rational fourth preimages.
Note that any 226 arrangement would have to be part of a 246 arrangement since
the forward image of a rational point is still a rational point.

3. Arrangements of six preimages

By examining the arrangements of six preimages we are able to prove the following
lower bound for κ̄(a).

Theorem 3.1. Let K be a number field. There is a finite set S such that{
κ̄(a)≥ 6 if a ∈ K\(S ∩ K ),
κ̄(a)= 4 if a ∈ S ∩ K .

Proof. The 22 curve over the function field K (a) is the curve whose points corre-
spond to two rational first preimages and (at least) two rational second preimages.
It has fibers of genus 0 [Faber et al. 2009] and at least one Q-rational section for
each choice of a, (1, 1, 0). Thus, each fiber has infinitely many rational points and
κ̄(a)≥ 4.
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Theorem 3.3 shows that the 222 surface has generic rank at least 2 (exactly 2
over Q). Theorem 3.2 shows that the 24 surface has generic rank 0 over Q. Let
S be the (possibly empty) set of a values for which both the 222 and 24 surface
specialize to rank 0. By [Masser and Zannier 2012] the set of a values where the
222 surface has rank 0 is finite and thus, S is finite. If a ∈ S ∩ K , κ̄(a) = 4,
otherwise κ̄(a)≥ 6. �

Second preimages. We consider the situation where the preimage tree is full to the
second level; that is, there are two rational first preimages and four rational second
preimages:

a

t

fc

;;

−t

fc

dd

s

fc

@@

−s u

fc

bb
fc

;;

−u.

fc
``

.

We can define this curve over the function field K (a) as

X24 = V (s2
− t z− (t2

− az2), u2
+ t z− (t2

− az2))⊆ P3
K (a).

The fibers (when nonsingular) have genus one with at least one rational section
(1, 1, 1, 0) so we can produce a minimal Weierstrass model (using Magma) as an
elliptic curve over the function field K (a) as

E24(a) : v2w = u3
+ (4a− 1)u2w+ 16auw2

+ (64a2
− 16a)w3

with j-invariant

j (a)=
(16a2

− 56a+ 1)3

a(4a+ 1)4

and discriminant

1(a)= a(4a+ 1)4.

The only fibers which are not elliptic curves are a = 0 and a =−1
4 . This is in fact

a rational elliptic surface since it has a Weierstrass model satisfying deg(ai ) ≤ i
for ai the coefficients of an elliptic curve in Weierstrass form [Shioda 1990, page
237].

Theorem 3.2. E24(a)(Q(a)) has rank 0 and torsion subgroup Z/4Z generated by

T (a)= (2, 8a+ 2, 1).
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Proof. We use the main theorem of [Oguiso and Shioda 1991] to see that the rank
over Q(a) is zero. We compute the Kodaira symbols in Magma to get

[ << I 4, 1>> , << I 1∗, 1>> , << I 1, 1>> ].

From row 72 in the table [Oguiso and Shioda 1991] we have that the rank of
E24(a)(Q(a)) is zero. Examining the torsion, we see that the point

(2, 8a+ 2, 1)

has order 4 and the specialization E24(1)(Q) has torsion subgroup Z/4Z. Since
the specialization map is injective on torsion on all nonsingular fibers, E24(a) has
torsion subgroup exactly Z/4Z. �

Third preimages. From Theorem 2.3 we see that the elliptic surface parameteriz-
ing third preimages of a over the function field K (a) is given by

X222 = V (z2
2+ z1z3− z2

0− az2
3, z2

2+ z2z3− z2
1− az2

3)⊆ P3
K (a).

Using the cuspidal point (−1, 1, 1, 0) from Theorem 2.3 as the section at infinity
we can find a minimal model in Magma as

E222(a) : v2w = u3
+
(
16a+ 942

13

)
u2w+

( 10048
13 a+ 293084

169

)
uw2

+
(
1024a2

+
1620800

169 a+ 30250696
2197

)
w3

with j-invariant

j (a)=
(16a2

+ 3)2

(4a+ 1)2(256a3+ 368a2+ 104a+ 23)

and discriminant

1(a)= (4a+ 1)2(256a3
+ 368a2

+ 104a+ 23).

As expected, the only fibers which are not elliptic curves are the fibers over a=−1
4

and the three third critical values. This is in fact a rational elliptic surface since it
has a Weierstrass model satisfying deg(ai )≤ i for ai the coefficients of an elliptic
curve in Weierstrass form [Shioda 1990, page 237].

Theorem 3.3. E222(a)(Q(a)) has rank 2 generated by the two independent sec-
tions

P(a)=
(
−

262
13 , 32a+ 8, 1

)
and Q(a)=

(
−

366
13 , 32a+ 8, 1

)
.

Proof. We use the main theorem of [Oguiso and Shioda 1991] to see that the rank
over Q(a) is exactly two. We compute the Kodaira symbols in Magma to get

[ << I 1, 3>> , << I 2, 1>> , << I 1∗, 1>> ].
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From row 30 in the table [Oguiso and Shioda 1991] we have that the rank of
E222(a)(Q(a)) = 2. Since the specialization map is injective on torsion on all
fibers where E222 is nonsingular, and the specialization E222(0) has no torsion,
there are no rational torsion sections. We can see P(a) and Q(a) are actually the
generators by finding a specialization E222(a0) which is rank 2 with generators
P(a0) and Q(a0). For a = 4 we have

E222(4) : v2w = u3
+

1774
13 u2w+ 815580

169 uw2
+

150527944
2197 w3

and from Magma the generators are(
−

262
13 , 136, 1

)
and

(
−

1146
13 , 136, 1

)
.

In terms of P(4) and Q(4) these are

P(4) and P(4)+ Q(4).

Thus, P(4) and Q(4) generate the Mordell-Weil group E222(4) and, hence, P(a)
and Q(a) generate the Mordell-Weil group of E222(a). �

4. Arrangements of eight or more preimages

We examine when the genus of the fibers of preimage surfaces of various arrange-
ments of 2N preimages is greater than 1 and, thus, by Falting’s theorem have a
finite number of rational points over an algebraic number field. In particular, if
every 2N arrangement has genus greater than 1 for some N , then κ̄(a) < 2N . The
difficulty lies in determining the genus when the fiber is singular. We treat the
nonsingular case in the following theorem.

Theorem 4.1. If the curve (fiber) defining an arrangement of 2N rational preim-
ages of a is nonsingular, then it has genus (N − 3)2N−2

+ 1.

Proof. A complete intersection in Pm is defined as a subscheme Y of Pm whose
homogeneous ideal I can be generated by r = codim(Y,Pm) elements [Hartshorne
1977, Exercise II.8.4]. Each surface arranging 2N points can be described by the
equations

fc(z1)= a and fc(zi )= (−1)εz j for 2≤ i ≤ N

where 1 ≤ j < N and ε = ±1 depending on the arrangment of points. After
homogenization and elimination of c from this system of equations we obtain a
description of each fiber as a curve defined by N−1 degree two hypersurfaces in PN

and, hence, a complete intersection. From [Hirzebruch 1966, §22] or [Arslan and
Sertöz 1998, Corollary 2] we get a formula for the arithmetic genus of a complete
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intersection of N − 1 degree two hypersurfaces in PN as

pa =

N−1∑
m=1

(−1)m+1
(

N − 1
m

)
φN (−2m)

where φN (z) comes from the Hilbert polynomial of the 2N curve and is given by

φN (z)=
(z+ 1)(z+ 2) · · · (z+ N )

N !
=

(
z+ N

N

)
.

Since the arithmetic genus is equal to the geometric genus for nonsingular curves
[Hartshorne 1977, Proposition IV.1.1], the genus is independent of the arrangement
of the preimages and from [Faber et al. 2009, Theorem 1.5] we get the simpler
formula

g = (N − 3)2N−2
+ 1. �

Corollary 4.2. If the curve (fiber) defining an arrangement of 2N rational preim-
ages of a is nonsingular, then the genus is greater than 1 for 2N ≥ 8.

We have thus reduced the computation of κ̄(a, K ) to checking a values where
the fiber is singular for arrangements with 8 (or more) rational preimages (224,
242, 2222). The method is as follows.

(a) Using the Jacobian criterion, determine all of the singular fibers (a values).

(b) Determine the δ-invariants of each singular point to determine the genus of
each singular fiber.

Recall that the δ-invariant of a singularity P is defined as

δP =
∑

Q

1
2 m Q(m Q − 1),

where the sum ranges over the infinitely near points of P and m Q are their multi-
plicities. See [Sendra et al. 2008, Section 3.2] for the basic definitions and the case
of plane curves and [Brieskorn and Knörrer 1986, Section 9.2, Theorem 7] for a
more general discussion. As the singularity analysis computations are identical in
form for all of the singularities, we outline the method, include the first such com-
putation, and omit the details for the other singularities. The singularity analysis
proceeds as follows.

(a) Let C ⊆ PN be a singular curve with singular point P . We move P to
(0, . . . , 0, 1) and dehomogenize.

(b) Project onto a singular plane curve with isomorphic tangent space at the sin-
gular point.

(c) Analyze the singularity of the plane curve with blow-ups and compute the
δ-invariant.
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Examining the 224 surface. One possible 224 arrangement of 8 preimages is this:

a

t

fc

<<

−t

fc
__

s

fc

==

−s

fc

aa

q

fc

@@

−q r

fc

aa
fc

==

−r

fc

^^

Every other 224 arrangement differs only by renaming, so this is the only distinct
224 arrangement. The curve is defined by three degree two equations in P4 as

C224= V (az2
− t2
−(t z−s2), az2

− t2
−(sz−q2), az2

− t2
−(−sz−r2))⊆P4

K (a).

Theorem 4.3. The a values for which the fiber of the 224 surface is singular are
given by

a ∈
{
−

1
4 , 0, a1, a2, a3

}
,

where a1, a2, a3 are the three third critical values of fc

Proof. We apply the Jacobian criterion to determine the singular points. For each
singular point, we can determine the associated a value(s). Examining the hyper-
plane at infinity z = 0 we have the 8 cuspidal points (±1,±1,±1, 1, 0) ∈ P4. To
check the singularity of these points, we use the Jacobian criterion on the affine
chart A4

q 6=0 with generators

{az2
− t2
− (t z− s2), az2

− t2
− (sz− 1), az2

− t2
− (−sz− r2)}

to have the Jacobian matrix at z = 0 0 2s −2t −t
0 0 −2t −s
2r 0 −2t s

 .
The determinant of one such maximal minor is −8rst , and since r, s, t 6= 0, this is
nonzero, so the cuspidal points are all nonsingular.

Now we consider the points in the affine chart A4
z 6=0 which has generators

{a− t2
− (t − s2), a− t2

− (s− q2), a− t2
− (−s− r2)}.



PREIMAGES OF QUADRATIC DYNAMICAL SYSTEMS 353

The Jacobian matrix is given by 0 0 2s −2t − 1
2q 0 −1 −2t
0 2r 1 −2t


and the determinants of the maximal minors are

{8qrs, 4qr(−2t − 1), 2q(4st − 2t − 1),−2r(4st + 2t + 1)}.

The combinations that result in all 4 determinants vanishing are the following.

(a) If q = r = 0, then we have c =±s and so c = 0 and so a = 0.

(b) If q = 0 and (4st + 2t + 1) = 0, then we must have s 6= − 1
2 so we can solve

t = − 1
4s+2 = −

1
4c+2 . Then we have s2

+ c = c2
+ c = t and the roots of

4c3
+6c2

+2c+1= d f 3
c (0)
dc combined with a = fc( fc( fc(0))) to get the three

third critical values.

(c) If q 6= 0, r = 0, and (4st − 2t − 1)= 0, then we must have t 6= 0 and we can
solve s = 2t+1

4t =−c. Then we have s2
− s = t and the roots of 16t3

+4t2
−1

which give the three third critical values.

(d) If q, r 6= 0, s = 0, and t =− 1
2 , then we have c =− 1

2 and so a =− 1
4 .

�

We will treat a =− 1
4 on page 358.

Theorem 4.4. The genus of C224 is

g =
{

4 if a = 0,
1 if a ∈ {a1, a2, a3},

where a1, a2, a3 are the three third critical values of fc.

Proof. There is one singular point for a = 0 and four singular points for each ai .
In all cases δP = 1 so the genus drops by 1 for each singular point.

We now compute the δ-invariant of one of the singular points for a1. The 224
curve for a1 is defined as

V (a1z2
− t2
− (t z− s2), a1z2

− t2
− (sz− q2), a1z2

− t2
− (−sz− r2))

and if α is a root of
4x3
+ 6x2

+ 2x + 1

then
a1 = α

4
+ 2α3

+α2
+α =− 1

4α
2
+

1
2α−

1
8 .
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We label the coordinates as (q, r, s, t, z) and the singular point is

P = (0,−β, α, α2
+α, 1)

where β2
=−2α. We move P to (0, 0, 0, 0, 1) with a translation

(q, r, s, t, z) 7→ (q, r −βz, s+αz, t + (α2
+α)z)

to get a new curve C̃ and singular point P̃ = (0, 0, 0, 0, 1). We dehomogenize
to affine coordinates (Q, R, S, T ) = (q/z, r/z, s/z, t/z) and compute the tangent
space at P̃ as 

−2Tα2
− 2Tα− T + 2Sα = 0,

−2Tα2
− 2Tα− S = 0,

−2Tα2
− 2Tα+ S− 2βR = 0.

(1)

Notice that the second equation of (1) implies the first using the degree 4 polyno-
mial satisfied by α. Thus, the tangent space is given by

−2Tα2
− 2Tα− S = 0, −2Tα2

− 2Tα+ S− 2βR = 0.

Since we want to project C̃ to a plane curve preserving the tangent space at P̃ we
define

u =−2Tα2
− 2Tα− S, v =−2Tα2

− 2Tα+ S− 2βR,

with inverse

S = βR−
u
2
+
v

2
, T =

βR
−2α2− 2α

+
u

−4α2− 4α
+

v

−4α2− 4α
,

and make the change of variables (Q, R, S, T ) 7→ (Q, R, u, v) to get a new curve
C̃ ′ and point P̃ ′. The tangent space at P̃ ′ is given by u = v = 0. We now project
C̃ ′ onto a plane curve in the Q R-plane. To project we eliminate the variables u, v
from the three defining equations of C̃ ′ to get the single equation

(2α+ 1)Q8
+
(
(−8α− 4)R2

+ (16βα+ 8β)R+ (16α2
− 4)

)
Q6

+
(
(12α+ 6)R4

+ (−48βα− 24β)R3
+ (−144α2

− 64α+ 4)R2

+ (96βα2
+ 32βα− 8β)R+ (−64α2

− 24α− 8)
)
Q4

+
(
(−8α− 4)R6

+ (48βα+ 24β)R5
+ (240α2

+ 128α+ 4)R4

+ (−320βα2
− 192βα− 16β)R3

+ (384α2
+ 208α+ 128)R2

+ (−128βα2
− 96βα− 64β)R− 32α

)
Q2

+ (2α+ 1)R8
+ (−16βα− 8β)R7

+ (−112α2
− 64α− 4)R6

+ (224βα2
+ 160βα+ 24β)R5

+ (−320α2
− 152α− 136)R4

+ (128βα2
+ 32βα+ 96β)R3

+ (−64α2
+ 64α)R2

= 0,
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defining a plane curve in A2 with variables (Q, R). Notice that the only points of
the form (0, 0, u, v) on C̃ ′ is the point (0, 0, 0, 0) (in the other words, the singular
point is the only point that projects onto (0, 0)), so we proceed with analyzing the
plane curve singularity (0, 0). Blowing-up once resolves the singularity and we
see that it has multiplicity 2. So we compute

δP =
1
2
(2 · 1)= 1.

A similar analysis is done on all of the other singularities to get δP = 1 for all
P for all a ∈ {0, a1, a2, a3}. Hence, we have{

g = 5− 1= 4 if a = 0,
g = 5− (1+ 1+ 1+ 1)= 1 if a = a1, a2, a3. �

Examining the 242 surface. One possible 242 arrangement of 8 preimages is this:

a

t

fc

<<

−t

fc

aa

s

fc

@@

−s u

fc

aa
fc

==

−u

fc

^^

q

fc

@@

−q

fc

^^

Every other 242 arrangement differs only by renaming, so this is the only distinct
242 arrangement. The surface is defined by 3 degree two equations in P4 as

C242= V
(
az2
− t2
−(t z−s2), az2

− t2
−(−t z−u2), az2

− t2
−(sz−q2)

)
⊆P4

K (a).

Theorem 4.5. The a values for which the fiber of the 242 surface is singular are
given by

a ∈
{
−

1
4 , 0, 2, a1, a2, a3

}
where a1, a2, a3 are the three third critical values of fc.

Proof. We apply the Jacobian criterion to determine the singular points. For each
singular point, we can determine the associated a value(s). Examining the hyper-
plane at infinity, z = 0, we have the 8 cuspidal points (±1,±1,±1, 1, 0) ∈ P4. To
check the singularity of these points, we use the Jacobian criterion on the affine
chart A4

q 6=0 with generators{
az2
− t2
− (t z− s2), az2

− t2
− (−t z− u2), az2

− t2
− (sz− 1)

}
.
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The Jacobian matrix at z = 0 is given by2s 0 −2t −t
0 2u −2t t
0 0 −2t −s

 .
The determinant of one maximal minor is −8sut , and since s, u, t 6= 0, this is
nonzero, so the cuspidal points are all nonsingular.

Now we consider the points in the affine chart A4
z 6=0 which has generators

{a− t2
− (t − s2), a− t2

− (−t − u2), a− t2
− (s− q2)}.

The Jacobian matrix is given by 0 2s −2t − 1 0
0 0 −2t + 1 2u

2q −1 −2t 0

 .
The determinants of the maximal minors are{

2u(4st + 2t + 1), 4qu(−2t − 1), 8qus, 4qs(−2t + 1)
}
.

The combinations that result in all 4 vanishing are as follows:

(a) If q = 0 and u = 0, then f 2
c (0) = a and f 3

c (0) = a which is the polynomial
equation

fc( fc( fc(0)))− fc( fc(0))= c4
+ 2c3

= c3(c+ 2)= 0

so c = 0 or c =−2. So we have a = 0 or a = 2.

(b) If q = 0 and (4st + 2t + 1) = 0, then we must have s 6= − 1
2 so we can solve

t = −1/(4s + 2) = −1/(4c+ 2). Then we have s2
+ c = c2

+ c = t and the
roots of

4c3
+ 6c2

+ 2c+ 1=
d f 3

c (0)
dc

combined with a = fc( fc( fc(0))) to get the three third critical values.

(c) If u = 0 and s = 0, then c =±t and so t = c = 0 and so a = 0.

(d) If u = 0 and t = 1
2 , then c =− 1

2 and so a =− 1
4 .

(e) If s = 0 and t =− 1
2 , then c =− 1

2 and so a =− 1
4 . �

We will treat a =− 1
4 on page 358.

Theorem 4.6. The genus of C242 is g =


3 if a = 0,
4 if a = 2,
3 if a ∈ {a1, a2, a3}.
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Proof. We proceed as in the proof of Theorem 4.4 for analyzing the singularities.
For a = 0 there is one singularity that required two blow-ups to resolve and we

get multiplicity 2 for both of the infinitely near points and, hence, δP =
1
2(2 · 1)+

1
2(2 · 1)= 2 and g = 5− 2= 3.

For a = 2 there is one singular point with δP = 1 and, hence, g = 5− 1= 4.
For a ∈ {a1, a2, a3} each curve has two singular points both with δP = 1 and,

hence, g = 5− (1+ 1)= 3. �

Examining the 2222 surface. One possible 2222 arrangement of 8 preimages is
this: a

t

fc
??

−t

fc
^^

s

fc

??

−s

fc

__

q

fc

@@

−q

fc

^^

u

fc
@@

−u

fc
^^

Every other 2222 arrangement differs only by renaming, so this is the only distinct
2222 arrangement. The surface is defined by 4 degree two equations in P5 as

C2222= V (az2
− t2
−(t z−s2), az2

− t2
−(sz−q2), az2

− t2
−(qz−u2))⊆P5

K (a).

From [Faber et al. 2009, Theorem 1.3] the only singular fibers are for a the N -th
critical values for 2 ≤ N ≤ 4. For N = 2 we get a = −1

4 , which will be treated
on page 358. For N = 3 we get the three third critical values which we label
a3,1, a3,2, a3,3. For N = 4 we get the seven 4-th critical values, which we label a4,i

for 1≤ i ≤ 7, and which satisfy

a = fc( fc( fc( fc(0)))) for 8c7
+ 28c6

+ 36c5
+ 30c4

+ 20c3
+ 6c2

+ 2c+ 1= 0.

Theorem 4.7. The genus of C2222 is

g =
{

3 if a ∈ {a3,1, a3,2, a3,3},

4 if a ∈ {a4,i : 1≤ i ≤ 7}.

Proof. A fiber of the 2222 surface is isomorphic [Faber et al. 2011, Proposition
4.2] to the degree 16 plain curve defined by the equation

f 4
c (x)= a.
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For a ∈ {a3,i } there are three singular points, one of which is (0, 1, 0) and the other
two depend on a. The (0, 1, 0) point requires several blow-ups and has δP = 100
and each of the other two points have δP = 1 for a final genus of g = 1

2(15 · 14)−
102= 105− 102= 3.

For a ∈ {a4,i } there are two singular points, one of which is (0, 1, 0) and the
other depends on a. The (0, 1, 0) point has δP = 100 and the point has δP = 1 for
a final genus of g = 1

2(15 · 14)− 101= 105− 101= 4. �

Corollary 4.8. For any a ∈ Q\
{
−

1
4

}
and any algebraic number field K there are

only finitely many c ∈ K for which there are at least two K -rational 4-th preimages
of a.

The bound κ̄(− 1
4). For a = −1

4 the preimages curves are in fact reducible since
we have an equation in the generators of the form

s2
+
(
t − 1

2 z
)2
=
(
s−

(
t − 1

2 z
))(

s+
(
t − 1

2 z
))
,

where s is a second preimage of a for which s2
+ c = t and t2

+ c = a, and an
equation of the form

u2
−
(
t + 1

2 z
)2
=
(
u−

(
t + 1

2 z
)(

u−
(
t + 1

2 z
))
,

where u is a second preimage of a for which u2
+ c = −t . After splitting the

preimage curves into their distinct irreducible components we can again proceed
with genus calculations.

Theorem 4.9. For any fixed number field K , κ̄
(
−

1
4

)
= 10.

Proof. Using the Jacobian criterion we compute that the following curves are all
nonsingular, and we apply the genus formula from [Hirzebruch 1966, §22] or [Ar-
slan and Sertöz 1998, Corollary 2] to compute the following genera.

g =
{

1 in the cases 224, 2222, 244, 2422
5 in the cases 22222, 2224, 2242, 246, 2442, 2424, 24222.

Using Magma, we see that the 244 curve is a rank 1 elliptic curve over Q isomor-
phic to

v2w = u3
+ u2w− 9uw2

+ 7w3

so has infinitely many rational points. Therefore, there are infinitely many c with
10 rational preimages of − 1

4 and only finitely many c values with 12 (or more)
rational preimages of −1

4 . �



PREIMAGES OF QUADRATIC DYNAMICAL SYSTEMS 359

5. Proof of Theorem 1.3

Proof. The case a =− 1
4 was covered in Theorem 4.9.

For a a third critical value we have genus 1 for the 224 curve and, hence, for
a large enough extension of Q it has positive rank and infinitely many rational
points. Also, it has no Q-rational points. The 242 curve has genus greater than 1
and, hence, has only finitely many rational points. Thus, for κ̄(a, K ) to be at least
10 there must be infinitely many rational points on a curve corresponding to an
arrangement with rational 4-th preimages, which is not possible by Corollary 4.8.
So it is possible for κ̄(a, K ) to be either 6 or 8 depending on the field.

For all other values of a we have the genus of the 224 and 242 curves are
greater than 1 and, hence, have only finitely many rational points. Any arrangement
with more points must contain one of these two arrangements, hence κ̄(a, K )≤ 6.
Theorem 3.3 shows that the 222 surface has generic rank 2 and [Masser and Zannier
2012] shows that the set of a where the rank is 0 is finite. Every a value for which
both E222 and E24 specialize to rank 0 has κ̄(a)= 4, otherwise κ̄(a)= 6. �

6. Other properties of preimage surfaces

In this section we collect some additional properties of the preimages surfaces that
are tangential to the proof of Theorem 1.3, yet still of interest.

Parametrization of torsion subgroups of E24. Recall that Mazur’s theorem [1977]
gives a description of the possible torsion subgroups of elliptic curves over Q and
that the specialization map is injective on nonsingular fibers. These facts combined
with Theorem 3.2 implies that the possible torsion subgroups for a nonsingular
specialization of E24(a) must be isomorphic to one of the following groups:

{Z/2Z×Z/4Z, Z/2Z×Z/8Z, Z/4Z, Z/8Z, Z/12Z}.

We characterize the a values giving rise to a specialization with each of these
possible torsion subgroups in the following theorem.

Theorem 6.1. (a) E24(a)(Q) contains a subgroup isomorphic to Z/2Z×Z/4Z if
and only if

a =−t2 for t ∈Q\
{
0,±1

2

}
.

(b) E24(a)(Q) contains a subgroup isomorphic to Z/8Z if and only if

a = 1
4 t2(t2

− 2) for t ∈Q\{0,±1}.

(c) E24(a)(Q) contains a subgroup isomorphic to Z/2Z×Z/8Z if and only if

a =−
(4t2
− 4t − 1)2(4t2

+ 4t − 1)2

4(4t2+ 1)4
for t ∈Q\

{
0,± 1

2

}
.
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(d) E24(a)(Q) contains a subgroup isomorphic to Z/12Z if and only if

a =
(13691470144t2

− 235376t + 1)(13903463744t2
− 235376t + 1)3

9527265101250297856000000t6(117688t − 1)2

for t ∈Q\
{
0, 1

117688

}
.

Proof. (a) First suppose a =−t2 for some t ∈Q\
{
0,±1

2

}
. Then

{O, (4t2
+ 1, 0, 1), (4t, 0, 1), (−4t, 0, 1)}

is a subgroup of E24(−t2)(Q) isomorphic to Z/2Z× Z/2Z. Since there is also a
generic torsion point of order 4 (Theorem 3.2), E24(−t2)(Q) contains a subgroup
isomorphic to Z/2Z× Z/4Z. Next, suppose E24(a)(Q) contains a subgroup iso-
morphic to Z/2Z×Z/2Z and, hence, also a subgroup isomorphic to Z/2Z×Z/4Z.
Thus, E24(a)(Q) has three points of order two. Points of order two must be rational
roots of the Weierstrass equation

x3
+ (4a− 1)x2

+ (16a)x + 16a(4a− 1)= (x + 4a− 1)(x2
+ 16a). (2)

So, x2
+16a must have 2 rational roots, or equivalently, a=−(x/4)2=−t2. Hence,

there are three rational roots of (2) if and only if a = −t2 for t ∈ Q. However, if
t =±1

2 then the roots will not be distinct, so we must have a=−t2 for t ∈Q\{±1
2}.

For t = 0 we get a = 0 which is a degenerate case (a singular fiber of Xpre(2)).

(b) Suppose a = t2(t2
− 2)/4 for some t ∈ Q\{0,±1}. Then it can be verified

directly that the point P = (2t (t2
+ t−1), 2(t−1)t (t+1)3, 1) is in E24(a)(Q) and

[2]P = (2, 2(4a+ 1), 1) is the generator of the cyclic subgroup of order four. So,
P generates a cyclic group of order eight.

Now suppose that E24(a)(Q) has a cyclic subgroup of order eight. If we let
P = (x, y, 1) be the generator of the subgroup, then [2]P generates a cyclic group
of order four (the generic torsion subgroup). So, we must have x([2]P)= 2. This
gives us the equation

x4
− 8x3

− 64ax2
+ 8x2

− 512a2x − 1024a3
+ 256a2

+ 64a = 0.

Then using the solution to the quartic we have the solutions

x = 2± 2
√

4a+ 1+
1
2

√
24+ (8a− 1)±

512+ 4096a2+ 256(8a− 1)

16
√

4a+ 1

x = 2± 2
√

4a+ 1−
1
2

√
24+ (8a− 1)±

512+ 4096a2+ 256(8a− 1)

16
√

4a+ 1
.
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In order to have x ∈ Q, and since x is clearly not 2, we must have
√

4a+ 1 ∈ Q.
So a = b2

−1
4 for some b ∈Q. The above roots become

x = 2(1± b+ b
√

1± b)

x = 2(1± b− b
√

1± b)

from which it follows that b=±(t2
−1). Thus, a = t2(t2

−2)
4 . Note that for t =±1

we get a =− 1
4 and for t = 0 we get a = 0 which are all singular fibers.

(c) Clearly, E24(a)(Q) has a subgroup isomorphic to Z/2Z×Z/8Z if and only if
E2(a) has a subgroup isomorphic to Z/2Z×Z/4Z and a subgroup isomorphic to
Z/8Z. From the two previous parts, it follows that a = −t2

1 and a = 1
4 t2

2 (t
2
2 − 2).

These two equations define a curve of genus zero which can be parameterized with
Magma and substituted into a =−t2

1 to get the stated form. For t = 0,±1
2 we get

a =− 1
4 , which is a singular fiber.

(d) Since specialization is injective on torsion for nonsingular fibers , E24(a)(Q)
has a subgroup isomorphic to Z/12Z if and only if there is a point Q = [x, y] ∈
E24(a)(Q) for which [3]Q generates the generic Z/4Z torsion subgroup. In par-
ticular, we must have x([3]Q)= 2. So we need to find solutions to

x([3]Q)− 2
x − 2

= 0

where we divide out by x−2 since we only wish to exclude the a values which have
purely Z/4Z torsion. From the algcurve package in Maple we get the parametriza-
tion given. The two excluded t values correspond to the two singular fibers a = 0
and a =− 1

4 . �

Corollary 6.2. The a∈Q for which E24(a)(Q) has torsion subgroup exactly Z/4Z,
in other words, the a ∈ Q for which the specialization map is an isomorphism on
torsion, is a Zariski dense set.

Proof. From Mazur’s theorem and the injectivity of the specialization map, the
possible torsion groups of E24(a)(Q) are

{Z/2Z×Z/4Z, Z/2Z×Z/8Z, Z/4Z, Z/8Z, Z/12Z}.

The condition on a for E24(a)(Q)tors to not be Z/4Z is a closed condition from
Theorem 6.1 and the j-invariant. Therefore, every a ∈ Q outside of this Zariski
closed set satisfies E24(a)(Q)tors ∼= Z/4Z and there is at least one such a,

E23(1)(Q)tors ∼= Z/4Z. �
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Exceptional (c, a) values over Q.

Rank zero. The methods of [Masser and Zannier 2008; 2012], in principle, can
compute the full set S, but in practice such computations are difficult. However,
computing the set S ∩ K for [K :Q] ≤ 2 from Theorem 1.3 is feasible since we
have an explicit (small) bound on the order of a torsion point.

We must have both P(a) and Q(a) are torsion on the 222 surface. We have
a bound of 18 for the order of a torsion point over a quadratic number field K
[Kamienny 1992; Kenku and Momose 1988]. Finding the a for which P(a) or
Q(a) is torsion of a given order is solving polynomials equation in a. If there are
any a values for which they are both torsion, we compute the rank of E24(a).

Theorem 6.3. Let S be the set of a values from Theorem 1.3 for which κ̄(a) = 4.
Let K be a quadratic number field. Then, S ∩ K =∅.

Proof. Direction computation. �

Full trees of preimages. We can find an a value with arbitrarily many Q-rational
preimages by taking a to be the n-th forward image of any wandering Q-rational
point. This gives a very deep but potentially sparse preimage tree. Consequently,
one may ask if you can find an a and c which gives a full tree to some level.
Clearly, if you allow K/Q to be of large degree, the answer is any level, so we
address this question over Q. For example, here is a list of (c, a) with a 246
preimage arrangement.(
−

5248
2025 ,

726745984
284765625

)
,
(
−

17536
5625 ,

878382976
244140625

)
,
(
−

9153
6400 ,−

437896611
400000000

)
,
(
−

24361
14400 ,−

42
25

)
,(

−
20817
25600 ,−

1078371711
6400000000

)
,

(
−

180625
97344 ,

2845625
5483712

)
,

(
−

158848
99225 ,

20844352384
683722265625

)
.

Remark 6.4. We were unable to find any pairs (c, a) over Q with the full 248
arrangement, but it seems reasonable to expect that such an arrangement exists. We
searched by choosing the smallest third preimage having height at most log 30,000,
since choosing two third preimages which map to same second preimage (up to
sign) fixes a unique c value and, hence, a unique a value.
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