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Theoretical properties of the length-biased
inverse Weibull distribution
Jing Kersey and Broderick O. Oluyede

(Communicated by Kenneth S. Berenhaut)

We investigate the length-biased inverse Weibull (LBIW) distribution, deriving
its density function, hazard and reverse hazard functions, and reliability function.
The moments, moment-generating function, Fisher information and Shannon
entropy are also given. We discuss parameter estimation via the method of
moments and maximum likelihood, and hypothesis testing for the LBIW and
parent distributions.

1. Introduction

Weighted distributions occur in many areas, including medicine, ecology, reliability,
and branching processes. Results and applications in these and other areas can be
seen in [Patil and Rao 1978; Gupta and Kirmani 1990; Gupta and Keating 1986;
Oluyede 1999]. In a weighted distribution problem, a realization x of X enters into
the investigator’s record with probability proportional to a weight function w(x).
The recorded x is not an observation of X , but rather an observation of a weighted
random variable Xw.

In this article we are interested in the case where w(x)= x . This is called length
bias; it approximates situations common in practice (see [Arratia and Goldstein
2009] for an introductory discussion). We will apply length bias to the inverse
Weibull distribution (see Section 2 below), which has a wide range of applications
in diverse areas such as medicine, reliability and ecology; for example, Keller et
al. [1985] found it to be a good fit in their investigation of failures of mechanical
components subject to degradation. As a result, the inverse Weibull distribution is
well studied; see [Johnson et al. 1994] or [Rinne 2009] for a tabulation of results.

To proceed, we need some standard terminology. If X is a continuous, nonnega-
tive random variable with distribution function F and probability density function
(pdf) f (so that f (u) = d F(u)/du), we call F(x) = 1 − F(x) the associated
reliability function, from the situation where F(x) describes the probability that

MSC2010: 62E15, 62F03, 62N05, 62N01.
Keywords: inverse Weibull distribution, weighted reliability functions, integrable function.
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380 JING KERSEY AND BRODERICK O. OLUYEDE

some piece of equipment, say, will still be working at time x . The hazard function
λF (x) and mean residual life function δF (x) are defined by

λF (x)=
f (x)

F(x)
and δF (x)=

∫
∞

x

F(u)

F(x)
du. (1)

The reverse hazard function is τF (x)= f (x)/F(x). When λF is monotone increas-
ing, we say that F is an increasing hazard rate (IHR) distribution. Likewise, a
decreasing mean residual life (DMRL) distribution is one where δF is monotone
decreasing. It can be shown that IHR implies DMRL. IHR distributions have a
number of nice properties, including finiteness of moments of all orders.

Now let w(x), x ≥ 0, be a positive function, and assume that the expectation of
w(X) is positive and finite:

0< E[w(X)] :=
∫
∞

0
f (x)w(x) dx <∞. (2)

We define the weighted random variable Xw by specifying its pdf:

fw(x)=
w(x) f (x)
E[w(X)]

, x ≥ 0. (3)

(The denominator ensures that the total mass is 1.)
As mentioned, we will be interested in the case of length bias, where w(x)= x .

In Section 2 we apply this weighting to the inverse Weibull distribution to obtain
our main object of study, the LBIW (length-biased inverse Weibull) distribution.
We briefly study the shape of the LBIW pdf. In Section 3 we calculate the LBIW
moments and moment-generating function, together with the variance, skewness
and kurtosis. Section 4 deals with Fisher information and Shannon entropy. In
Section 5 we discuss the estimation of the parameters of an LBIW, and describe a
test for the detection of length bias. Section 6 showcases a numerical example.

2. The inverse Weibull distribution and its length-biased version

The inverse Weibull distribution function is defined by

F(x; x0, α, β)= exp
(
−(α(x − x0))

−β
)
, x ≥ 0, α > 0, β > 0, (4)

where α, x0 and β are the scale, location and shape parameters, respectively. We
will consider only the case x0 = 0, so our distribution function of departure is

F(x;α, β)= exp
(
−(αx)−β

)
, x ≥ 0, α > 0, β > 0. (5)

(When α = 1, this is known as the Fréchet distribution, and its value at x = 1 is
independent of β; it equals e−1

= 0.3679, and is known as the characteristic life of
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the distribution.) By differentiation we get the corresponding pdf:

f (x;α, β)= βα−βx−β−1 exp
(
−(αx)−β

)
, x ≥ 0, α > 0, β > 0. (6)

To introduce the length bias we first multiply this pdf by the weighting function
w(x)= x , obtaining

x f (x;α, β)= βα−βx−β exp
(
−(αx)−β

)
= βF(x;α, β)

(
−log F(x;α, β)

)
, x ≥ 0, α > 0, β > 0. (7)

As we saw in (3), we need to divide this function by its integral (2), which is of
course the mean of the original distribution, denoted by µF . Evaluation yields

µF =
0
(
1− 1

β

)
α

.

Therefore the LBIW (length-biased inverse Weibull) pdf is

gw(x;α, β) :=
α

0
(
1− 1

β

)βF(x;α, β)
(
−log F(x;α, β)

)
=
βα−β+1x−β

0
(
1− 1

β

) exp
(
−(αx)−β

)
x ≥ 0, α > 0, β > 1. (8)

(We use the notation gw instead of fw as in (3) to make it more distinctive.) The
corresponding distribution function is given by

Gw(x;α, β)=
∫ x

0
gw(u;α, β) du =

1

0
(
1− 1

β

) ∫ (αx)−β

0
y−1/β exp(−y) dy, (9)

the last equality resulting from rewriting the integral in the variable y = (αu)−β .
We now turn to the shape of gw. From (8) we see that limx→0 gw(x;α, β)= 0

and limx→∞ gw(x;α, β)= 0. Next we look for extrema. It is easier to work with
the logarithmic derivative. Since

ηw(x) :=
∂ log gw(x;α, β)

∂x
=
β

x

(
(αx)−β − 1

)
, (10)

we see that an extremum requires that (αx)−β = 1. Thus the only extremizer is
x = 1/α; the pdf increases to a maximum at 1/α and then decreases.

For the study of the hazard function it will be useful to consider the second
derivative of log gw(x;α, β), namely

η′w(x)=−β
(β + 1)(αx)−β − 1

x2 . (11)

The numerator on the right has only one zero, at x = x∗ := (β + 1)1/β/α, so the
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same is true of η′w. More precisely, we have

η′w(x) < 0 if x < x∗,
η′w(x)= 0 if x = x∗,
η′w(x) > 0 if x > x∗.

(12)

A criterion of Glaser [1980, Theorem on p. 668, case (d)(i), and Lemma on p. 669,
case (iii)] then implies that the hazard function is “upside-down bathtub-shaped”;
that is, it is initially increasing, reaches a maximum, and decreases thereafter. The
conditions of the criterion are that the pdf is twice differentiable and positive for
x > 0, that it tends to 0 as x→ 0+, and that the second derivative of its log satisfies
(12) for some x∗. (Note that our ηw differs from Glaser’s η by a sign.)

With the qualitative behavior of the hazard function in hand, there remains to
write its formula. Recalling the definition in (1), we write

Gw(x;α, β)=
βα−β+1

0
(
1− 1

β

) ∫ ∞
x

t−β exp(−(αt)−β) dt (13)

and

λGw
(x;α, β)=

gw(x;α, β)

Gw(x)
=

x−β exp(−(αx)−β)∫
∞

x t−β exp(−(αt)−β) dt
. (14)

3. Moments and moment-generating function

In this section we derive the moments, moment-generating function, mean, variance,
coefficients of variation, skewness, and kurtosis for the LBIW distribution.

The moments of a length-biased random variable Xw are related to those of the
original or parent random variable X by

EGw
[X k

w] =
EF [X k+1

]

EF [X ]
, k = 1, 2, . . . , (15)

provided EF [X k+1
] exists. Noting that the moments of F are given by

EF [X k
] = γk :=

0
(
1− k

β

)
αk , k ≥ 1, β > k, (16)

we obtain the moments of Xw as follows:

EGw
[X k

w] =

0
(
1− k+1

β

)
αk0

(
1− 1

β

) = γk+1

γ1
, k ≥ 1, β > k. (17)

In particular, the mean of Xw is

µGw
= EGw

[Xw] =
0
(
1− 2

β

)
α0
(
1− 1

β

) = γ2

γ1
(18)
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and the variance is

σ 2
Gw
= EGw

[X2
w] − EGw

[Xw]2 =
γ1γ3− γ

2
2

γ 2
1

, (19)

where γk = 0(1− k/β)/αk . The coefficient of variation (CV) is

CV=
σGw

µGw

=

√
γ3γ1

γ 2
2
− 1. (20)

The coefficients of skewness (CS) and kurtosis (CK) are given by

CS=
E[(Xw −µGw

)3]

E[(Xw −µGw
)2]3/2

=
γ 2

1 γ4− 3γ1γ2γ3+ 2γ 3
2

(γ1γ3− γ
2
2 )

3/2
(21)

and

CK=
E[(Xw −µGw

)4]

E[(Xw −µGw
)2]2
=
γ 3

1 γ5− 4γ 2
1 γ2γ4+ 6γ1γ

2
2 γ3− 3γ 4

2

γ 2
1 γ

2
3 − 2γ1γ

2
2 γ3+ γ

4
2

. (22)

The moment-generating function is given by

MXw(t)=
βα−β+1

0
(
1− 1

β

) ∫ ∞
0

et y y−βe−(αy)−β dy

=
βα−β+1

0
(
1− 1

β

) ∞∑
j=0

t j

j !

∫
∞

0
y j−βe−(αy)−β dy=

βα−β+1

0
(
1− 1

β

) ∞∑
j=0

t j

j !
9 j,α,β, (23)

where

9 j,α,β =

∫
∞

0
y j−βe−(αy)−β dy.

4. Fisher information and Shannon entropy

The information (or Fisher information) that a random variable X contains about
the parameter θ is given by

I (θ)= E
[(

∂

∂θ
log f (X, θ)

)2 ]
. (24)

If, in addition, the second derivative with respect to θ of f (x, θ) exists for all x
and θ , and if the second derivative with respect to θ of

∫
f (x, θ) dx = 1 can be

obtained by differentiating twice under the integral sign, then

I (θ)=−Eθ

[
∂2

∂θ2 log f (X, θ)
]
. (25)

The Shannon entropy of a random variable X is a measure of the uncertainty and is
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given by EF [−log f (X)], where f (x) is the pdf of the random variable X .
For the LBIW distribution, the Fisher information that Xw (now renamed X for

simplicity) contains about the parameters θ = (α, β) is obtained as follows:

E
[(
∂ log gw(X;α, β)

∂α

)2 ]
=

∫
∞

0

(
1−β
α
+βα−β−1x−β

)2

gw(x;α, β) dx

= (1−β)2α−2
∫
∞

0
gw(x;α, β) dx +

2β2(1−β)α−2β−1

0
(
1− 1

β

) ∫
∞

0
x−2βe−(αx)−β dx

+
β3α−3β−1

0
(
1− 1

β

) ∫ ∞
0

x−3βe−(αx)−β dx

= (1−β)2α−2
+

2β(1−β)α−2

0
(
1− 1

β

) 0
(
2− 1

β

)
+

β2α−2

0
(
1− 1

β

)0(3− 1
β

)
= β(β − 1)α−2, (26)

E
[(
∂ log gw(X;α, β)

∂β

)2 ]

=

∫
∞

0

(
1
β
−

0′
(
1− 1

β

)
β20

(
1− 1

β

) + log(αx)
(
(αx)−β − 1

))2

gw(x;α, β) dx

=

(
1
β
−

0′
(
1− 1

β

)
β20

(
1− 1

β

))2

− 2
(

1
β
−

0′
(
1− 1

β

)
β20

(
1− 1

β

))0′(2− 1
β

)
−0′

(
1− 1

β

)
β0
(
1− 1

β

)
+

β2
(
0′′
(
3− 1

β

)
− 20′′

(
2− 1

β

)
+0′′

(
1− 1

β

))
0
(
1− 1

β

) , (27)

E
[
∂2 log gw(X;α, β)

∂α∂β

]
= E

[
∂2 log gw(X;α, β)

∂β∂α

]
=

∫
∞

0

(
α−β−1x−β(1−β logα−β log x)− 1

α

)
gw(x;α, β) dx

= α−β−1(1−β logα)
∫
∞

0
x−βgw(x;α, β) dx

−
α−2ββ2

0
(
1− 1

β

) ∫ ∞
0

x−2β log xe−(αx)−β dx −
1
α

∫
∞

0
gw(x;α, β) dx

=α−1β−2(1−β)+α−1β−3(β−1)
0′
(
1− 1

β

)
0
(
1− 1

β

) = β − 1
αβ3

(
0′
(
1− 1

β

)
0
(
1− 1

β

) −β). (28)
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Thus the information matrix, namely

I(α, β)=


E
[(
∂ log gw(X;α, β)

∂α

)2 ]
E
[
∂2 log gw(X;α, β)

∂α ∂β

]
E
[
∂2 log gw(X;α, β)

∂β ∂α

]
E
[(
∂ log gw(X;α, β)

∂β

)2 ]
 , (29)

is given by

I(α, β)=


E
[(
∂ log gw(X;α, β)

∂α

)2 ]
β − 1
αβ3

(
0′
(
1− 1

β

)
0
(
1− 1

β

) −β)
β − 1
αβ3

(
0′
(
1− 1

β

)
0
(
1− 1

β

) −β) E
[(
∂ log gw(X;α, β)

∂β

)2 ]
 , (30)

where the diagonal entries are stated in (26) and (27).
Note that, for fixed β, the top left entry of this matrix is monotonically decreasing

in α, since

β(β − 1)
α2

1
≥
β(β − 1)
α2

2
⇐⇒ α2

2 ≥ α
2
1 ⇐⇒ α2 ≥ α1. (31)

On the other hand, for fixed α, the same function is monotonically increasing in β,
since

β1(β1−1)
α2 ≥

β2(β2−1)
α2 ⇐⇒ β1(β1−1)≥β2(β2−1) ⇐⇒ β2

1−β
2
2−(β1−β2)≥0

⇐⇒ (β1−β2)(β1+β2−1)≥0 ⇐⇒ β1≥β2, (32)

the last equivalence being a consequence of the inequalities β1 > 1, β2 > 1.
Under the LBIW distribution, the Shannon entropy is given by

EG(−log gw(X;α;β))

=

∫
∞

0

(
−log

βα−β+1

0
(
1− 1

β

) +β log x + (αx)−β
)

gw(x;α, β) dx

=−log
βα−β+1

0
(
1− 1

β

) +β∫ ∞
0
(log x)gw(x;α, β) dx+

∫
∞

0
(αx)−βgw(x;α, β) dx

=−log
βα−β+1

0
(
1− 1

β

) +β(−logα−
0′
(
1− 1

β

)
β0
(
1− 1

β

))+ β − 1
β

= log
0
(
1− 1

β

)
αβ

−

0′
(
1− 1

β

)
0
(
1− 1

β

) + β − 1
β

. (33)
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5. Estimation of parameters

In this section we derive formulas to estimate the parameters α and β for an unknown
LBIW distribution. We also present a test for the detection of length bias in a sample.

(For the inverse Weibull parent distribution, Calabria and Pulcini [1990; 1994]
derived maximum likelihood, least squares and Bayes estimates for the parameters.
They also obtained confidence limits for reliability and tolerance limits for the same
distribution [Calabria and Pulcini 1989].)

We continue to use X for the LBIW random variable whose parameters α and β
we wish to estimate. We use two standard methods to obtain the estimators: the
method of moments and maximum likelihood.

Method of moments estimators. The method of moments with two parameters
involves setting the first two moments E[X ] and E[X2

] equal to the corresponding
moments of an independent sample X1, X2, . . . , Xn of the LBIW random variable.
In view of (18) and (19), this leads to the equations

0
(
1− 2

β

)
α0
(
1− 1

β

) = 1
n

n∑
j=1

X j and
0
(
1− 3

β

)
α20

(
1− 1

β

) = 1
n

n∑
j=1

X2
j . (34)

These equations are then solved (numerically, for example) for α and β, leading to
the estimators α̂ and β̂.

If β is known, we only need the first equation in (34). In that case (i.e., for fixed
β > 1), the method of moments estimate (MME) of α is given by

α̂ =
n∑n

j=1 X j

0
(
1− 2

β

)
0
(
1− 1

β

) . (35)

Maximum likelihood estimators. In this method we take the log-likelihood func-
tion of the distribution, take its partial derivatives with respect to the parameters, and
equate their expectations to 0. The log-likelihood function for a single observation
x of X is

l(α, β)= log
(
βα−β+1

0
(
1− 1

β

) x−β exp(−(αx)−β)
)

= logβ − (β − 1) logα−β log x − (αx)−β −log0
(
1− 1

β

)
, (36)

which leads to

∂l
∂α
=−

β − 1
α
+
β(αx)−β

α
, (37)

∂l
∂β
=

1
β
−logα−log x + (αx)−β log(αx)+

0′
(
1− 1

β

)
β20

(
1− 1

β

) . (38)
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From E[∂l/∂α] = 0, we obtain

E[X−β] =
αβ(β − 1)

β
, (39)

and from E[∂l/∂β] = 0, we have

E[−log X + (αX)−β log(αX)] = logα−
1
β
−

0′
(
1− 1

β

)
β20

(
1− 1

β

) . (40)

The full log-likelihood function is given by

L(α, β)= n logβ − n(β − 1) logα−β
n∑

j=1

log x j −

n∑
j=1

(αx j )
−β
− n log0

(
1− 1

β

)
.

The normal equations are

∂L(α, β)
∂α

=
−n(β̂ − 1)

α̂
+ β̂α̂−β̂−1

n∑
j=1

x−β̂j = 0, (41)

∂L(α, β)
∂β

=
n

β̂
−n log α̂−

n∑
j=1

log x j−

n∑
j=1

log(α̂x j )

(α̂x j )β̂
−

n

β̂2
9(1−1/β̂)= 0. (42)

From (41), the MLE of α is

α̂ =

(
n(β̂ − 1)

β̂
∑n

j=1 x−β̂j

)−1/β̂

. (43)

Now replace α̂ in (42) to obtain

∂L(α, β)
∂β

∣∣∣∣∣
α̂,β̂

=
n

β̂
−n log

(
n(β̂−1)

β̂
∑n

j=1 x−β̂j

)−1/β̂

−

n∑
j=1

log x j

−

n∑
j=1

((
n(β̂−1)

β̂
∑n

j=1 x−β̂j

)−1/β̂

x j

)−β̂
log

((
n(β̂−1)

β̂
∑n

j=1 x−β̂j

)−1/β̂

x j

)

−
1

β̂2

n∑
j=1

0′(1−1/β̂)

0(1−1/β̂)
= 0. (44)

This equation does not have a closed form solution and must be solved iteratively
to obtain the MLE of the scale parameter β. When α is unknown and β is known,
the MLE of α is obtained from (41) with the value of β in place of β̂. When
both α and β are unknown the MLEs of α and β are obtained by solving the normal
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equations in (41) and (42). The MLEs of the reliability and hazard functions can
be obtained by replacing α and β by their MLEs α̂ and β̂.

The expectations in the Fisher information matrix (FIM) can be obtained numer-
ically. Under the conditions that the parameters are in the interior of the parameter
space, but not on the boundary, we have

√
n
(
α̂−α

β̂ −β

)
d
−→ N

((
0
0

)
, I−1(α, β)

)
as n→∞,

where I (α, β)= limn→∞ n−1 In(α, β) and

In(α, β)= n
(

I (1, 1) I (1, 2)
I (2, 1) I (2, 2)

)
.

The entries I (i, j), i = 1, 2 and j = 1, 2, are given in (30). The multivariate normal
distribution with mean vector (0, 0)T and covariance matrix In(α, β) can be used
to construct confidence intervals for the model parameters.

Test for generalized length bias. We now seek to discriminate whether a random
variable, represented by a random sample of size n, is likely to be the result of
length-biased sampling. More precisely, we compare the null hypothesis H0, to the
effect that the random variable has the inverse Weibull pdf (6) with given α and β,
to the alternative hypothesis Hc, which says that the random variable is LBIW
(c = 1) or perhaps inverse Weibull with some other power weighting w(x) = xc.
In this context it’s natural to allow this extra generality (and in our particular case
this doesn’t demand much extra effort). A calculation similar to the one leading
to (8) shows that the pdf under the alternative hypothesis is

gw(x;α, β, c)=
βαc−β

0(1− c/β)
xc−β−1 exp

(
−(αx)−β

)
,

x ≥ 0, α > 0, β > 0, c > 0. (45)

To decide whether it’s plausible that our random sample x1, . . . , xn represents
the parent inverse Weibull distribution (null hypothesis H0) relative to the weighted
inverse Weibull distribution (alternative hypothesis Hc), we use the following test
statistic, where α and β are assumed known and c is also fixed (several values can
be tried, including c = 1 for the LBIW):

3=

n∏
i=1

gw(xi ;α, β, c)
f (xi ;α, β)

=

n∏
i=1

βαc−β

0(1− c/β)
xc−β−1

i exp(−(αxi )
−β)

βα−βx−β−1
i exp(−(αxi )−β)

=

n∏
i=1

αcxc
i

0
(
1− 1

β

) = αnc ∏n
i=1 xc

i(
0
(
1− 1

β

))n . (46)
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We reject H0 when

3=
αnc ∏n

i=1 xc
i(

0
(
1− 1

β

))n > K , (47)

where K >0 is some threshold chosen beforehand, indicating the level of confidence
we want to have in our prediction. Equivalently, we reject the null hypothesis when

3∗ =

n∏
i=1

xc
i > K ∗, where K ∗ =

K0(1− c/β)n

αnc > 0. (48)

The choice of K is related to the p-value, defined as the probability that, under
H0, the expected value of the test statistic 3∗ is at least as high as the one actually
observed. For large n we have 2 log3∗ ∼ χ2, and from the χ2 one obtains the
p-value using the χ2 table (or software). The p-value can also be readily computed
via Monte Carlo simulation: simulate N samples from the distribution under H0,
for some large value of N , and compute the test statistic 3∗i for each sample. Then
take

p-value=
#{i :3∗i >3

∗
}

N
.

Reject the null hypothesis if the p-value is less than the desired level of significance
(typically 5% or 1%).

6. Examples

In this section we apply the formulas obtained in the previous section to two
examples from the literature. The first set of data, given in Table 1, represents the
waiting times (in minutes) before service of 100 bank customers [Ghitany et al.
2008]. The second data set, shown in Table 2, represents the number of millions of
revolutions before failure of each of 23 ball bearings in a life testing experiment
[Lawless 2003].

We modeled these data sets using the weighted inverse Weibull distribution
with unknown parameters α and β (we keep the assumption made after (4) that
x0 = 0). The normal equations were solved by numerical methods to estimate the
model parameters. Specifically, the MLEs of the parameters were computed by
maximizing the objective function with the trust-region algorithm in the NLPTR
subroutine in SAS. We present in Table 3 the estimated values of the parameters α
and β and corresponding gradient objective functions (normal equations) under the
length-biased inverse Weibull distribution for both sets of data.

We also conducted, for each set of data, a test for the detection of length bias,
to compare the hypothesis that the waiting time distribution follows the LBIW
distribution is to be preferred to the null hypothesis that the distribution is unweighted
inverse Weibull.
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0.8 0.8 4.3 5.0 6.7 8.2 9.7 11.9 14.1 19.9
0.8 0.8 4.3 5.3 6.9 8.6 9.8 12.4 15.4 20.6
1.3 1.3 4.4 5.5 7.1 8.6 10.7 12.5 15.4 21.3
1.5 1.5 4.4 5.7 7.1 8.6 10.9 12.9 17.3 21.4
1.8 1.8 4.6 5.7 7.1 8.8 11.0 13.0 17.3 21.9
1.9 1.9 4.7 6.1 7.1 8.8 11.0 13.1 18.1 23.0
1.9 1.9 4.7 6.2 7.4 8.9 11.1 13.3 18.2 27.0
2.1 2.1 4.8 6.2 7.6 8.9 11.2 13.6 18.4 31.6
2.6 2.6 4.9 6.2 7.7 9.5 11.2 13.7 18.9 33.1
2.7 2.7 4.9 6.3 8.0 9.6 11.5 13.9 19.0 38.5

Table 1. Waiting times of 100 bank customers, from [Ghitany et al. 2008].

17.88 28.92 33.00 41.52 42.12 45.60 48.80 51.84 51.96 54.12
55.56 67.80 68.64 68.64 68.88 84.12 93.12 98.64 105.12 105.84

127.92 128.04 173.40 – – – – – – –

Table 2. Lifetimes of 23 ball bearings, from [Lawless 2003].

Data α β ∂L/∂α ∂L/∂β

I (n = 100) 0.400 1.819 7.46 × 10−4
−5.98 × 10−5

II (n = 23) 0.02795 2.4610 1.990× 10−9 1.930× 10−11

Table 3. Estimated values of the parameters.

For the set of waiting times given in Table 1, where (as shown in Table 3) the
estimated values of the parameters α and β are α̂ = 0.3997 and β̂ = 1.81887, we
obtained for the test statistic the value 2 log3= 270.927, and the p-value for the
test was less than 0.000001. Therefore, we have strong statistical evidence that the
hypothesis that the waiting time distribution follows the LBIW distribution is to be
preferred to the null hypothesis.

For the second set of data, the estimated values of the parameters are α̂=0.027952
and β̂ = 2.46097. The value of the test statistic is 2 log3 = 170.893, and the p-
value is less than 0.00001. Again, the null hypothesis corresponding to the parent
distribution is rejected.
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The firefighter problem for
regular infinite directed grids

Daniel P. Biebighauser, Lise E. Holte and Ryan M. Wagner

(Communicated by Ann Trenk)

We investigate the firefighter problem for regular infinite directed grids. We pro-
vide a complete classification of these grids by dividing them into two categories:
grids where a single outbreak of fire can be contained with one firefighter per
time step and grids that require a second firefighter at some time step. We then
investigate infinite directed grids where the degrees of a single vertex are different
from the degrees of all other vertices in the grid.

1. Introduction

The firefighter problem was introduced by Bert Hartnell at a conference talk [1995].
A fire breaks out at one or more vertices of a graph G at time zero. At each subse-
quent time step, one or more defenders are placed on nonburning and undefended
vertices, and then the fire spreads from each burning vertex to all of its undefended
neighbors. Once a vertex is burning or defended, it remains in that state for the dura-
tion of the problem. In particular, firefighters cannot move. The goal is to place fire-
fighters in a way that achieves a desired optimal result, such as containing the fire in
as few time steps as possible or minimizing the total number of burned vertices. For
a comprehensive introduction to the problem, see [Finbow and MacGillivray 2009].

Question 26 in this last reference suggests investigating the firefighter problem
for directed graphs. In this paper, we study infinite directed grids. An infinite grid
is the graph with vertex set Z×Z where (x1, y1) is adjacent to (x2, y2) if and only
if |x1− x2| + |y1− y2| = 1. We consider the firefighter problem on regular infinite
directed grids, which are infinite grids where a direction is assigned to each edge in
such a way that every vertex has in-degree two and out-degree two. We will always
consider our grids to be embedded in the plane such that each vertex (x, y) is on
the lattice point (x, y).

MSC2010: 05C20, 05C75.
Keywords: fire, firefighter, containment strategy, directed graphs.
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In this paper, we are concerned with the number of firefighters needed at each
time step to eventually contain a fire that starts at a single vertex in a regular infinite
directed grid. By “contain,” we mean that there is some time step where no new
vertices are burned. We are not necessarily interested in containing the fire as soon
as possible, but in determining the minimum number of firefighters per time step
needed for containment.

Fogarty [2003] proved that two firefighters per time step is necessary and sufficient
to contain any finite outbreak of fire in an infinite grid. (Wang and Moeller [2002]
had proved earlier that this number was necessary and sufficient for a single vertex
initially on fire.) This number is sufficient for infinite directed grids, since directions
on the arcs potentially restrict the movement of the fire. If there is an arc joining
a burning vertex to an undefended vertex, the fire will spread to the undefended
vertex on the next time step (as it would in an undirected graph), but if the arc
points in the opposite direction, the fire will not spread along that arc. We will
prove that, for regular infinite directed grids with a single vertex initially on fire,
we can always contain the fire with fewer defenders.

Our main result is the following theorem, which we prove in Section 3. Without
loss of generality, assume that the fire begins at the origin. We will say that an
infinite directed grid is a category A grid if one firefighter per time step is sufficient
to contain the fire. An infinite directed grid is a category B grid if one firefighter
per time step is not enough to contain the fire, but one firefighter per time step and
a second firefighter at any single time step is sufficient to contain the fire.

Theorem 1.1. Let G be a regular infinite directed grid. Then G is either a cate-
gory A or a category B grid.

At the end of this paper, we consider infinite directed grids where at least one
vertex has degrees other than in-degree two and out-degree two.

2. A lemma

Fogarty [2003] introduced a theorem with a “Hall-type condition” that is useful for
proving that a certain number of defenders per time step is not enough to contain an
outbreak of fire in an infinite graph. Her applications of this theorem were mostly
to two-dimensional grids. Hartke [2004] extended Fogarty’s result using a more
general Hall-type condition that allowed him to make stronger statements about
infinite grids in higher dimensions. We will use a modified version of Fogarty’s
theorem that applies to directed graphs. The proof is nearly identical to Fogarty’s
original proof and will not be included here.

Let G be a directed graph. Assume that one vertex catches on fire at time t = 0.
Let Dk denote the set of vertices of distance k from the original burned vertex,
where the distance from v to w is the length of a shortest directed path from v to w.
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Let Bk ⊆ Dk be the set of vertices in Dk that have been burned after time k. Let fk

denote the number of new firefighters available at time step k. Let rk be the number
of firefighters in Dk+1, Dk+2, . . . after time k. We call these reserve firefighters.
Let N (S) be the neighborhood of a set of vertices S, that is, the set of vertices
which are distance 1 from any vertex in S in the underlying undirected graph of G.
For any subset A ⊆ Dk let N+(A)= N (A)∩ Dk+1.

Theorem 2.1. Let G be a directed graph. For each k, if every A ⊆ Dk satisfies
|N+(A)| ≥ |A| + fk , then |Bn| ≥ 1+ rn for all n.

We will now apply this theorem to prove the following lemma. An infinite
quarter-plane is the subgraph of the infinite grid that includes all of the vertices
and edges in the first quadrant, including the origin and the positive x- and y-axes.

Lemma 2.2. Consider an infinite directed quarter-plane where all horizontal arcs
point right and all vertical arcs point up. If the fire starts at the origin, one firefighter
per time step is not enough to contain the fire. If we are given at least one firefighter
per time step, and a second firefighter at any time step, then the fire can be contained.

Proof. We first prove that one firefighter per time step is not enough to contain the
fire. For each k, if A ⊆ Dk , we can see that

|N+(A)| ≥ |A| + 1,

since each vertex in Dk has exactly two neighbors in Dk+1 and any two vertices in
Dk can share at most one neighbor in Dk+1. So from Theorem 2.1, since the origin
is initially on fire, for every k, we have |Bk | ≥ 1. Thus one firefighter per time step
is not enough to contain the fire.

If we are given at least one firefighter per time step, we can force the fire along
an axis of the grid until we get a second firefighter, at which point the fire can be
contained by placing this defender on the axis directly ahead of the fire. �

In terms of our categories, the grid in Lemma 2.2 is an example of a category B
grid.

3. Regular infinite directed grids

We now prove Theorem 1.1 for regular infinite directed grids.
There are two cases that we must consider. First is the case in which the origin

has two consecutive arcs (in cyclic order) facing out. The second case is where the
two arcs facing out point in opposite directions. Without loss of generality, in the
first case we can assume that the two arcs coming from the origin point along the
positive x-axis and the positive y-axis and in the second case they point along the
positive and negative y-axes.

The following theorem proves Theorem 1.1 for the first case.
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Theorem 3.1. Let G be a regular infinite directed grid where the two arcs coming
from the origin point along the positive x-axis and the positive y-axis. If each arc
in the first quadrant (including the axes) is facing either right or up, then G is a
category B grid. If at least one arc in the first quadrant (including the axes) faces
down or left, then G is a category A grid unless it is the exception shown in Figure 1,
which is a category B grid.

Proof. Suppose first that each arc in the first quadrant (including the axes) faces
either right or up. Then the fire cannot leave this quadrant, and by Lemma 2.2, one
firefighter per time step is not enough to contain the fire, but a second firefighter at
any time step will allow us to contain the fire.

In most of the grids in the rest of this proof, we will show that we can contain
the fire with one firefighter per time step. Our strategy will often be to “steer” the
fire into a directed cycle. Then we can place defenders on outward neighbors not in
the cycle until the fire returns to the first vertex in the cycle. In this way, we can
always contain a fire once it reaches a directed cycle.

From now on, suppose that at least one arc in the first quadrant (including the
axes) faces either left or down. Consider a closest arc in the first quadrant to the
origin (where the distance is measured in the undirected grid from the origin to the
head of the arc) that faces either left or down. Call such an arc e. The vertex, v,
incident to the head of e must be on an axis, because, if it is not, then since v has
in-degree two and out-degree two, at least one of the arcs coming from v must face
down or left, and the vertex incident to the head of this arc must be closer to the
origin than v was, contrary to our definitions of v and e.

Figure 1. The exception to Theorem 3.1.
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v

e

Figure 2. The grid when e is facing down.

Assume that the arc between (0, 1) and (1, 1) points right or the arc between (1, 0)

and (1, 1) points up (or both). Thus at least one of these arcs could not be chosen
as e. The special case when both of these arcs point toward the axes will be
considered at the end of the proof.

Without loss of generality, assume v is on the positive x-axis. If there are multiple
edges which could have v as their heads and could be considered to be e, we will
break the tie by choosing the vertical arc that is pointing down. There are two cases
that we must now consider. First, we will consider the case where e is facing down
onto the axis. Since e is the closest arc facing down or to the left, all arcs closer
to the origin than e must be facing either up or to the right. A picture of what this
grid must look like is shown in Figure 2.

Let v1 be the vertex directly above v, and label the vertices besides v and v1 in
the four faces containing v in the planar embedding of the grid in a clockwise cycle
around v with v2 through v8 (so that v8 is directly to the left of v1). Let v9 be the
vertex directly above v8, and let v10 be the vertex directly above v1. See Figure 3.

We will defend along the line y = 1, forcing the fire to continue spreading to the
right until the fire is at v7, which is directly to the left of v. (It is possible for v7 to
be the origin.) Then we will defend on v, forcing the fire to spread up to v8, and
then defend on v9 in order to force the fire to spread to v1. Now we will defend on
either v10 or v2, whichever is incident with an arc coming from v1. Then the fire
could only spread to v, but since v is already defended, the fire is contained.

Next we will consider the case where e is horizontal on the x-axis, facing left
toward v. See Figure 4. By our choice of e, the arc between v and v1 must come
from v (if not, we would have chosen this arc as e by our tie-breaking procedure).
Also, the arc between v1 and v2 must come from v1, because otherwise there would

v

v1 v2

v3

v4v5v6

v7

v8

v9 v10

e

Figure 3. The vertices near v when e is facing down.



398 DANIEL P. BIEBIGHAUSER, LISE E. HOLTE AND RYAN M. WAGNER

v

v1 v2

v3

v4v5v6

v7

v8

v9 v10

e

Figure 4. The vertices near v when e is facing left.

be either a downward arc with its head on the positive x-axis to the left of v, or
there would be a path of leftward arcs from v1 that would necessarily follow the
line y = 1 to the positive y-axis at the point (1, 0). In either case, this contradicts
our choices of v and e. (We are still assuming that at least one of the two arcs
between (1, 1) and the axes points away from the axis the arc touches.) There are
now two subcases that must be considered. The subcases are the arc between v2

and v3 facing up or facing down.
If the arc faces down, then there is a directed cycle from v to v1 to v2 to v3 and

back to v. We will defend along the line y = 1 until the fire spreads to v. Next we
defend the outward neighbors of v, v1, v2, and v3 that are not in the cycle until the
fire returns to v, at which point we have contained the fire.

If the arc between v2 and v3 faces up, then since every vertex has in-degree two
and out-degree two, the arc between v3 and v4 must face up, the arc between v

and v5 must face down, and the arc between v6 and v7 must face up because of our
choice of v. The arc between v4 and v5 can face either left or right. If it faces right,
then there is a directed cycle from v to v5 to v4 to v3 and back to v. If it faces left,
then the arc between v5 and v6 must also face left because v5 must have out-degree
two. This gives a directed cycle from v7 to v to v5 to v6 and back to v7. In either
case, we can defend along y = 1 until the fire reaches v or v7, respectively, and
then contain the fire once it enters the directed cycle.

We are now left with the case where the arc between (0, 1) and (1, 1) points left
and the arc between (1, 0) and (1, 1) points down. We will show that any grid in
this case can be defended with one firefighter per time step except for the exception
in Figure 1. We now have three subcases to consider. The first subcase is when at
least one arc on the positive x-axis is pointing left or at least one arc on the positive
y-axis is pointing down. The second subcase is when all arcs on the positive x-axis
face right, all arcs on the positive y-axis face up, and at least one arc in the first
quadrant (not including the axes) faces up or right. The third subcase is when all
arcs on the positive x-axis face right, all arcs on the positive y-axis face up, and no
arcs in the first quadrant (not including the axes) face up or right.
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For the first subcase, consider a nearest arc on a positive axis facing the origin.
Without loss of generality, assume it is on the x-axis. Let the vertex at the head of
this arc be called u. All arcs to the left of u on the positive x-axis must point right.
The arc directly above u must point up. The arc between (2, 1) and (1, 1) must
point left. If the arc between (2, 0) and (2, 1) points up, then we have a directed
cycle and we can contain the fire. If not, then the arc between (3, 1) and (2, 1) must
face left. Again, if the arc between (3, 0) and (3, 1) points up, we have a directed
cycle. The only way we might not be able to contain the fire is if all arcs face down
from the line y = 1 to the positive x-axis. However, as we said, the arc directly
above u must face up. Therefore, we will have a directed cycle at or before u, and
we can defend the fire so that it spreads along the positive x-axis until it reaches
this directed cycle. Therefore, we can contain the fire with one defender per time
step for any grid in this subcase.

For the second subcase, when all arcs on the positive x-axis face right, all arcs on
the positive y-axis face up, and at least one arc in the first quadrant (not including the
axes) faces up or right, choose a closest arc (in terms of the underlying undirected
grid) to the origin in the first quadrant (not including the axes) facing up or right
and call it e′. We claim that e′ has its tail on an axis. Suppose not. Then the arcs
directly below the tail and directly to the left of the tail must be facing down and
left, respectively, because e′ was the closest arc facing up or right. However, then
the tail of e′ has out-degree at least three, which is not possible. Therefore, e′ must
have its tail on an axis.

Without loss of generality, assume the tail of e′ is on the x-axis and therefore e′

is pointing up. All other vertical arcs directly to the left of e′ between the positive
x-axis and y = 1 and to the right of the positive y-axis must point down by our
choice of e′. All arcs on y = 1 to the left of e′ and to the right of the positive y-axis
must point left, or there would be an up or right arc closer to the origin than e′.
Thus there is a directed cycle along the positive x-axis, starting at (1, 0), through e′,
then back along y = 1 to the downward arc from (1, 1) to (1, 0). By first defending
(0, 1), we force the fire into this directed cycle, and therefore can contain the fire.

For the third subcase, when all arcs on the positive x-axis face right, all arcs on
the positive y-axis face up, and no arcs in the first quadrant (not including the axes)
face up or right, Figure 5 shows all of the arcs that have predetermined directions.

If the arc between (1,−1) and (0,−1) points left, it completes a directed cycle
including these vertices and (0, 0) and (1, 0). In this case, we could contain the fire
with one firefighter per time step. If this arc points right, then it forces all of the
arcs on y =−1 to the right of this arc to point right as well. It also forces the arc
between (0,−2) and (0,−1) to point up, while all other vertical arcs directly to
the right of this arc point down. This is shown in Figure 6.
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Figure 5. The directions of the arcs in the third subcase.

Figure 6. Another level of arcs in the third subcase.

We can continue this process, inductively going level by level down in the fourth
quadrant. We will always be able to contain the fire, unless all vertical arcs on the
negative y-axis point up, all vertical arcs to the right of the negative y-axis point
down and all horizontal arcs below the positive x-axis point right.

By a similar argument to that of the fourth quadrant, in the second quadrant we
can always contain the fire unless all horizontal arcs on the negative x-axis point
right, all horizontal arcs above the negative x-axis point left, and all vertical arcs in
the second quadrant point up.

Notice that, at this point, the arcs in the first, second, and fourth quadrants are
the same as in the exception in Figure 1. Since every vertex has in-degree two and
out-degree two, the arcs in the third quadrant are forced to be the same as the arcs
in the third quadrant of the exception. We can see this by arguing inductively out
from the second and fourth quadrants.

Finally, we prove that this exception is in category B. Assume we have one
defender per time step. No matter where we put the first defender, the fire will
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Figure 7. The exception to Theorem 3.2.

spread to at least one of (1, 0) and (0, 1). Without loss of generality, assume the fire
moves to (1, 0). By Lemma 2.2, considering (1, 0) to be the origin of an infinite
directed quarter-plane contained in the fourth quadrant, one firefighter per time step
cannot contain the fire, but a second firefighter at some time step will allow us to
contain the fire. If we get the second firefighter at time step t = 1, then we can
immediately contain the fire. �

The second case is when the two arcs facing out point in opposite directions.
Without loss of generality, assume they point along the positive and negative y-axis.
The following theorem classifies which grids are in category A and which grids are
in category B in this case.

Theorem 3.2. Let G be a regular infinite directed grid where the vertical arc
directly above the origin faces up and the vertical arc directly below the origin
faces down. Then G is a category A grid unless the grid is the exception shown
in Figure 7 or a reflection of this figure across the y-axis. These exceptions are in
category B.

Proof. Two cases must be considered. The first case is when both of the horizontal
arcs incident on at least one of (0, 1) and (0,−1) point away from the vertex. The
second case is when both (0, 1) and (0,−1) have one of their horizontal arcs facing
them and one pointing away. These two cases are shown in Figure 8.

In the first case, assume without loss of generality that both horizontal arcs
at (0, 1) point away from (0, 1). At least one of the horizontal arcs at (0,−1) points
away from (0,−1), and we can assume, without loss of generality, that this arc is
the arc directly to its right. If the arc between (1, 0) and (1, 1) faces down, there is
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Case 1 Case 2

Figure 8. Two cases for Theorem 3.2.

a directed cycle from (0, 0) to (0, 1), to (1, 1), to (1, 0), and back to (0, 0). If this
arc faces up, though, it forces the arc between (1, 0) and (1,−1) to face up as well.
We then have a directed cycle from (0, 0) to (0,−1), to (1,−1), to (1, 0), and back
to (0, 0). Therefore, for any arrangement of the remaining arcs in this first case, the
grid can be defended by one firefighter per time step.

For the second case, if the horizontal arcs that point away from (0, 1) and (0,−1)

point in the same direction, then by the same argument as that of the first case,
the grid can be defended by one firefighter per time step. If the horizontal arcs
pointing away from (0, 1) and (0,−1) point in opposite directions, without loss of
generality, we can assume the arc between (0, 1) and (1, 1) points right and the arc
between (0,−1) and (−1,−1) points left.

Suppose one or more arcs lying in the quarter-plane determined by x ≥ 0
and y ≥ 1 points left or down, or one or more arcs lying in the quarter-plane
determined by x ≤ 0 and y ≤ −1 points right or up. Without loss of generality
assume one or more arcs lying in the quarter-plane determined by x ≥ 0 and y ≥ 1
points left or down. We place our first defender at (0,−1), forcing the fire to spread
to (0, 1). Unless all arcs lying in the quarter-plane determined by x ≥ 0 and y ≥ 1
look like the first quadrant in the exception of Theorem 3.1 (i.e., all arcs lying in
the quarter-plane determined by x > 0 and y > 1 point left or down, all arcs directly
to the right of (0, 1) point right, and all arcs directly above (0, 1) point up), we now
know by Theorem 3.1 that we can contain the fire, treating the arcs lying in the
quarter-plane determined by x ≥ 0 and y ≥ 1 as the first quadrant in Theorem 3.1.

If all arcs lying in the quarter-plane determined by x > 0 and y > 1 point left
or down, all arcs directly to the right of (0, 1) point right, and all arcs directly
above (0, 1) point up, then the arc between (1, 0) and (1, 1) must point down,
completing a directed cycle from (0, 0) to (0, 1), to (1, 1), to (1, 0), and back
to (0, 0). This case can therefore be defended by one firefighter per time step.
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Finally, if all arcs lying in the quarter-plane determined by x ≥ 0 and y ≥ 1
point up or right, and all arcs lying in the quarter-plane determined by x ≤ 0
and y ≤−1 point down or left, then all of the directions of these arcs are the same
as the directions of these arcs in the exception in Figure 7. Since every vertex has
in-degree two and out-degree two and we know the direction of the arcs at the
origin, we can see that the remaining vertical arcs in the first quadrant must point
up and the remaining vertical arcs in the third quadrant must point down. Then,
level by level, the remaining arcs in the second and fourth quadrants (including the
axes) are forced to match the directions of the arcs in the exception.

We now prove that this exception is a category B grid. Assume we have one
firefighter per time step. No matter where we put the first defender, the fire will
spread to at least one of (0, 1) and (0,−1). Without loss of generality, assume
the fire moves to (0, 1). If we treat (0, 1) as the origin, then by Lemma 2.2, one
firefighter per time step is not enough to contain the fire. By this same lemma, a
second firefighter at any time step allows us to contain the fire. If we get the second
firefighter at time step t = 1, we can contain the fire immediately. Thus this grid is
a category B grid. Notice that if we had assumed the arc between (0, 1) and (1, 1)

points left and the arc between (0,−1) and (−1,−1) points right, then we would
have the reflection of this exception over the y-axis. �

4. Other infinite directed grids

As a variation of the work done in the previous section, we will now consider an
infinite directed grid where all vertices have in-degree two and out-degree two
except for a single vertex. We will only investigate the cases when this vertex has
in-degree three and out-degree one or in-degree four and out-degree zero. We will
think of the construction of one of these grids as a process, starting with a grid
where each vertex has in-degree two and out-degree two. We will then change the
directions of one or more arcs at a single vertex so that it has the desired degrees
and then change arcs at other vertices in such a way that all other vertices still have
in-degree two and out-degree two. Note that we may not always make a minimum
number of changes in order for this to be the case.

Any time a single arc between u and v is changed in a grid, if all vertices
except v are required to maintain their original in-degree and out-degree, then a
trail of vertices from v must be changed. If the arc had been facing from v to u,
then, when it is changed to point toward v, one of the arcs that had previously
been facing away from u must be changed to point toward it. Call the vertex that
this arc had previously been facing w. Now, in order for w to continue to have
the same in-degree and out-degree, another arc that had previously been facing
away from w must now face towards it. This continues, forming a trail of changed
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arcs. Moreover, this trail is directed in such a way that, from any point on the trail,
we could follow the arcs on the trail back to v. In the other case, when the arc
between u and v was facing toward v, then the trail would face the other way, and
following the arcs would take us away from v.

Let us now consider the case where v changes to have in-degree three and out-
degree one. We will consider this case for most of the rest of this section. Since
all vertices except v still have in-degree two and out-degree two, the grid is very
similar to the type of grids investigated in Section 3. For this reason, we will refer
often to the defense strategies provided for those grids.

Even though it is possible to form more than one trail of changed arcs as we
change the degrees of v, we will now suppose that our grid where v has in-degree
three and out-degree one contains only one trail of changed arcs. The situation
where more than one trail is formed is considered later in this section — in particular,
in Figures 10–13. We will show that the single changed trail can only either help
move a grid from category B to category A or keep a grid in its original category.
It can never bring a grid from category A to category B. We will first prove that a
grid cannot go from category A to category B, which implies that all of the grids in
category A must remain in category A. We will then determine which category B
grids move to category A, and which category B grids stay in category B.

Theorem 4.1. Suppose we have a category A infinite directed grid where each
vertex has in-degree two and out-degree two. If one vertex, v, changes to have
in-degree three and out-degree one in such a way that it creates only one trail of
changed arcs, then this grid must remain in category A.

Proof. As discussed above, if there is only one trail of changed arcs, then it must
be an infinite directed trail where the arcs point toward v. Call this trail T .

We need to make an observation about how we defend the fire in category A
grids where every vertex has in-degree two and out-degree two. In our proofs of
Theorems 3.1 and 3.2, when we are able to contain the fire with one firefighter per
time step, at each time step the fire could possibly move from a burning vertex to
two neighbors since that vertex has out-degree two. We always place our firefighter
at one of these two neighbors, and the fire moves to the other neighbor unless
that other neighbor has already been burned or defended, in which case we finish
containing the fire. Since this is true at every time step, there is at most one new
burning vertex at each time step. Thus the burned vertices in all of our containment
strategies follow a single directed path from the origin, which we will call P .

If T and P have no vertices in common, then we can use the same defense
strategy as would have been used in Theorems 3.1 or 3.2, following P until it has
been contained. Otherwise, consider the first vertex on P that is also on T . This
situation is shown in Figure 9. This vertex could be v itself, or any other vertex
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v

P

T

Figure 9. T intersects P (the dashed arcs are T ).

on T . We begin by defending as we would have before, forcing the fire along P ,
until the fire reaches this first shared vertex. At this point we will force the fire to
follow T until it reaches v. This is possible because every vertex of T other than v

has in-degree two and out-degree two. Once the fire has spread to v, there is at most
one vertex to which it can spread since v has out-degree one. We then defend this
vertex, if necessary, and therefore contain the fire. In either case, we are still able
to contain the fire with one firefighter per time step. The changed grid is therefore
still in category A. �

We will now determine which category B grids are able to become category A
grids after the change to v results in one changed trail, T . From Theorem 3.1, one
type of category B grid is the grid where all arcs in a single quadrant (including its
axes) face away from the origin (without loss of generality, assume this is the first
quadrant); the directions of the arcs in the remaining quadrants are irrelevant. If v

is in the first quadrant (including its axes), then the fire can be forced to v, at which
point we are able to contain the fire. If v is not in the first quadrant, but T contains
any arcs that are in the first quadrant, then the vertex w of T that is both in the first
quadrant and is closest to v on T must be on an axis. We can force the fire along
this axis until it reaches w and then force the fire to follow T to v, where we can
contain the fire. If, however, v is not in the first quadrant and T does not affect any
arcs in the first quadrant (as an example, consider when v is any vertex in the third
quadrant and T consists of precisely the edges to the left of v), then one firefighter
per time step will still not be enough to contain the fire. This is the only situation
where a category B grid of this type remains in category B.

The other category B grid from Theorem 3.1 is the exception in that theorem (see
Figure 1). We will show that, wherever v is on the grid, it will become a category A
grid. If v is in the second or fourth quadrants (not including their axes), then we
are able to force the fire to v, at which point we are able to contain the fire. If v is
in the first quadrant (including the axes), then the construction will create a trail, T ,
of changed arcs that must intersect an axis at some vertex. We are able to force the
fire along that axis to the first vertex on the axis that is also on T . Now we force
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the fire along T until we reach v, where the fire can be contained. If v is in the
third quadrant (including the axes), since T is changing arcs in such a way that the
trail points toward v, it will at some point either enter the second or fourth quadrant
(not including their axes) or it will pass through the origin. If T reaches the second
or fourth quadrant, we can force the fire to T and then follow T to v, where the fire
is contained. If T passes through the origin, then from the very first time step we
should force the fire to follow T until it reaches v.

The exception in Figure 7 from Theorem 3.2 is the only category B grid in that
theorem (along with its reflection across the y-axis). This grid also becomes a
category A grid, regardless of the position of v. For clarity in this proof, we will
identify four regions in this grid. Region 1 is where x ≥ 0 and y ≥ 1; Region 2
is where x ≤ 0 and y ≥ −1; Region 3 is where x ≤ 0 and y ≤ −1; Region 4 is
where x ≥ 0 and y ≤ 1. If v is in Regions 1 or 3 (including the boundaries), then
we can force the fire to v and it can be contained. If v is in Regions 2 or 4 (not
including the boundaries), then T must either reach Region 1 or 3 or it must pass
through the origin. If T reaches Region 1 or 3, then it must reach a boundary in that
region; we can force the fire along that boundary to T , and then force the fire to
follow T to v. If T passes through the origin, then from the first time step we can
force the fire to follow T to v. The only remaining case is when v is at the origin, in
which case we are able to contain the fire on the first time step with one firefighter.

We can now see that the only type of category B grid that stays in category B is
the grid where all arcs in a quadrant face away from the origin and v does not lie in
that quadrant nor does T affect any arcs in that quadrant.

When changing v so that it has in-degree three, out-degree one, and only one
trail, T , of changed arcs, we have seen that all category A grids remain in category A,
some category B grids remain in category B, and some category B grids become
category A grids. It might appear that changing v so that it has in-degree three and
out-degree one could only help us contain the fire with one firefighter per time step
since it has out-degree one, never permitting category A grids to become category B.
However, if v creates more than one trail of changed arcs, it is possible for grids in
either category to stay in that category or to switch to the other category. We now
provide examples of each situation below. In each example, the white vertex is the
origin, and the dashed arcs are the arcs that changed directions.

If we change vertex v so that it has in-degree four and out-degree zero, it creates
an even number of two or more trails of changed arcs throughout the grid. If only
two trails are created, then they both face toward v, so, similar to Theorem 4.1,
they can never change a category A grid to category B. If, however, there are four
or more trails created by changing v, it is possible for grids in either category to
stay in that category or switch to the other category. Examples of this are similar to
those in Figures 10–13.
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v v

Figure 10. A category A grid that becomes a category B grid.

v v

Figure 11. A category B grid that becomes a category A grid.

v v

Figure 12. A category A grid that stays category A.

We close with a conjecture for general infinite directed grids. As mentioned in
the introduction, we know that two firefighters per time step is sufficient to contain
the fire if it begins at the origin. If the grid is regular, by Theorem 1.1, we know that
either one firefighter per time step or one firefighter per time step with an additional
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v v

Figure 13. A category B grid that stays category B.

firefighter at some time step is sufficient to contain the fire. In general, we believe
the following conjecture holds.

Conjecture 4.2. Let G be an infinite directed grid, and assume that the fire begins
at the origin. If we are given one firefighter per time step and an occasional second
firefighter is given on some finite number of time steps (the number may depend on
the grid), the fire can be contained.

In some related work, Messinger [2008] and Ng and Raff [2008] provide contain-
ment strategies for undirected grids utilizing one firefighter on some time steps and
two firefighters on other time steps. Their strategies, however, make assumptions as
to which time steps a second firefighter will be available. Thus their strategies can
be used for some instances of our conjecture, but they do not settle the general case.

The worst possible scenario for an infinite directed grid appears to be the grid
where all horizontal arcs in the half-plane x > 0 point right, all horizontal arcs in
the half-plane x < 0 point left, all vertical arcs in the half-plane y > 0 point up,
and all vertical arcs in the half-plane y < 0 point down, seemingly allowing the fire
to spread as much as possible. All four of the origin’s incident arcs are directed
away from the origin, and all other vertices on the x- and y-axes are in-degree one
and out-degree three. The remaining vertices have in-degree two and out-degree
two. Here is a defense strategy for this grid. In the first time step, we place a
firefighter directly to the left of the origin, and we continue to place firefighters
vertically above this vertex until a second firefighter is available, which allows us
to push the fire to the right instead of simply maintaining it with this continuing
vertical line of firefighters. Single firefighters are then again used to maintain the
fire in a horizontal fashion until extra firefighters allow us to begin to push the line
of defense downwards. In this general pattern, we can corral the fire quadrant by
quadrant in a clockwise direction, maintaining the direction of the fire when given
only one firefighter, and steering it in a clockwise direction when given an extra
firefighter. Using this strategy, we will contain the fire after finitely many time steps.
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Rachel Cranfill, Lon H. Mitchell, Sivaram K. Narayan and Taiji Tsutsui

(Communicated by Chi-Kwong Li)

We prove that the ordered subgraph number of a connected graph that has no
duplicate vertices is at most three if and only if the complement does not contain
a cycle on four vertices. The duality between zero forcing and ordered subgraphs
then provides a complementary characterization for positive semidefinite zero
forcing. We also provide some necessary conditions for when the minimum
semidefinite rank can be computed using tree size.

1. Introduction

Graph theory provides a natural way to describe patterns in the entries of matrices
and a large body of research and terminology to help study those patterns. Con-
versely, matrices that are associated to graphs can provide structural information
about the graph. For example, the second-smallest eigenvalue of the Laplacian
matrix of a graph is nonzero if and only if the graph is connected [Merris 1995].

The research described in this paper was inspired by the question of finding the
smallest possible rank among matrices with a given zero/nonzero (off-diagonal)
entry pattern. Depending on the type of matrices one allows (for example, real or
complex, symmetric or not), different answers for the same pattern are possible
[Berman et al. 2008; IMA-ISU 2010; Barioli et al. 2009], and a complete solution
to this problem for any large class of matrices seems difficult. On the other hand,
for certain types of patterns (graphs), there are very satisfying complete answers.
For example, for trees and positive semidefinite (psd) real symmetric or complex
Hermitian matrices, the minimum rank is equal to one less than the number of
vertices [van der Holst 2003; Johnson and Duarte 2006]; for trees and symmetric
matrices over any field, the minimum rank plus the zero forcing number gives the
number of vertices [Chenette et al. 2007; Johnson and Duarte 1999].
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One part of our work, described in Section 4, seeks to use the detailed knowledge
we have for trees in general graphs. In particular, if a graph contains a tree as
an induced subgraph, under what conditions will matrices associated to the larger
graph behave like those for the tree with respect to minimum rank?

Rather than looking for trees, participants in the 2004 Research Experience for
Undergraduates at Central Michigan University sought to find an alternative that
would provide just as much rank information. The result, designed specifically
for Hermitian psd matrices, was called ordered subgraphs [Hackney et al. 2009].
For some time, it was conjectured that ordered subgraphs would in fact determine
minimum rank, but a counterexample on eight vertices was found: the Möbius ladder
on eight vertices has psd minimum rank (msr) five and an ordered subgraph (OS)
number of four [Mitchell et al. 2010].

Results on ordered subgraphs are of additional interest thanks to their connection
to “zero forcing.” Defined by the AIM Minimum Rank-Special Graphs Work Group
[AIM 2008], zero forcing was also the result of looking for approaches to solving
a minimum rank problem, but has since been shown to be of interest in quantum
physics [Burgarth et al. 2011]. It turns out that the OS number and the positive
semidefinite zero forcing number are two sides of the same coin, as for any graph
they sum to the number of vertices [Barioli et al. 2010]. Moreover, the complement
of an OS set is a zero forcing set and vice versa. This duality means that our OS
results have an equivalent formulation in terms of zero forcing.

One of the many open questions concerning ordered subgraphs (and zero forcing)
is how large the class of graphs is for which minimum rank and the ordered subgraph
number differ. If the msr of a graph is one or two, then so is the OS number. The
Möbius ladder example means that msr three is the remaining case1 in which we
might hope that msr and the ordered subgraph number coincide. In Section 3, we
study graphs that have msr 3, show that msr 3 implies OS number 3, and give a
characterization of those graphs with OS number 3. Whether OS number equal to 3
implies msr 3 remains open, although we are able to use our work on maximum
induced trees from Section 4 to present some partial results in Section 5.

2. Preliminaries

A graph G is an ordered pair (V (G), E(G)), where V (G) is a set of vertices
and E(G) is a set of unordered pairs of vertices. In this paper, we assume all graphs
are simple (that is, have no multiple edges or loops). Two vertices u and v are said
to be adjacent if they share an edge. If u and v are adjacent, we write uv ∈ E(G).

1For small rank, that is — some results are known for small nullity as well; see for example
[van der Holst 2003].
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For any n× n Hermitian matrix A = [ai j ], we associate a simple graph G(A)
with vertex set V (G)= {v1, . . . , vn} and viv j ∈ E(G) if and only if ai j 6= 0 in A.
Note that G(A) is independent of the diagonal elements of A. For a given graph G,
we define P(G) to be the set of all positive semidefinite matrices with graph G.
The minimum semidefinite rank of G is

msr(G)=min{rank A : A ∈ P(G)}.

If there is a path between two vertices u and v in G, the distance from u to v,
dG(u, v), is the length of the shortest path between u and v. If no such path exists,
we say dG(u, v)=∞.

The tree size of a graph G, ts(G), is the maximum size of a subset of V (G) that
induces a tree [Erdős et al. 1986]. Since msr(G) = |G| − 1 if and only if G is a
tree, this gives a general lower bound of msr(G)≥ ts(G)− 1 [Booth et al. 2008].

Let the neighborhood of a vertex v in G be N (v)= {w ∈ V (G) : vw ∈ E(G)},
and let the closed neighborhood of v be N [v] = N (v) ∪ {v}. We say vertices u
and w are duplicate vertices if N [u] = N [w].

If S ⊆ V (G) such that all of the vertices in S are pairwise nonadjacent, we
say S is an independent set. The maximum cardinality of all independent sets of a
graph G is called the independence number of G and is denoted by α(G) [West
1996, p. 113].

The union of two graphs G1 and G2, denoted by G1 ∪G2, is the disconnected
graph with vertex set V (G1)∪V (G2) and edge set E(G1)∪ E(G2). We frequently
write the union of k copies of a graph G as kG. The join of G1 and G2, written
G1∨G2, is the graph with vertex set V (G1)∪V (G2) and edge set consisting of all
of the edges in E(G1) and E(G2) as well as the edges {uv : u ∈ V (G1), v ∈ V (G2)}

[West 1996, p. 118].
Suppose EV = {Ev1, . . . , Evn} is an n-tuple of vectors in Cm such that, for i 6= j , we

have 〈Evi , Ev j 〉 = 0 if and only if viv j /∈ E(G). We call EV a vector representation of
G [Parsons and Pisanski 1989]; the rank of EV is defined as the dimension of the
span of the vectors.

Let EV = {Ev1, . . . , Evn} be a vector representation of G. If V = [Ev1 · · · Evn],
then V ∗V ∈ P(G). If A ∈ P(G), then A = B∗B for some matrix B with the
same rank [Horn and Johnson 1990, p. 407]. Thus, for any A ∈ P(G), we can find
a vector representation of G that produces A. This implies that finding a vector
representation for a graph is equivalent to finding a positive semidefinite matrix of
the graph.

Let G be a graph on n vertices and let S = (v1, . . . , vm) be an ordered set of
vertices of G. Let Gk be the subgraph of G induced by {v1, . . . , vk} for k ≤ m,
and let Hk be the connected component of Gk containing vk . If for each k there
exists a vertex wk of G such that wk /∈ Gk , wkvk ∈ E(G), and wkvl /∈ E(G) for
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all vl ∈ V (Hk) with l 6= k, we say S is a vertex set of ordered subgraphs (OS-set)
of G [Hackney et al. 2009].

For every vk in an OS-set, we call its corresponding wk its OS-neighbor. The
maximum cardinality of all OS-sets of a graph G is called the OS-number of G,
denoted by OS(G).

Example 2.1. In the cycle C4, OS(C4)= 2. Here are some examples of OS-sets
of C4:

v1 w1

v2 w2

v1 w1, w2

v2

v1 w1, v2

w2

Proposition 2.2 [Hackney et al. 2009]. If G is a connected graph then msr(G)≥
OS(G)≥ ts(G)− 1. In particular, if T is a tree, for every v ∈ V (T ), V (T )\{v} is
an OS-set.

If H is an induced subgraph of G, then OS(H)≤OS(G). The OS-number is re-
lated to the positive semidefinite zero forcing number, Z+(G), by OS(G)+Z+(G)=
|G| [Barioli et al. 2010].

3. Graphs with minimum semidefinite rank three

An open question that has been of interest is a complete characterization of all
graphs for which msr(G)= 3. Some prior results [Booth et al. 2011; AIM 2008]
give sufficient conditions, including if G = Pn with n ≥ 4 or G = Cn with n ≥ 5
then msr(G)= 3, and a sufficient condition for when msr(G)≤ 3:

Proposition 3.1 [Booth et al. 2011]. If the cycle Cm is not a subgraph of G for all
m ≥ 4, then msr(G)≤ 3.

From examples, however, it seems that avoiding C4 in the complement is enough.

Conjecture 3.2. Let G be a connected graph with no duplicate vertices. Then
msr(G)≤ 3 if and only if C4 is not a subgraph of G.

Remark 3.3. Conjecture 3.2 is not true if the duplicate vertices condition is removed.
For example, if G is the graph obtained by identifying an edge of the complete
graph on four vertices with an edge of a C4 (resulting in a graph on six vertices),
then a C4 is a subgraph of G but msr(G)= 3.

We now prove several results that are related to this conjecture, including that
this result holds for the OS-number.

Lemma 3.4. Let G be a simple connected graph. If S= (v1, v2, v3, v4) is an OS-set
of G, then there is an OS-set S′ of G of size four such that G[S′] has at least two
components and each component has at most two vertices.
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Proof. If G[S] has three or four connected components, the conclusion follows.
Otherwise, we consider two cases:

Case 1: G[S] has two connected components, G[{v1, v2, v3}] and G[{v4}]. Then
w3 /∈ N [v1]∪ N [v2] and G[{v1, v2, w3, v4}] has at least two components with each
component having at most two vertices. Also, S′ = (v1, v2, v4, w3) is an OS-set
with OS-neighbors (w1, w2, w4, v3).

Case 2: Suppose G[S] is connected. Then w4 /∈
⋃3

i=1 N [vi ], and therefore
G[{v1,v2,v3,w4}] has at least two components. Furthermore, S1= (v1,v2,v3,w4) is
an OS-set with OS-neighbors (w1, w2, w3, v4), reducing the problem to case 1. �

Remark 3.5. If S1 and S2 are OS-sets of G such that there are no edges vw ∈ E(G)
with v ∈ S1 and w ∈ S2, then S1 ∪ S2 is an OS-set.

Lemma 3.6. Let G be a connected graph with no duplicate vertices. If an induced
subgraph H of G is isomorphic to sK2∪ t K1, then the vertices of H form an OS-set.

Proof. Clearly, K1 is an OS-set since G is connected. Let K2 = {v,w}. Since G
has no duplicate vertices, N [v] 6= N [w]. Without loss of generality, we can assume
there is a vertex u adjacent to v but not adjacent to w. Then (w, v) is an OS-set
with neighbors (v, u). �

Proposition 3.7. Let G be a connected graph with no duplicate vertices. Then
OS(G)≥ 4 if and only if G contains C4 as a subgraph.

Proof. Lemma 3.4 and Lemma 3.6 imply that OS(G)≥ 4 if and only if G contains
4K1, 2K1 ∪ K2, or 2K2 as an induced subgraph. However, 4K1 is K4, 2K1 ∪ K2

is K4 minus an edge, and 2K2 is C4, giving the desired result. �

As a consequence of Proposition 3.7, we see the absence of a C4 subgraph in G
is necessary for msr(G)≤ 3. We believe that this condition is sufficient and can be
shown by proving OS(G) = 3 if and only if msr(G) = 3. We do know, however,
that if G is a connected graph without duplicate vertices and msr(G) ≤ 3, then
msr(G)= ts(G)− 1 [Booth et al. 2011]. As a result, we have:

Proposition 3.8. If msr(G)= 3, then OS(G)= 3 (and Z+(G)= |G| − 3).

Conjecture 3.9. Suppose G is a connected graph without duplicate vertices. If
OS(G)= 3, then msr(G)= 3.

4. Maximum induced trees

Let T be a maximum induced tree of a graph G. For a vertex w in V (G) such
that w is not on T , we define E(w) to be the edge set of all paths in T between
every pair of vertices of T that are adjacent to w.

Prior work on minimum semidefinite rank has yielded a sufficient, but not
necessary, condition for when msr(G)= ts(G)− 1 [Booth et al. 2008]:
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~ There exists a maximum induced tree T such that for u and w not on T ,
E(u)∩E(w) 6=∅ if and only if u and w are adjacent in G.

We now present some sufficient conditions for strict inequality.

Proposition 4.1. Let T be a maximum induced tree of a graph G. If u and w
are vertices not on T such that uw /∈ E(G), |E(u) ∩ E(w)| = 1, and u and w
are only adjacent to the longest path P of T that contains E(u) ∩ E(w), then
msr(G) > ts(G)− 1.

Proof. The vertices of T not on P belong to an OS-set S. We enlarge S by
adding the vertices on P . Let P = v1v2 · · · vi xyvi+1 · · · vk−1vk , and without loss
of generality assume xw ∈ E(G) and yu ∈ E(G), where {xy} = E(u)∩E(w). We
add vertices vk, vk−1, . . . , vi+2, vi+1 to the set S since we can find OS-neighbors
vk−1, vk−2, . . . , vi+1, y, respectively. Then we add w, y, and x in that order to the
set followed by vi , . . . , v2 since these vertices have OS-neighbors x, u, vi , . . . , v1

respectively. The size of this enlarged OS-set is ts(G). Thus, msr(G)≥ OS(G) >
ts(G)− 1. �

This leads us to the following result.

Corollary 4.2. Let T be a maximum induced tree of a graph G. Suppose u and w
are vertices not on T such that uw /∈ E(G), E(u)∩E(w) contains only the edge xy
where xw ∈ E(G), P = v1v2 · · · vi xyvi+1 · · · vk−1vk is the longest path P of T
that contains E(u) ∩ E(w), there exists a path P ′ on T where P ′ = yt1t2 · · · tl
and tlu ∈ E(G), and u and w are adjacent only to vertices of P ∪ P ′. Then
msr(G) > ts(G)− 1.

Proof. The vertices of T not on P or P ′ belong to an OS-set S. We enlarge S
by adding the vertices of P and P ′. We add vertices vk, vk−1, . . . , vi+1 to the
set S since the set of OS-neighbors is vk−1, vk−2, . . . , y, respectively. Then we add
w, y, t1, . . . , tl in that order since these vertices have OS-neighbors x, t1, t2, . . . ,
tl, u, respectively. Also, we add x, vi , vi−1, . . . , v2 since the set of OS-neighbors is
vi , vi−1, . . . , v1, respectively. Thus, by the same argument as in Proposition 4.1,
msr(G)≥ OS(G) > ts(G)− 1. �

Proposition 4.3. Let T be a maximum induced tree of a graph G such that T is
a star graph. If there exist vertices u and w not on T such that uw /∈ E(G) and
|E(u)∩E(w)| = 1, then msr(G) > ts(G)− 1.

Proof. The vertices of T that are not the center of T and are not adjacent to u or w
belong to an OS-set. Let the center vertex of T be x and E(u)∩E(w)= {xy}. We
add vertices of T which are adjacent to u and not on E(u)∩E(w) to the OS-set
since all of these vertices have OS-neighbor x . Then we add u and y in that order
since they have OS-neighbors y and w. Next, we add vertices that are adjacent
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to w and not on E(u)∩ E(w) to the OS-set since they also have OS-neighbor x .
Thus, the size of OS-set is ts(G), so msr(G)≥ OS(G) > ts(G)− 1. �

If E(u)∩E(w)=∅, we have the following result.

Proposition 4.4. Let T be a maximum induced tree of a graph G. If there are two
vertices u, w ∈ V (G) such that u, w /∈ V (T ), uw ∈ E(G), and E(u)∩E(w) = ∅,
then OS(G) > ts(G)− 1. In particular, msr(G) > ts(G)− 1.

Proof. Let G ′ = G[V (T )∪ {u, w}]. By constructing an OS-set of size ts(G) in G ′,
we will show that OS(G) > ts(G)−1. Let v1, . . . , va ∈ V (T ) be vertices of degree
one in G ′. Then (v1, . . . , va) forms an OS-set of G ′ with each vi having correspond-
ingwi such thatwi is the only vertex adjacent to vi . Let F=G[V (G ′)\{v1, . . . , va}].
If va+1, . . . , vl ∈ V (T ) such that degF (vi ) = 1 for all i ∈ {a + 1, . . . , l}, then
(v1, . . . , va, va+1, . . . , vl) forms an OS-set of G ′ where, for all i ∈ {a+ 1, . . . , l},
wi is the unique vertex in F such that viwi ∈ E(F). We can repeat this process
until all vertices of degree one in G[V (G ′)\{v1, . . . , vl}] have been included in an
OS-set of G ′, say S = (v1, . . . , vk).

Let V(u) = {v ∈ V (T ) : vv′ ∈ E(u) for some v′} and V(w) = {v ∈ V (T ) :
vv′ ∈ E(w) for some v′}. Without loss of generality, assume that |V(u)| ≥ |V(w)|.
Because |V(u)∩V(w)|≥2 would imply E(u)∩E(w) 6=∅, there are two possibilities:

Case 1: |V(u) ∩ V(w)| = 1. Note that if |V(u)| = n and |V(w)| = m, then
ts(G) = k + n +m − 1. Suppose v ∈ V(u)∩V(w). Since G[V(u)] is a tree, by
Proposition 2.2, V(u)\{v} = (vk+1, . . . , vk+n−1) forms an OS-set. Furthermore,
(v1, . . . , vk+n−1, u) forms an OS-set since uw ∈ E(G) but viw /∈ E(G) for all
i ∈ {1, . . . , k+ n− 1}.

Now order vertices {x1, . . . , xm−1}=V(w)\{v} such that dH (xi ,u)≤dH (xi+1,u)
where H = G[V (T )∪ {u}]. Since for every i ≤ m − 1 there is a j > i such that
dH (xi , u) = dH (x j , u)+ 1 and where x j xi ∈ E(G) but x j is not adjacent to any
other vertex in the connected component of G[{x1, . . . , x j−1}], we now have an
OS-set (v1, . . . , vk+n−1, u, x1, . . . , xm−1) of size ts(G).

Case 2: V(u)∩V(w)=∅. Begin by ordering vertices ui ∈ V(u) by dJ (ui , w)≥

dJ (ui+1, w) for i = 1, . . . , n− 1 where J = G[V (T )∪ {w}].
Let H=G[V (T )∪{u}] and define V′(w)=V (T )\(V(u)∪S). Let v be the unique

vertex in V′(w) such that dH (v, u) < dH (x, u) for every x ∈ V′(w) where x 6=
v. If V(u) = {u1, . . . , un}, then, because {u1, . . . , un, v} induces a tree on G,
(u1, . . . , un) forms an OS-set. Moreover, (v1, . . . , vk, u1, . . . , un, u) forms an OS-
set, as uw ∈ E(G) but uiw /∈ E(G) and v jw /∈ E(G) for any i, j .

Order the vertices in V′(w)= {x1, . . . , x j , v} such that dH (xi , u)≥ dH (xi+1, u)
for i=1, . . . , j−1. Then S∪(u1, . . . , un, u, x1, . . . , x j ) is an OS-set that includes u
and all vertices on the maximum induced tree except for v. �
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5. OS number three

In this final section, we use our work on maximum induced trees, and, in particular,
the condition ~, to prove that OS(G)= 3 implies msr(G)= 3 for certain graphs.

Proposition 5.1. Let G be a connected graph without duplicate vertices. If G does
not contain C4 as a subgraph then msr(G)≤ 3 or there exists a connected graph G ′

without duplicate vertices such that

(1) G is an induced subgraph of G ′,

(2) G ′ does not contain C4 as a subgraph,

(3) K1,3 is an induced subgraph of G ′, and

(4) G ′ is not (|G ′| − 3)-connected.

Proof. For the last claim, if G ′ is (|G ′| − 3)-connected then msr(G) ≤ 3 [van der
Holst 2008; Lovász et al. 1989; 2000].

Case 1: α(G) = 3. If necessary, form G ′ by adding a new vertex adjacent to all
vertices of G.

Case 2: α(G)= 2. Let {u, v} ⊂ V (G) induce 2K1 in G. Form G ′ by adding a new
vertex adjacent to all vertices of G except for u and v. As G does not contain K3

as an induced subgraph, G ′ does not contain C4 as a subgraph.

Case 3: α(G)= 1. Then G is complete and msr(G)≤ 1. �

Suppose that G is a connected graph without duplicate vertices such that G does
not contain C4 as a subgraph and OS(G)= 3. From Proposition 5.1, we may assume
without loss of generality that K1,3 is an induced subgraph of G. Therefore K1,3 is
a maximum induced tree T of G.

Remark 5.2. Since G does not contain C4 as a subgraph, there are at most three
vertices in G not belonging to T that are pairwise disjoint.

Remark 5.3. If u and v are not on T and satisfy ~, then there exists a vector
representation of G[V (T )∪ {u, v}] of rank three.

Proposition 5.4. Suppose G is a connected graph without duplicate vertices such
that G does not contain C4 as a subgraph and OS(G) = 3. Let T = K1,3 be a
maximum induced tree of G. If u, v, and w are pairwise nonadjacent vertices
not on T such that no two of them satisfy ~, then H = G[V (T )∪ {u, v, w}] has
minimum semidefinite rank equal to three.
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Proof. If independent vertices u, v, and w are joined to all vertices of K1,3, then
H = K1,3 ∨ 3K1. Thus, its complement consists of 2K3. From this observation,
since G does not contain C4 as a subgraph, the complement of H has to be one of
the following graphs:

1 2

3

4u

v

w

1

2
3

4

u

v

w

1

2
3

4

u

v

w

1

2
3

4

u

v

w

1

2
3

4

u

v

w

Since all of these graphs are Cm-free for m ≥ 4, we can use Proposition 3.1 to
conclude that msr(H)≤ 3. Since OS(H)= 3, it follows that the msr(H)= 3. �
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A new series for π via
polynomial approximations to arctangent

Colleen M. Bouey, Herbert A. Medina and Erika Meza

(Communicated by Kenneth S. Berenhaut)

Using rational functions of the form{
t12m(t − (2−

√
3))12m

1+ t2

}
m∈N

we produce a family of efficient polynomial approximations to arctangent on
the interval [0, 2−

√
3], and hence provide approximations to π via the identity

arctan(2−
√

3)= π/12. We turn the approximations of π into a series that gives
about 21 more decimal digits of accuracy with each successive term.

1. Introduction

Two of the best-known series for π are

1
π
=

2
√

2
9801

∞∑
k=0

(4k)! (1103+ 26390k)
(k!)4 3964k ,

devised by Ramanujan about a century ago (see [Baruah et al. 2007; 2009] for
history), and

1
π
=

√
10005

4270934400

∞∑
k=0

(−1)k(6k)! (13591409+ 545140134k)
(3k)! (k!)3

,

from the 1980s [Chudnovsky and Chudnovsky 1988]. These series are interesting
and important because they converge so rapidly. Indeed, the Ramanujan series gives
about 6 more decimal places for π with each successive term and the Chudnovsky
series about 13 more decimal places per term [Weisstein n.d.]. The Chudnovsky
series was in fact the formula used recently by Yee and Kondo [2011] to compute 10
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trillion digits of π , and a modified version of it is used by Mathematica to compute
a large number of digits of π [Vardi 1991].

Here, in Theorem 2, we present a new series for π that yields about 21 more
decimal places per term. The new series is derived from polynomial approximations
to the classical arctangent function that come from the integration of rational
functions.

2. Polynomial approximations to arctangent

The integration of certain rational functions has proven useful in the approximation
of the classical arctangent function, and, because of identities such as arctan 1=π/4,
these can produce approximations to π . For example, the family{

t4m(t − 1)4m

1+ t2

}
m∈N

was recently studied in [Medina 2006], where it is shown that it can be used to
produce polynomial approximations to arctan x on the interval [0, 1] whose error
is governed by the size of the rational functions on that interval. In this section,
we use these methods to produce polynomial approximations to arctan x on a
smaller interval where the size of the integrand is much smaller, and hence the
approximations converge much faster.

Consider the sequence of rational functions

tan (t − (2−
√

3))bn

1+ t2 ,

where an and bn are integers chosen so that the polynomial division yields a constant
remainder, and hence after integration, the arctangent function. We use 2−

√
3

because arctan(2−
√

3) = π/12; thus, if we can approximate arctangent at that
value, we can approximate π .

Through trial and error, one finds that 12 is the smallest integer value of the bn

above that yields a constant remainder when the polynomial division is performed.1

The smallest value for an is 2, but in what follows we choose 12 for the sake of
symmetry. As Lemma 2 will show, the same is true for multiples of 12; thus, we
explore the family of functions{

t12m(t −α)12m

1+ t2

}
m∈N

(1)

where we let α = 2−
√

3 to facilitate the notation.

1All computations were done using Mathematica 7.0.
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The following two lemmas, whose proofs are immediate via initial computations
and induction, will facilitate our exploration of the family of rational functions.

Lemma 1. For any m ∈ N,

t12m

1+t2=t12m−2
−t12m−4

+t12m−6
−t12m−8

+· · ·−1+
1

1+t2=

6m−1∑
n=0

(−1)n+1t2n
+

1
1+t2 .

Lemma 2. For any m ∈ N,

t12m(t −α)12m

1+ t2 = qm(t)+
rm

1+ t2 , (2)

where rm = (−1)m(4α)6m
= (−1)m(5533696 − 3194880

√
3)m , and the qm are

polynomials given recursively by

qm(t)= t12(t −α)12 qm−1(t)+ rm−1 q1(t),

with the initial quotient

q1(t)=−(4α)6+ (4α)6t2
− (4α)6t4

+ (4α)6t6
− (4α)6t8

+ (4α)6t10

+ (9184097− 5302440
√

3)t12
+ 12(564719

√
3− 978122)t13

+ (8113645− 4684416
√

3)t14
+ 8(267909

√
3− 464032)t15

+ (1200770− 693264
√

3)t16
+ 208(780

√
3− 1351)t17

+ (47554− 27456
√

3)t18
+ 8(411

√
3− 712)t19

+ (461− 264
√

3)t20

+ 12(
√

3− 2)t21
+ t22.

The following proposition provides a closed-form formula for the quotients.

Proposition 1. For each m ∈N, define the polynomial quotient qm(t)=
24m−2∑

n=0
antn

and the polynomial remainder rm ∈ R via (2). Then

(i) a2n = (−1)m+1+n(4α)6m and a2n+1 = 0 for 0≤ n ≤ 6m− 1;

(ii) a24m−2 = 1 and a24m−3 = −
(12m

1

)
α (these being the coefficients of the two

highest powers of t in the quotient);

(iii) a24m−3−2n =−a24m−3−2(n−1)−
( 12m

2n+1

)
α2n+1 for 1≤ n ≤ 6m− 1; and

(iv) a24m−2−2n =−a24m−2−2(n−1)+
(12m

2n

)
α2n for 1≤ n ≤ 6m− 1.

Proof. (i) We can rewrite and simplify the function to get

t12m(t −α)12m

1+ t2 = t12m
(
(t −α)12m

1+ t2

)
= t12m

(
pm(t)+

(−1)m(4α)6m

1+ t2

)
,
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where pm(t) is some other quotient polynomial; we also note that Lemmas 1 and 2
together imply that the remainder (−1)m(4α)6m is indeed correct. Using Lemma 1,
we make another substitution and obtain

t12m pm(t)+(−1)m(4α)6m
(

t12m−2
− t12m−4

+ t12m−6
− t12m−8

+· · ·−1+
1

1+ t2

)
,

which is the result of (i).

(ii) We write t12m(t−α)12m

1+t2 =
t12m

1+t2 (t −α)
12m . Use Lemma 1 to obtain(

t12m−2
− t12m−4

+− · · ·− 1+
1

1+ t2

)
(t −α)12m,

and the binomial theorem to arrive at(
t12m−2

− t12m−4
+− · · ·− 1+

1
1+ t2

) 12m∑
k=0

(
12m

k

)
tkα12m−k(−1)k . (3)

The coefficients of the two highest powers of t will come from multiplying the two
highest powers of t in (t −α)12m with t12m−2 in the first factor above.

(iii) To find each new odd coefficient we take the coefficient of the previous highest-
order odd term and pair it with one lower power of t on the left of (3); since the signs
of t alternate, we negate this. Each new coefficient will have a new lower-order
term from the right paired with the highest power on the left. Adding these two, we
get the coefficients of the new odd power of t .

(iv) The same argument as in (iii) gives the coefficients of the even powers. �

Since the functions (1) are small in the interval [0, α], integration of (2), after
division by rm , will yield approximations to arctangent on [0, α]. That is,

1
rm

∫ x

0

t12m(t −α)12m

1+ t2 dt =
1

rm

∫ x

0
qm(t) dt + arctan x, (4)

and hence

Pm(x)=
−1
rm

∫ x

0
qm(t) dt

will approximate arctangent on [0, α] with the error of the approximation given
by the integral on the left side of (4), the maximum error occurring when x = α.
Proposition 1 provides a way to directly compute (after integration) these approxi-
mating polynomials; we will provide examples after we analyze their accuracy.

Substituting the largest and smallest values of t into the denominator of the left
side of (4), we arrive at the inequality

1
rm

∫ α

0

t12m(t−α)12m

1+α2 dt<
1

rm

∫ α

0

t12m(t−α)12m

1+t2 dt<
1

rm

∫ α

0
t12m(t−α)12m dt. (5)
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It is now evident that, to further analyze the approximation, we need to compute

Im :=

∫ α

0
t12m(t −α)12m dt.

This is done via repeated integration by parts:

Im =

∫ α

0
t12m(t −α)12m dt =

((12m)!)2

(24m+ 1)!
α24m+1. (6)

Since, as already noted, the left side of (4) is the error when Pm(x) approximates
arctan x on [0, α], we will use

em =
1

rm

∫ α

0

t12m(t −α)12m

1+ t2 dt;

that is, em denotes the error when Pm(α) is used to approximate arctanα = π/12.
Using this notation, we use (5) with m and m+ 1 to get

1
(1+α2)rm

Im < em <
1

rm
Im and

1
(1+α2)rm+1

Im+1< em+1<
1

rm+1
Im+1. (7)

Combining these two inequalities we arrive at

em+1

em
<
(1+α2) rm Im+1

rm+1 Im
, (8)

which provides the estimate on how much better the next iterate is compared to the
previous one.

Theorem 1. Define em =
∣∣π/12− Pm(α)

∣∣, the error produced in approximating
π/12 by the m-th iterate of the new sequence of approximating polynomials. Then,
as m→∞,

em+1

em
<
α19

234 ≈7.9063628967×10−22
=0.00000000000000000000079063628967.

That is, each iterate gives about 21 more decimal places of accuracy in approxi-
mating π/12.

Proof. Use |rm | = (4α)6, 1+α2
= 4α, (6) and (8) to get

em+1

em
<
((12(m+ 1))!)2α24(m+1)+1

(4α)6(m+1)(24(m+ 1)+ 1)!
·
(4α)6m+1 (24m+ 1)!
((12m)!)2 α24m+1

=
((12m+ 12)(12m+ 11) · · · (12m+ 1))2α24

(4α)5 (24m+ 25)(24m+ 24) · · · (24m+ 2).

As m→∞, this becomes

(1212 m12)2α24

45 α5 2424 m24 =
α19

45 224 =
α19

234 . �
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Example 1. We use the coefficient formulas of Proposition 1 to find approximating
polynomials. With m = 1,

P1(x)= x−
x3

3
+

x5

5
−

x7

7
+

x9

9
−

x11

11
+
(419−60

√
3)x13

4096
−

3(362−209
√

3)x14

14336

−
(2916

√
3−955)x15

61440
−
(172−99

√
3)x16

8192
+
(1255+468

√
3)x17

34816
−

13x18

4608

−
13(61+36

√
3)x19

38912
−
(172+99

√
3)x20

10240
+
(5051+2916

√
3)x21

86016

−
3x22

22528(2−
√

3)5
+

x23

94208(2−
√

3)6
.

Then

P1(2−
√

3)=
57423810140− 22529108583

√
3

70291415040
,

and numerically we verify that
∣∣P1(2−

√
3)−π/12

∣∣< 4.81587× 10−23, or, after
multiplication by 12,∣∣∣∣57423810140− 22529108583

√
3

5857617920
−π

∣∣∣∣< 5.779054023× 10−22.

Example 2. With m = 2,

P2(α)=
3013932255372315189770935− 1155363167301686928932166

√
3

3868552012005059812392960
,

and
∣∣P2(α)−π/12

∣∣≈ 2.55× 10−44.

3. Converting the iteration into a series

Theorem 1 requires the computation of a new set of polynomial coefficients when
we want to obtain an approximation to π with more accuracy. For example, if we
have a polynomial that gives n digits of accuracy for π when evaluated at α, then
we need to compute a whole new polynomial, and hence a new set of coefficients,
in order to obtain (n + 21) more digits of accuracy. Following a technique first
developed in [Dalzell 1944] and used recently in [Lucas 2009] to produce a rational
series that gives 3–4 more decimal places of accuracy for π with each successive
term, we now focus on developing a series that provides the same number of
digits (i.e., about 21) per term in computing π as each iteration of the polynomial
sequence.

We know that
t12(t −α)12

1+ t2 = q1(t)−
(4α)6

1+ t2 , (9)
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which can be rewritten as

1
1+ t2 =

q1(t)
t12(t −α)12+ (4α)6

.

Next we factor out (4α)6 on the denominator to get

1
1+ t2 =

q1(t)
(4α)6

·
1

1+
( t (t−α)

2
√
α

)12
.

Expanding the right side in a geometric series gives

1
1+ t2 =

(
q1(t)
(4α)6

) ∞∑
n=0

(−1)n
(

t (t −α)
2
√
α

)12n

. (10)

We integrate both sides on [0, α] and bring the integral inside the sum to get

arctanα =
1

(4α)6

∞∑
n=0

(−1)n

(4α)6n

∫ α

0
q1(t) t12n(t −α)12n dt. (11)

The polynomial q1(t) is of degree 22 so we need to compute integrals of the form∫ α

0
t12n+k(t −α)12n dt

for k = 0, . . . , 22. This is done using repeated integration by parts; we get∫ α

0
t12n+k(t −α)12n dt =

(12n+ k)! (12n)!α24n+k+1

(24n+ k+ 1)!
. (12)

If we write q1(t)=
∑22

k=0 ak tk , then

π

12
=

1
(4α)6

∞∑
n=0

(−1)n α18n+1 (12n)!
46n

22∑
k=0

ak
(12n+ k)!αk

(24n+ k+ 1)!
. (13)

Simplification of the inside sum leads to the following theorem.

Theorem 2. We have

π =

∞∑
n=0

(−1)n (2−
√

3)18n+1 ((12n)!)2(p1(n)+ p2(n)
√

3)
212(n+1)−1(24n+ 1)! q(n)

, (14)
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where

p1(n)= 293063424013062144n11
+ 1743144635880815616n10

+ 4603477509110094336n9
+ 7113505268868220800n8

+ 7133195052290432592n7
+ 4863768060244254588n6

+ 2295600628029058188n5
+ 747948981593488485n4

+ 164336063152773014n3
+ 23098444048852896n2

+ 1859706966144526n+ 64510302034815,

p2(n)= 92656102528843776n11
+ 553643573938200576n10

+ 1466739601852815360n9
+ 2269385610499169280n8

+ 2272991576208150528n7
+ 1542973536047871648n6

+ 721853379546109560n5
+ 231741816550236960n4

+ 49765271182018546n3
+ 6762629909208426n2

+ 519049199193830n+ 16879034409510, and

q(n)= 18786186952704n11
+ 111934363926528n10

+ 295980289228800n9

+ 457648310845440n8
+ 458818030927872n7

+ 312432825729024n6

+ 147050553999360n5
+ 47683923189760n4

+ 10399859469824n3

+ 1446143661248n2
+ 114720643240n+ 3904125225.

Moreover, if we define the error between the m-th partial sum of the series and π
by em = |π − Sm |, then, as m→∞,

em+1

em
<
(2−
√

3)19

234 ≈ 7.9063628967× 10−22.

Proof. Because of Theorem 1, it suffices to show that∣∣∣∣ 1
(4α)6

∞∑
n=m

(−1)n

(4α)6n

∫ α

0
q1(t) t12n(t−α)12n dt

∣∣∣∣= ∣∣∣∣ 1
rm

∫ α

0

t12m(t−α)12m

1+t2 dt
∣∣∣∣. (15)

Using (9) to substitute for q1(t) and interchanging integration and summation
in (15), we obtain

1
(4α)6

∫ α

0

∞∑
n=m

(−1)n

(4α)6n

(
t12n(t −α)12n

1+ t2

)
(t12(t −α)12

+ (4α)6) dt,

which we can simplify to

1
(4α)6

∫ α

0

(
t12(t −α)12

+ (4α)6

1+ t2

) ∞∑
n=m

(
(−1)t12(t −α)12

(4α)6

)n

dt.
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The sum is a geometric series; after simplification, we get (15), as desired. �

The new series (14) gives about 21 more decimal places of accuracy with each
successive term, though the terms are significantly more complicated and hence more
“computationally expensive” than those in either the Ramanujan and Chudnovsky
series. We note that all three series require the computation of a single square root,
but the powers of 2−

√
3 in the new series do slow down numerical computations.

Thus, at this stage, it is fair to say that the Chudnovsky series still provides the
fastest numerical tool for computing large numbers of digits of π . Nevertheless,
it should be noted that the series (14) is very easy to program (in any language)
and provides a viable method for computing digits of π ; in fact, we have used it to
compute a million digits on a desktop computer.

4. Further remarks

A similar process can be used with the rational functions{
t4m(t − 1/

√
3)6m

1+ t2

}
m∈N

to produce polynomial approximations to arctangent on the interval [0, 1/
√

3], and
hence approximations to π , because arctan(1/

√
3)= π/6. These approximations

yield 5–6 more decimal places of accuracy with each iteration, and the computations
are significantly “less expensive” than those of the sequence herein. (Our research
in fact began with the exploration of this other family.)

It is our opinion that the series (14) should be seen as a byproduct of the ap-
proximating polynomials Pm which provide good approximations to arctangent
on the entire interval [0, 2−

√
3]. It is possible that the Pm could prove useful

for approximating π when used in conjunction with multiple-angle identities such
as π/4= 5 arctan 1

7 + 2 arctan 3
79 [Calcut 2009].
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