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Using an extension of the Leggett–Williams fixed-point theorem due to Avery, Henderson, and Anderson, we prove the existence of solutions for a class of second-order difference equations with Dirichlet boundary conditions, and discuss a specific example.

1. Introduction

Many fixed-point theorems have applications in proving the existence of positive solutions of boundary value problems. One class of such theorems, originating with [Krasnoselskii 1964], involves an operator defined on a “wedge” — a portion of a Banach space bounded by level surfaces of positive functionals — and satisfying certain criteria. In Krasnoselskii’s original theorem, the functional was the norm; that is, the wedge conditions where \( a \leq \|x\| \) and \( \|x\| \leq b \), for \( 0 < a < b \). A later variant, in [Leggett and Williams 1979], replaced the lower wedge condition by \( a \leq \alpha(x) \), where \( \alpha \) is a concave positive functional with \( \alpha(x) \leq \|x\| \); this allows more flexibility in the choice of the wedge in applications. The Leggett–Williams theorem was extended by Avery, Henderson, and Anderson [Avery et al. 2009] to allow flexibility also in the upper wedge condition, which gets replaced by \( \beta(x) \leq b \), where \( \beta \) is a convex positive functional. This is the result of primary interest to this paper; other related results can be found in [Guo 1984; Avery and Henderson 2001; Anderson et al. 2010; Mavridis 2010].

Applications of such fixed-point theorems have been seen in works dealing with ordinary differential equations [Avery et al. 2000; 2010; Erbe and Wang 1994] and dynamic equations on time scales [Erbe et al. 2005; Liu et al. 2012; Prasad and Sreedhar 2011]. Most relevant to this paper, these theorems have been utilized for results that involve finite difference equations [Anderson et al. 2011; Cai and Yu 2006; Henderson et al. 2010].
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Here we give an application of the fixed-point theorem of [Avery et al. 2009], stated below as Theorem 2.1, to obtain at least one positive solution of the difference equation
\[ \Delta^2 u(k) + f(u(k)), \quad k \in \{0, \ldots, N-2\}, \]  
with boundary conditions
\[ u(0) = u(N) = 0. \]  
Here \( f : [0, \infty) \to [0, \infty) \) is any continuous function and \( \Delta^2 \) is the second-difference operator, defined by \( (\Delta^2 u)(k) = u(k) - 2u(k+1) + u(k+2) \). In fact we will obtain a symmetric solution, in the sense that \( u(k) = u(N-k) \) for each \( k \).

In Section 2 we present the fixed-point theorem of Avery et al. Section 3 contains preliminaries needed for our result on the difference equation (1-1), (1-2). That result is stated and proved in Section 4, and applied to a particular case in Section 5.

2. Statement of the fixed-point theorem

Let \( E \) be a real Banach space. A nonempty closed convex set \( \mathcal{P} \subset E \) is called a cone if it contains the origin, is closed under multiplication by positive scalars, and has no overlap with its negative (apart from the origin). In symbols,
\[ u \in \mathcal{P}, \lambda \geq 0 \implies \lambda u \in \mathcal{P} \quad \text{and} \quad u \in \mathcal{P}, -u \in \mathcal{P} \implies u = 0. \]

Let \( \mathcal{P} \) be a cone in \( E \). A map \( \alpha : \mathcal{P} \to [0, \infty) \) is said to be a nonnegative continuous concave functional on \( \mathcal{P} \) if it is continuous and satisfies
\[ \alpha(tu + (1-t)v) \geq t\alpha(u) + (1-t)\alpha(v), \]
for all \( u, v \in \mathcal{P} \) and \( t \in [0, 1] \). Replacing \( \geq \) by \( \leq \) we obtain the definition of a nonnegative continuous convex functional on \( \mathcal{P} \).

In the statement of the theorem, there appear two concave functionals, \( \alpha \) and \( \phi \), and two convex ones, \( \beta \) and \( \gamma \). The functionals \( \alpha \) and \( \beta \) delimit the wedge where the operator is defined; the other two ensure additional flexibility in applications, in comparison with the Leggett–Williams theorem.

**Theorem 2.1** [Avery et al. 2009]. Let \( \mathcal{P} \) be a cone in a real Banach space \( E \). Suppose that \( \alpha \) and \( \psi \) are nonnegative continuous concave functionals on \( \mathcal{P} \) and that \( \beta \) and \( \delta \) are nonnegative continuous convex functionals on \( \mathcal{P} \). For nonnegative real numbers \( a, b, c, \) and \( d \), define
\[ A := A(\alpha, \beta, a, d) = \{ x \in P : a \leq \alpha(x) \text{ and } \beta(x) \leq d \}, \]  
and suppose that \( A \) is a bounded subset of \( P \). Let \( T : A \to \mathcal{P} \) be a completely continuous operator (that is, it is continuous and maps bounded sets into precompact sets). Then \( T \) has a fixed point in \( A \) provided that the following conditions hold:
3. Application of the theorem to a difference equation

In this section we return to the system (1-1), (1-2), stating in Theorem 3.2 sufficient conditions for the existence of a solution. This result is proved in the next section using Theorem 2.1. First, however, we set up some of the objects that appear in the statement of Theorem 2.1. Throughout the discussion we use the abbreviations

\[ N = \left\lfloor \frac{N}{2} \right\rfloor \quad \text{and} \quad \overline{N} = \left\lceil \frac{N}{2} \right\rceil. \]

Define the Banach space \( E \) to be the space of functions \( u : \{0, \ldots, N\} \to \mathbb{R} \) with the norm

\[ \|u\| = \max_{k \in \{0, 1, \ldots, N\}} |u(k)|. \]

Within \( E \), consider the cone \( \mathcal{P} \) consisting of all \( u \) that are nonnegative, symmetric, nondecreasing on \( \{0, 1, \ldots, N\} \), and satisfy \( uw(y) \geq yu(w) \) for \( w \geq y \), where \( y, w \in \{0, 1, \ldots, N\} \).

Set

\[ H(k, l) = \frac{1}{N} \begin{cases} k(N-l), & k \in \{0, \ldots, l\}, \\ l(N-k), & k \in \{l+1, \ldots, N\}. \end{cases} \]

(This is the Green’s function for \(-\Delta^2\) satisfying the boundary conditions (1-2).)

Define the operator \( T \) by

\[ (Tu)(k) := \sum_{l=1}^{N-1} H(k, l) f(u(l)). \]

By direct checking one sees that the condition \( Tu = u \) is equivalent to (1-1) and (1-2). Thus any fixed point of \( T \) is a solution of our problem.

**Lemma 3.1.** The operator \( T \) maps \( A \) into \( \mathcal{P} \).

**Proof.** Let \( u \in A \). We first need to show that \( Tu(N-k) = Tu(k) \). Notice that \( H(N-k, N-l) = H(k, l) \). Now

\[ Tu(N-k) = \sum_{l=1}^{N-1} H(N-k, l) f(u(l)). \]
Applying the substitution $r = N - l$, we can write
\[
Tu(N - k) = \sum_{r=1}^{N-1} H(N - k, N - r) f(u(N - r))
= \sum_{r=1}^{N-1} H(k, r) f(u(r)) = Tu(k).
\]

Next we need to show $Tu(k)$ is nonnegative and nondecreasing on $\{0, 1, \ldots, N\}$. Since $H(k, l) \geq 0$ for $k, l \in \{0, \ldots, N\}$ and $f$ only takes nonnegative values, $Tu(k)$ is nonnegative for all $k \in \{0, \ldots, N\}$.

To prove that $Tu(k)$ is nondecreasing on $\{0, 1, \ldots, N\}$, we show that
\[
1_T u(k) := Tu(k - 1) - Tu(k)
\]

is nonnegative on $\{0, 1, \ldots, N\}$. Now
\[
H(k + 1, l) - H(k, l) = \frac{1}{N} \times \begin{cases} N - l & \text{if } k \in \{0, \ldots, l\}, \\ -l & \text{if } k \in \{l, \ldots, N - 1\}. \end{cases}
\]

So
\[
\Delta Tu(k) = \sum_{l=1}^{N-1} \left( H(k + 1, l) - H(k, l) \right) f(u(l))
= \sum_{l=1}^{k-1} \frac{-l}{N} f(u(l)) + \sum_{l=k}^{N-1} \frac{N-l}{N} f(u(l))
= \sum_{l=1}^{k-1} \frac{-l}{N} f(u(l)) + \sum_{l=k}^{N-1} \frac{N-l}{N} f(u(N-l))
= \sum_{l=1}^{k-1} \frac{-l}{N} f(u(l)) + \sum_{r=1}^{N-k} \frac{r}{N} f(u(r))
= \sum_{l=1}^{k-1} \frac{-l}{N} f(u(l)) + \sum_{l=1}^{N-k} \frac{l}{N} f(u(l)).
\]

Since $k \in \{0, 1, \ldots, N\}$,
\[
\Delta Tu(k) = \sum_{l=1}^{k-1} \frac{-l}{N} f(u(l)) + \sum_{l=1}^{N-k} \frac{l}{N} f(u(l)) = \sum_{l=k}^{N-k} \frac{l}{N} f(u(l)) \geq 0,
\]
as needed.

Lastly, we have $wTu(y) \geq yTu(w)$, since $H(k, l)$ satisfies $\frac{H(y, l)}{H(w, l)} \geq \frac{y}{w}$ for all $l$ and all $w \geq y$. Thus $T$ maps $A$ into $\mathcal{P}$. \hfill \Box
Theorem 3.2. Assume that $\tau, \mu, \nu \in \{1, \ldots, N\}$ are fixed with $\tau \leq \mu < \nu$, that $d$ and $m$ are positive real numbers with $0 < m < d\mu/N$, and that $f : [0, \infty) \to [0, \infty)$ is a continuous function such that

(i) $f(w) \geq \frac{2N\nu}{(\nu-\tau)(2N-1-\tau-\nu)N}$ for $w \in [\tau d/N, \nu d/N]$,

(ii) $f(w)$ is decreasing for $w \in [0, m]$ and $f(m) \geq f(w)$ for $w \in [m, d]$, and

(iii) $2 \sum_{l=1}^{\mu} \frac{lN}{N} f \left( \frac{ml}{\mu} \right) \leq d - f(m) \frac{1}{N} (\bar{N} - \mu) (\mu + 1 + N)$.

Set $a = \tau d/N$. Then (1-1), (1-2) has at least one positive symmetric solution $u^* \in A$, where $A$ is given by (2-1).

4. Proof of Theorem 3.2

Let $a = \tau d/N$, $b = \nu d/N$, $c = \mu d/N$. By Lemma 3.1, $T$ maps $A$ into $\mathcal{P}$. Let $u \in A$. Then $\beta(u) = u(N) \leq d$. But $u$ achieves its maximum at $N$, so $A$ is bounded.

By the Arzelà–Ascoli theorem, $T$ is a completely continuous operator.

Now define the functionals appearing in the theorem as follows, where $u \in \mathcal{P}$:

$$\alpha(u) = \min_{k \in \{\tau, \ldots, N\}} u(k) = u(\tau), \quad \psi(u) = \min_{k \in \{\mu, \ldots, N\}} u(k) = u(\mu),$$

$$\delta(u) = \max_{k \in \{0, \ldots, \nu\}} u(k) = u(\nu), \quad \beta(u) = \max_{k \in \{0, \ldots, N\}} u(k) = u(N).$$

It is easy to check that $\alpha$ and $\psi$ are concave and $\beta$ and $\delta$ are convex.

We check conditions A0–A5 in turn. Let $u \in P$ and let $\beta(u) > d$. Then

$$\alpha(u) = u(\tau) \geq \frac{\tau}{N} u(N) = \frac{\tau}{N} \beta(u) > \frac{\tau d}{N} = a.$$ 

So $\{u \in P : \alpha(u) < a \text{ and } d < \beta(u)\} = \emptyset$, which is A0.

Now let $K \in \left( \frac{2d}{N(3N+4-\mu)}, \frac{2d}{N(3N+4-\nu)} \right)$. Define

$$u_K(k) = K \sum_{l=1}^{N-1} H(k, l) = \frac{K k}{2} (3N-4-k).$$

Then

$$\alpha(u_k) = u_k(\tau) = \frac{K \tau}{2} (3N-4-\tau) > \frac{2d \tau (3N-4-\tau)}{2N(3N-4-\mu)} \geq \frac{\tau d}{N} = a$$

and

$$\beta(u_k) = u_k(N) = \frac{KN}{2} (3N-4-N) < \frac{2Nd(3N-4-N)}{2N(3N-4-\nu)} \leq \frac{Nd}{N} = d.$$
So $u_k \in A$.

Since
\[
\psi(u_k) = u_k(\mu) = \frac{K\mu}{2}(3N-4-\mu) > \frac{2d\mu(3N-4-\mu)}{2N(3N-4-\mu)} = \frac{\mu d}{N} = c
\]
and
\[
\delta(u_k) = u_k(\nu) = \frac{K\nu}{2}(3N-4-\nu) < \frac{2d\nu(3N-4-\nu)}{2N(3N-4-\nu)} = \frac{\nu d}{N} = b,
\]
we have $\{u \in A : c < \psi(u) \text{ and } \delta(u) < b\} \neq \emptyset$. Therefore A1 holds.

To show that A2 holds, take $u \in A$ with $\delta(u) < b$. By (i),
\[
\alpha(Tu) = \sum_{l=1}^{N-1} \sum_{l=\tau+1}^{\tau+1} H(\tau, l) f(u(l)) \geq \sum_{l=\tau+1}^{\tau+1} H(\tau, l) f(u(l)) \geq \frac{2N\tau}{(\nu-\tau)(2N-1-\tau-\nu)} \frac{\tau(\nu-\tau)(2N-1-\tau-\nu)}{2N} = a.
\]

To show that A3 holds, let $u \in A$ with $\delta(Tu) > b$. Then
\[
\alpha(Tu) = Tu(\tau) = \sum_{l=1}^{N-1} H(\tau, l) f(u(l)) \geq \frac{\tau}{\nu} \sum_{l=1}^{N-1} H(\nu, l) f(u(l)) \geq \frac{\tau}{\nu} \delta(Tu) > \frac{\tau}{\nu} b = \frac{d\tau}{N} = a.
\]

Now we show that A4 holds. Let $u \in A$ satisfy $c \leq \phi(x)$. By the concavity of $u$ and since $c = \frac{\mu d}{N}$, for all $k \in \{0, 1, \ldots, \mu\}$, we have
\[
u(k) \geq \frac{ck}{\mu} \geq \frac{mk}{\mu}.
\]

So, by (ii) and (iii), we have
\[
\beta(Tu) = \sum_{l=1}^{N-1} H(\nu, l) f(u(l)) \leq 2 \sum_{l=1}^{N-1} \frac{l(N-N)}{N} f(u(l)) \leq 2 \sum_{l=1}^{\mu} \frac{l(\nu)}{N} f(u(l)) + 2 \sum_{l=\mu+1}^{N} \frac{l(\nu)}{N} f(u(l)) \leq 2 \sum_{l=1}^{\mu} \frac{l(\nu)}{N} f(u(\mu l)) + 2 \sum_{l=\mu+1}^{N} \frac{l(\nu)}{N} f(m) \leq d - f(m) \frac{N}{N}(N-\mu)(\mu+1+N) + f(m) \frac{N}{N}(N-\mu)(\mu+1+N) = d.
\]
Thus A4 is satisfied.

Last, we show that A5 is satisfied. Let \( u \in A \) with \( \psi(Tu) < c \). Then

\[
\beta(Tu) = \sum_{l=1}^{N-1} H(N, l) f(u(l)) \leq \frac{N}{\mu} \sum_{l=1}^{N-1} H(\mu, l) f(u(l)) \leq \frac{N}{\mu} \psi(Tu) < \frac{cN}{\mu} = d.
\]

Therefore \( T \) has a fixed point and (1-1), (1-2) has at least one positive symmetric solution \( u^* \in A \).

5. Example

Example 1. Let \( N = 20 \), \( \tau = 1 \), \( \mu = 9 \), \( \nu = 10 \), \( d = 5 \), and \( m = 4.4 \). Notice that

\[
0 < \tau \leq \mu < \nu \leq 10 = N,
\]

and \( 0 < m = 4.4 \leq 4.5 = d \mu/N \). Define a continuous function \( f : [0, \infty) \to [0, \infty) \) by

\[
f(w) = \begin{cases} 
\frac{1}{300}(45-w) & \text{if } 0 \leq w \leq 40, \\
\frac{1}{100} & \text{if } w \geq 40.
\end{cases}
\]

Then,

(i) for \( w \in [\frac{1}{2}, 5] \), \( f(w) \geq f(5) = \frac{2}{25} > \frac{5}{63} = \frac{2 \cdot 20 \cdot 5}{(10-1) \cdot (3+2 \cdot 18 -1 -10) (10)}, \)

(ii) \( f(w) \) is decreasing for \( w \in [0, 4.4] \) and \( f(m) \geq f(w) \) for \( w \in [4.4, 5] \), and

(iii) \( 2 \sum_{l=1}^{9} \frac{10l}{20} f \left( \frac{4.4l}{9} \right) = \frac{5657}{1500} < \frac{1047}{250} = 5 - f(4.4) \left( \frac{1}{25} \right) (10) (10 - 9) (9 + 1 + 10). \)

So the hypotheses of Theorem 3.2 are satisfied. Therefore, the difference equation

\[
\Delta^2 u(k) + f(u(k)), \quad k \in \{0, 1, \ldots, 18\},
\]

with boundary conditions

\[
u(0) = u(20) = 0,
\]

has a positive symmetric solution \( u^* \) with \( u(1) \geq \frac{1}{2} \) and \( u(10) \leq 5 \).

References


Received: 2013-02-05 Revised: 2013-02-19 Accepted: 2013-02-20

jeffrey.neugebauer@eku.edu

Department of Mathematics and Statistics, Eastern Kentucky University, 521 Lancaster Avenue, 313 Wallace Building, Richmond, KY 40475, United States

charley_seelbach@mymail.eku.edu

Department of Mathematics and Statistics, Eastern Kentucky University, 521 Lancaster Avenue, 313 Wallace Building, Richmond, KY 40475, United States

mathematical sciences publishers
Theoretical properties of the length-biased inverse Weibull distribution  
JING KERSEY AND BRODERICK O. OLUYEDE  

379

The firefighter problem for regular infinite directed grids  
DANIEL P. BIEBIGHAUSER, LISE E. HOLTE AND RYAN M. WAGNER  

393

Induced trees, minimum semidefinite rank, and zero forcing  
RACHEL CRANFILL, LON H. MITCHELL, SIVARAM K. NARAYAN AND TAIJI TSUTSUI  

411

A new series for π via polynomial approximations to arctangent  
COLLEEN M. BOUEY, HERBERT A. MEDINA AND ERIKA MEZA  

421

A mathematical model of biocontrol of invasive aquatic weeds  
JOHN ALFORD, CURTIS BALUSEK, KRISTEN M. BOWERS AND CASEY HARTNETT  

431

Irreducible divisor graphs for numerical monoids  
DALE BACHMAN, NICHOLAS BAETH AND CRAIG EDWARDS  

449

An application of Google’s PageRank to NFL rankings  
LAURIE ZACK, RON LAMB AND SARAH BALL  

463

Fool’s solitaire on graphs  
ROBERT A. BEELER AND TONY K. RODRIGUEZ  

473

Newly reducible iterates in families of quadratic polynomials  
KATHARINE CHAMBERLIN, EMMA COLBERT, SHARON FRECHETTE, PATRICK HEFFERMAN, RAFE JONES AND SARAH ORCHARD  

481

Positive symmetric solutions of a second-order difference equation  
JEFFREY T. NEUGEBAUER AND CHARLEY L. SEELBACH  

497