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An iterative strategy for Lights Out on Petersen graphs

Bruce Torrence and Robert Torrence

(Communicated by Kenneth S. Berenhaut)

We establish some preliminary results for Sutner’s $\sigma^+$ game, known as Lights Out, played on the generalized Petersen graph $P(n, k)$. While all regular Petersen graphs admit game configurations that are not solvable, we prove that every game on the $P(2n, n)$ graph has a unique solution. Moreover, we introduce a simple iterative strategy for finding the solution to any game on $P(2n, n)$, and generalize its application to a wider class of graphs.

Background

All graphs are assumed to be undirected, without loops or multiple edges. The $\sigma^+$ game is a well-known single-player game that can be played on any graph [Sutner 1990]. The handheld game Lights Out, released by Tiger Electronics in 1993, was the $\sigma^+$ game on a $5 \times 5$ grid graph. Since then, the name Lights Out has been widely used and is synonymous with the $\sigma^+$ game.

The idea of the game is simple. Each vertex is in one of two states: on or off (think of the vertices as lights). Each vertex also acts as a button. When the player pushes a button, its state toggles, and so do the states of each of its neighbors. Given a graph and an initial configuration of lit vertices, the goal is to turn out all the lights. Several playable versions of the game can be found online [Antonick 2013; Scherphuis 2012; Torrence 2016].

Lights Out has been extensively studied on grid graphs, and a wide range of generalizations have been explored. Our goal here is to present some preliminary results for Lights Out played on the generalized Petersen graphs. In the process, we introduce an iterative strategy that can successfully solve games on a larger class of graphs.

MSC2010: 05C50, 37B99, 90C27, 91A43, 05C57.
Keywords: Lights Out, Petersen graph, game, sigma plus game.
Definitions

Given a graph $G$ with finite vertex set $V(G)$ and edge set $E(G)$, label the vertices $v_1, v_2, \ldots, v_n$. The adjacency matrix $\text{Adj}(G)$ is the $n \times n$ symmetric matrix with a one in position $(i, j)$ if $v_i v_j \in E(G)$, and a zero otherwise. We let $I_n$ denote the $n \times n$ identity matrix.

A lights out configuration or game $g$ is an $n \times 1$ column vector with entries in the two-element field $\mathbb{F}_2$. If there is a one in position $i$, we say that $v_i$ is lit; if there is a zero we say it is off. We let $\mathbf{0}$ and $\mathbf{1}$ denote the all-off and all-on configurations, respectively.

Similarly, a lights out strategy $s$ is an $n \times 1$ column vector with entries in $\mathbb{F}_2$. It denotes a collection of buttons to be pushed; if there is a one in position $i$, we say that vertex $v_i$ is pushed. The vector $\mathbf{1}$ represents the strategy where every button is pushed.

If one begins with the all-off configuration and invokes strategy $s$, the resulting configuration is the matrix product $(\text{Adj}(G) + I_n)s$, with arithmetic carried out modulo 2 [Sutner 1990]. Since the matrix $\text{Adj}(G) + I_n$ is so important, we call it the transition matrix for the $\sigma^+$ game on $G$, and denote it $A(G)$, or simply $A$ if the underlying graph is understood.

In general, if one begins with configuration $g$ and invokes strategy $s$, the configuration that results is $As + g$, with arithmetic carried out modulo 2. We say that strategy $s$ solves game $g$ if $As + g = \mathbf{0}$, the all-off configuration. Since we are working modulo 2, this is equivalent to saying $As = g$. We say configuration $g$ is solvable if there exists a strategy that solves it.

For any vector $g \in (\mathbb{F}_2)^n$, the light number of $g$ is the sum of the entries in $g$. The parity of $g$ is odd or even according to the parity of the light number of $g$.

Figure 1. The Petersen graphs $P(5, 2)$ and $P(7, 3)$. 
Let $n$ and $k$ be integers with $n \geq 3$ and $1 \leq k < n$. The generalized Petersen graph $P(n, k)$ is a graph with $2n$ vertices arranged in two concentric “rings” with $n$ vertices in each ring. We label the vertices on the inner (or lower) ring $v_1$ to $v_n$, and on the outer (or upper) ring $v_{n+1}$ to $v_{2n}$. Each outer-ring vertex $v_i$ is connected to the inner-ring vertex $v_{i-n}$, and to its two nearest outer-ring neighbors ($v_{i-1}$ and $v_{i+1}$ for $n+1 < i < 2n$, while $v_{2n}$ is connected to $v_{n-1}$ and $v_{n+1}$). Each inner-ring vertex $v_i$ is connected to $v_{i+k}$, where the index $i+k$ is reduced modulo $n$ if $i+k > n$. In other words, vertices on the inner ring are connected to one another by “skipping” $k$ vertices. The classic Petersen graph $P(5, 2)$ is shown on the left in Figure 1, with $P(7, 3)$ beside it.

For a given value of $n$, one need only consider $k = 1$ through $k = \lfloor n/2 \rfloor$, since the graphs $P(n, k)$ and $P(n, n-k)$ are isomorphic. (The first skips $k$ vertices clockwise, the second skips $k$ vertices counterclockwise.) Also, $P(2n, n)$ is not regular, as the inner vertices have valence 2 (see Figure 2). All other Petersen graphs are 3-regular.

### An oscillating strategy

The Petersen graphs have an important property: if one refers to the vertices \{v_1, \ldots, v_n\} as the lower vertices, and \{v_{n+1}, \ldots, v_{2n}\} as the upper vertices, then for each $i$ with $1 \leq i \leq n$, there is an edge $v_i v_{n+i}$, and these are the only edges between a lower vertex and an upper vertex. In other words, the adjacency matrix $\text{Adj}(P(n, k))$ has the block form

$$
\begin{pmatrix}
C' & I_n \\
I_n & D'
\end{pmatrix},
$$

where $C'$ is the adjacency matrix for the subgraph induced by the lower vertices, $D'$ is the adjacency matrix for the subgraph induced by the upper vertices, and where the two identity matrices specify the edges $v_i v_{n+i}$ between upper and lower vertices.

We now introduce an iterative “oscillating” lights out strategy that can be applied to any graph whose adjacency matrix has this structure. That is, in this section we suppose that we are given a graph $G$ with $2n$ vertices such that when the vertices of $G$ are appropriately ordered its adjacency matrix has the block form above, with $I_n$ in the lower-left and upper-right corners (and where $C'$ and $D'$ can be any symmetric matrices over $\mathbb{F}_2$ with zeros on their respective main diagonals). We call such a graph Petersen-like.

The strategy works as follows: Suppose that $g$ is a game on the Petersen-like graph $G$. For each lower vertex $v_k$ that is lit, push button $v_{n+k}$. This will have the effect of turning off all lower vertices. Then, for each upper vertex $v_{n+k}$ that is now lit, push button $v_k$. This will have the effect of turning off all upper vertices.
(and possibly lighting or relighting some lower ones). Together, we call these two operations performed in succession “one oscillation”. One then repeats the process: After the first oscillation, if any lower vertices are lit, push the corresponding upper vertices. Then if any upper vertices are still lit, push the corresponding lower vertices, and so on.

The strategy can be expressed explicitly in matrix form. Let $U$ and $L$ be the $2n \times 2n$ matrices, defined in block form as

$$U = \begin{pmatrix} 0 & 0 \\ I_n & 0 \end{pmatrix}, \quad L = \begin{pmatrix} 0 & I_n \\ 0 & 0 \end{pmatrix},$$

where $0$ denotes the $n \times n$ zero matrix. Then for any configuration $g$, the upper vertices that correspond to lit lower vertices are $Ug$, so the configuration that results after pushing the upper vertices corresponding to the lit lower vertices is

$$g_1 = AUg + g = (AU + I)g.$$

And pushing the lower vertices corresponding to lit upper vertices in $g_1$ yields the configuration

$$g_2 = ALg_1 + g_1 = (AL + I)g_1 = (AL + I)(AU + I)g.$$

It follows that after performing $k$ successive upper-lower iterations, the final configuration is

$$[(AL + I)(AU + I)]^k g.$$

We call the matrix $[(AL + I)(AU + I)]$ the oscillating matrix.

Noting that the lights out transition matrix $A$ has the form

$$A = \begin{pmatrix} C & I \\ I & D \end{pmatrix},$$

where $C = C' + I$ and $D = D' + I$, it is simple to calculate the oscillating matrix:

$$(AL + I) = \begin{pmatrix} C & I \\ I & D \end{pmatrix} \begin{pmatrix} 0 & I \\ 0 & 0 \end{pmatrix} + \begin{pmatrix} I & 0 \\ 0 & I \end{pmatrix} = \begin{pmatrix} 0 & C \\ 0 & I \end{pmatrix} + \begin{pmatrix} I & 0 \\ 0 & I \end{pmatrix} = \begin{pmatrix} I & C \\ 0 & 0 \end{pmatrix}.$$

Similarly,

$$(AU + I) = \begin{pmatrix} C & I \\ I & D \end{pmatrix} \begin{pmatrix} 0 & 0 \\ 0 & I \end{pmatrix} + \begin{pmatrix} I & 0 \\ 0 & I \end{pmatrix} = \begin{pmatrix} I & 0 \\ D & 0 \end{pmatrix} + \begin{pmatrix} I & 0 \\ 0 & I \end{pmatrix} = \begin{pmatrix} 0 & 0 \\ D & I \end{pmatrix}.$$
Theorem 1. Suppose \( G \) is a graph with \( 2n \) vertices whose lights out transition matrix has the form
\[
A = \begin{pmatrix} C & I_n \\ I_n & D \end{pmatrix}.
\]
If the product \( CD \) is nilpotent, then \( A \) is invertible, and the oscillating strategy will solve any initial configuration on \( G \). Specifically, if \( (CD)^m \) is the zero matrix, then at most \( m + 1 \) oscillations are required.

Proof. A straightforward inductive argument shows that for \( k \geq 1 \),
\[
[(AL + I)(AU + I)]^k = \begin{pmatrix} (CD)^k (CD)^{k-1} C \\ 0 & 0 \end{pmatrix}.
\]
So if \( (CD)^m = 0 \) and if \( g \) is any initial configuration, \( [(AL + I)(AU + I)]^{m+1} g = 0 \), and we see that \( m + 1 \) iterations will suffice to solve \( g \).

It remains to show that \( A \) is invertible. Since we have shown that the oscillating strategy will solve any configuration \( g \), and since there are \( 2^{2n} \) possible configurations and the same number of possible strategies, we see that for each game there is precisely one strategy that solves it. So \( As = g \) has a unique solution \( s \) for each game \( g \). This means that \( A \) is invertible. \( \Box \)

Examples

In each example, \( G \) is a Petersen-like graph with \( 2n \) vertices and with lights out transition matrix \( A = \begin{pmatrix} C & I_n \\ I_n & D \end{pmatrix} \).

Example 2. Suppose \( n \) is even, \( C = I_n \), and \( D \) is the all-ones matrix. Since \( n \) is even and we are working over \( \mathbb{F}_2 \), one has \( (CD)^2 = D^2 = 0 \) (the zero matrix). In graph theoretic terms, the lower vertices have no edges among them, while the upper vertices induce the complete graph \( K_n \). According to Theorem 1, at most three iterations of the oscillating strategy will solve any game.

Note that playing Lights Out on \( K_n \) itself is quite boring. Pushing any single vertex changes the state of every vertex. Hence the only solvable games are \( 0 \) and \( 1 \). It is interesting that adding a “dead end” edge to each vertex of \( K_n \) transforms it into a graph where every game is solvable, and where the oscillating strategy can solve any game.

Example 3. Suppose \( m \) is a natural number and \( n = 2m \). Let
\[
C = \begin{pmatrix} I_m & I_m \\ I_m & I_m \end{pmatrix}, \quad D = \begin{pmatrix} T & S \\ S & T \end{pmatrix},
\]
where \( S \) and \( T \) may be any \( m \times m \) symmetric matrices over \( \mathbb{F}_2 \) such that \( T \) has ones along its main diagonal. Then in block form, each of the four blocks of \( CD \)
Figure 2. The Petersen graph $P(6, 3)$.

is $S + T$, and since we are working over $\mathbb{F}_2$, we know $(CD)^2$ is the zero matrix. According to Theorem 1, at most three iterations suffice to solve any game.

If $T = I_m$ and $S = 0$, then $G$ is isomorphic to $m$ copies of the path graph $P_4$. In this setting, the upper vertices have valence 1, and the lower vertices have valence 2.

If $T$ is the $m \times m$ tridiagonal matrix, and $S$ is the $m \times m$ matrix with ones in the upper-right and lower-left corners only, then $G$ is the Petersen graph $P(2m, m)$. See Figure 2.

Corollary 4. For every natural number $m$, the transition matrix for the Petersen graph $P(2m, m)$ is invertible, and at most three iterations of the oscillating strategy suffice to solve any game.

Example 5. Suppose $n$ is even. Let $C = (c_{i,j})$ be the $n \times n$ matrix where $c_{1,1} = 1$, all other entries in the first row and column are zero, and if $i > 1$ and $j > 1$, then $c_{i,j} = 1$. In graph theoretic terms, the lower vertices induce the graph that is the union of the isolated vertex $v_1$ with the complete graph on $v_2, \ldots, v_n$. Let $D$ be the $n \times n$ matrix with ones in the first row and column, ones on the main diagonal, and zeros elsewhere. In graph theoretic terms, the upper vertices induce the star graph $K_{1,n-1}$ with hub at $v_{n+1}$. It is a simple matter to check that $C = C^2$, so $C$ is not nilpotent. Also, $D^n = D^2$ is the matrix obtained from $D$ by swapping all ones with zeros and zeros with ones, so $D$ is not nilpotent. Yet one readily verifies that $(CD)^2$ is the zero matrix, so Theorem 1 applies: every game on $G$ is solvable, and at most three iterations of the oscillating strategy suffice to solve any game.

Example 6. Suppose $n$ is even. Let $C = (c_{i,j})$ be the $n \times n$ matrix where $c_{1,1} = c_{2,2} = 1$, all other entries in the first two rows and columns are zero, and for either $i > 2$ or $j > 2$, we have $c_{i,j} = 1$. In graph theoretic terms, the lower vertices induce the graph that is the union of isolated vertices $v_1$ and $v_2$ with the complete graph on $v_3, \ldots, v_n$. Let $D$ be the $n \times n$ matrix with ones in the first row and column, ones on the main diagonal, and zeros elsewhere (exactly the same as it was in
Example 5). In graph theoretic terms, the upper vertices induce the star graph $K_{1,n-1}$ with hub at $v_{n+1}$. It is a simple matter to check that $C^n = C^2$ has precisely two ones, in positions (1, 1) and (2, 2), so $C$ is not nilpotent. Also, $D^n = D^2$ is the matrix obtained from $D$ by swapping all ones with zeros and zeros with ones, so $D$ is not nilpotent. Yet one readily verifies that $(CD)^3$ is the zero matrix, so Theorem 1 applies: every game on $G$ is solvable, and at most four iterations of the oscillating strategy suffice to solve any game.

These examples should make clear that Theorem 1 is widely applicable. In particular, the last two examples show that for every even $n$ there are multiple Petersen-like graphs for which neither $C$ nor $D$ is nilpotent, but $CD$ is.

A restriction

In each example from the previous section, $G$ is a Petersen-like graph where Theorem 1 applies: $G$ has $\sigma^+$ transition matrix $A = (C \ I_n \ D)$, and the product $CD$ is nilpotent. Observe that in each example, $C$ and $D$ are $n \times n$ matrices where $n$ is even. This is no accident.

**Theorem 7.** Suppose $C$ and $D$ are symmetric $n \times n$ matrices over a field of characteristic 2, with ones along their main diagonals. If $CD$ is nilpotent, then $n$ is even.

Before proving this, we present a lemma:

**Lemma 8.** Suppose $C = (c_{i,j})$ and $D = (d_{i,j})$ are symmetric $n \times n$ matrices over a field of characteristic 2, with ones along their main diagonals. Then the trace

$$\text{tr}(CD) = 0 \text{ if and only if } n \text{ is even.}$$

**Proof of Lemma 8.** The $k$-th diagonal entry of $CD$ is

$$c_{k,1}d_{1,k} + c_{k,2}d_{2,k} + \cdots + c_{k,n}d_{n,k} = c_{1,k}d_{1,k} + c_{2,k}d_{2,k} + \cdots + c_{n,k}d_{n,k}$$

since $C$ is symmetric. The expression on the right is the sum of the entries in the $k$-th column of the Hadamard product $C \circ D$. Summing over all columns $k$, we see that $\text{tr}(CD)$ is the sum of all entries of $C \circ D$. But $C \circ D$ is symmetric, since $C$ and $D$ are, and has ones on its main diagonal since each of $C$ and $D$ do. Therefore, the nondiagonal entries appear in pairs (and so cancel modulo 2), and the sum of the diagonal entries is $n$. So over a field of characteristic 2, we have $\text{tr}(CD) \equiv n \pmod{2}$. □

**Proof of Theorem 7.** We prove the contrapositive. Suppose $n$ is odd. The characteristic polynomial of an $n \times n$ matrix $M$ over a field of characteristic 2 has $\text{tr}(M) \pmod{2}$ as the coefficient to the term with power $n - 1$. Since $n$ is odd, the lemma says that $\text{tr}(CD)$ is nonzero. Therefore the characteristic polynomial of $CD$ has a nonzero coefficient for the term with power $n - 1$. This means that $CD$ has a nonzero eigenvalue, and therefore cannot be nilpotent. □
Results for Petersen graphs

The transition matrix \( A(G) \) governs the behavior of the \( \sigma^+ \) game on \( G \), and its nullity is particularly important. If \( G \) has \( n \) vertices, there are \( 2^n \) configurations on \( G \). If \( A(G) \) has nullity \( k \), then there are \( 2^k \) nullspace vectors in \( (\mathbb{F}_2)^n \). This means there are \( 2^{n-k} \) solvable games on \( G \), and every solvable game has \( 2^k \) distinct strategies that solve it: if strategy \( s \) solves game \( g \), so does \( s + n \in (\mathbb{F}_2)^n \) for each nullspace vector \( n \). If \( A(G) \) is nonsingular, then every game is solvable and has a unique solution.

Our first goal is to determine which Petersen graphs have nonsingular transition matrices.

**Lemma 9.** If \( G \) is a graph where every vertex is odd-valent, then the \( \sigma^+ \) transition matrix \( A(G) \) is singular. In particular, the all-on strategy \( 1 \) is in the nullspace of \( A(G) \).

**Proof.** Suppose every vertex in \( G \) is odd-valent. Consider the strategy \( 1 \), where every button is pushed once. Let \( v \) be a button. Since \( v \) gets pushed, it changes state once on that account. But \( v \) has odd valence, so in addition it will change state an odd number of times (once for each button adjacent to it). So ultimately \( v \) changes state an even number of times, and hence is left unchanged. Therefore \( 1 \) is in the nullspace of \( A(G) \), so \( A(G) \) must be singular. \( \Box \)

**Corollary 10.** If \( G \) is a graph where every vertex is odd-valent, and \( s \) is a strategy that solves the \( \sigma^+ \) game \( g \), then the complementary strategy \( 1 - s \) also solves game \( g \).

**Proof.** Suppose \( s \) solves game \( g \). This means \( As = g \), where \( A = A(G) \) is the transition matrix for \( G \). Since we are working modulo 2, we know \( 1 - s = 1 + s \), and we have

\[
A(1 - s) = A1 + As = As = g,
\]

since \( A1 = 0 \) by **Lemma 9**. So strategy \( 1 - s \) also solves game \( g \). \( \Box \)

We now focus on Petersen graphs. **Corollary 4** tells us that the transition matrix for \( P(2n, n) \) is invertible, and that the oscillating strategy can be used to solve any game on this graph. Note that for graphs of this type, the lower vertices have valence 2, while the upper vertices have valence 3.

**Theorem 11.** The generalized Petersen graph \( P(n, k) \) has nonsingular \( \sigma^+ \) transition matrix if and only if \( n = 2k \).

**Proof.** If \( n \neq 2k \), then \( P(n, k) \) is 3-regular, so by **Lemma 9** its transition matrix is singular. If \( n = 2k \), then **Corollary 4** guarantees that the transition matrix is nonsingular. \( \Box \)
While we have shown that the nullity of $A$ is strictly positive for the regular Petersen graphs, determining its precise value is a subtle business (see Table 1). Both Sutner [1988], and Anderson and Feil [1998] pointed out a similar situation for grid graphs, and much work was done subsequently to make sense of it [Barua and Ramakrishnan 1996; Goldwasser et al. 1997; Sutner 2000].

**Lemma 12.** Let $g$ and $h$ be vectors in $(\mathbb{F}_2)^n$. Then $g + h \in (\mathbb{F}_2)^n$ has even parity if and only if $g$ and $h$ have the same parity.

**Proof.** Let $m$ and $n$ be the light numbers of $g$ and $h$. Let $k$ be the number of coordinate positions where $g$ and $h$ both have the value 1. Then the light number of $g + h$ is

$$(m - k) + (n - k) = m + n - 2k \equiv m + n \pmod 2.$$ 

But $m + n$ is even if and only if $m$ and $n$ have the same parity. \qed

**Lemma 13.** If $G$ is a graph where every vertex is odd-valent, and $g$ is a solvable game, then $g$ is even.

**Proof.** Let $A = A(G)$ be the transition matrix for $G$. Observe that $A$ has an even number of ones in each column, since $A = \text{Adj}(G) + I$, and the adjacency matrix for $G$ has an odd number of ones in each column and zeros on the diagonal. Now for any strategy $s$, the vector $As$ is the simply the sum of those columns of $A$ where $s$ has a one. It follows from Lemma 12 that any such sum has even parity. So if $As = g$, it must be the case that $g$ has even parity. \qed

**Corollary 14.** If $G$ is a graph where every vertex is odd-valent, and the nullity of $A(G)$ is 1, then the solvable games are precisely the games with an even number of lights lit. Every solvable game has precisely two solutions, and they are complements of each other.

**Proof.** On any graph, precisely half of all possible games have an even light number. If the nullity of the transition matrix for any graph is 1, precisely half of all games are solvable (and every solvable game has two solutions). But Lemma 13 says that on an odd-valent graph, every solvable game has an even light number, hence these two sets (solvable games and games with an even light number) must agree. If strategy $s$ solves game $g$, Corollary 10 guarantees the complement $1 - s$ is the other solution. \qed

Table 1 shows that among the various Petersen graphs, there are many examples satisfying the assumptions of Corollary 14 (e.g., $P(n, 1)$ when $n$ is odd). Other questions and conjectures are suggested by the table. For example, it seems natural to conjecture that the parity of $n$ matches the parity of the nullity of $A(P(n, k))$ for all $k$. 


Table 1. Nullity of $A(P(n, k))$ for $n \leq 40$. 

<table>
<thead>
<tr>
<th>$n \downarrow$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
<th>17</th>
<th>18</th>
<th>19</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>2</td>
<td>6</td>
<td>6</td>
<td>2</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>1</td>
<td>5</td>
<td>5</td>
<td>9</td>
<td>1</td>
<td>1</td>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>9</td>
<td>1</td>
<td>9</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td></td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>4</td>
<td>6</td>
<td>8</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>8</td>
<td>6</td>
<td>4</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>1</td>
<td>5</td>
<td>5</td>
<td>1</td>
<td>1</td>
<td>5</td>
<td>5</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>29</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>2</td>
<td>6</td>
<td>6</td>
<td>10</td>
<td>2</td>
<td>2</td>
<td>6</td>
<td>6</td>
<td>2</td>
<td>2</td>
<td>10</td>
<td>6</td>
<td>6</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>31</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>33</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>34</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>10</td>
<td>2</td>
<td>10</td>
<td>2</td>
<td>2</td>
<td>10</td>
<td>2</td>
<td>10</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>35</td>
<td>1</td>
<td>5</td>
<td>5</td>
<td>1</td>
<td>1</td>
<td>5</td>
<td>5</td>
<td>1</td>
<td>1</td>
<td>5</td>
<td>5</td>
<td>1</td>
<td>1</td>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>36</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>37</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>38</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>39</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>4</td>
<td>6</td>
<td>8</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>8</td>
<td>6</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>6</td>
<td>8</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>6</td>
<td>4</td>
<td>0</td>
</tr>
</tbody>
</table>
AN ITERATIVE STRATEGY FOR LIGHTS OUT ON PETERSEN GRAPHS

<table>
<thead>
<tr>
<th>Graph</th>
<th>Oscillating strategy</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P(4, 1)$</td>
<td>$L$</td>
</tr>
<tr>
<td>$P(5, 2)$</td>
<td>$L$</td>
</tr>
<tr>
<td>$P(6, 1)$</td>
<td>$LUL$</td>
</tr>
<tr>
<td>$P(6, 2)$</td>
<td>$UL$</td>
</tr>
<tr>
<td>$P(9, 3)$</td>
<td>$LUL$</td>
</tr>
<tr>
<td>$P(12, 1)$</td>
<td>$LULUL$</td>
</tr>
<tr>
<td>$P(12, 3)$</td>
<td>$LULULULUL$</td>
</tr>
<tr>
<td>$P(12, 5)$</td>
<td>$LULUL$</td>
</tr>
<tr>
<td>$P(18, 3)$</td>
<td>$LULUL$</td>
</tr>
<tr>
<td>$P(18, 6)$</td>
<td>$LULU$</td>
</tr>
<tr>
<td>$P(36, 3)$</td>
<td>$LULULULUL$</td>
</tr>
<tr>
<td>$P(36, 15)$</td>
<td>$LULULULUL$</td>
</tr>
</tbody>
</table>

Table 2. Regular Petersen graphs $P(n, k)$ with $n \leq 72$ where an oscillating strategy suffices to solve any solvable game. Read each strategy from left to right. For example, $UL$ means first push the upper buttons (opposite lit lower buttons), then push lower buttons (opposite lit upper buttons).

The oscillating strategy on other Petersen graphs

Even when $n \neq 2k$, the oscillating strategy, repeated a finite number of times, will suffice to solve all solvable games on certain Petersen graphs. The proof for each such result is much like the proof of Theorem 1, but matters can be a bit more subtle since the oscillating matrix need not be zero; it need only be the case that every solvable game is in its nullspace.

Table 2 shows the regular Petersen graphs with $n \leq 72$ (and $k < n/2$) for which an oscillating strategy suffices to solve every solvable game. A minimal oscillation sequence is given for each such graph. Playable versions of these games can be found online at [Antonick 2013; Torrence 2016].
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A family of elliptic curves of rank $\geq 4$

Farzali Izadi and Kamran Nabardi

(Communicated by Ken Ono)

In this paper we consider a family of elliptic curves of the form $y^2 = x^3 - c^2x + a^2$, where $(a, b, c)$ is a primitive Pythagorean triple. First we show that the rank is positive. Then we construct a subfamily with rank $\geq 4$.

1. Introduction

As is well known, an elliptic curve $E$ over a field $\mathbb{K}$ can be explicitly expressed by the generalized Weierstrass equation of the form

$$E : y^2 + a_1xy + a_3y = x^3 + a_2x^2 + a_4x + a_6,$$

where $a_1, a_2, a_3, a_4, a_6 \in \mathbb{K}$. In this paper we are interested in the case where $\mathbb{K} = \mathbb{Q}$. By the Mordell–Weil theorem [Washington 2008], every elliptic curve over $\mathbb{Q}$ has a commutative group $E(\mathbb{Q})$ which is finitely generated, i.e., $E(\mathbb{Q}) \cong \mathbb{Z}^r \times E(\mathbb{Q})_{\text{tors}}$, where $r$ is a nonnegative integer and $E(\mathbb{Q})_{\text{tors}}$ is the subgroup of elements of finite order in $E(\mathbb{Q})$. This subgroup is called the torsion subgroup of $E(\mathbb{Q})$ and the integer $r$ is called the rank of $E$ and is denoted by rank $E$.

By Mazur’s theorem [Silverman and Tate 1992], the torsion subgroup $E(\mathbb{Q})_{\text{tors}}$ is one of the following 15 groups: $\mathbb{Z}/n\mathbb{Z}$ with $1 \leq n \leq 10$ or $n = 12$ or $\mathbb{Z}/2\mathbb{Z} \times \mathbb{Z}/2m\mathbb{Z}$ with $1 \leq m \leq 4$. Besides, it is not known which values of rank $r$ are possible. The folklore conjecture is that a rank can be arbitrarily large, but it seems to be very hard to find examples with large ranks. The current record is an example of an elliptic curve over $\mathbb{Q}$ with rank $\geq 28$, found by Elkies in May 2006 (see [Dujella 2012]).

Having classified the torsion part, one is interested in seeing whether or not the rank is unbounded among all the elliptic curves. There is no known guaranteed algorithm to determine the rank and it is not known which integers can occur as ranks.

Specialization is a significant technique for finding a lower bound for the rank of a family of elliptic curves. One can consider an elliptic curve on the rational function field $\mathbb{Q}(T)$ and then obtain elliptic curves over $\mathbb{Q}$ by specializing the variable $T$ to suitable values $t \in \mathbb{Q}$ (see [Silverman 1994, Chapter III, Theorem 11.4] for more details).

**MSC2010:** primary 11G05; secondary 14H52, 14G05.

**Keywords:** elliptic curves, rank, Pythagorean triple.
details). Using this technique, Nagao and Kouya [1994] found curves of rank \( \geq 21 \), and Fermigier [1996] obtained a curve of rank \( \geq 22 \).

In order to determine \( r \), one should find the generators of the free part of the Mordell–Weil group. Determining the associated height matrix is a useful technique for finding a set of generators. In the following, we briefly describe it.

Let \( m/n \in \mathbb{Q} \), where \( \gcd(m, n) = 1 \). Then the height of \( m/n \) is defined by

\[
h\left(\frac{m}{n}\right) = \log(\max\{|m|, |n|\}).
\]

Corresponding to \( P = (x, y) \in E(\mathbb{Q}) \), we define

\[
H(P) = h(x) \quad \text{and} \quad \hat{h}(P) = \frac{1}{2} \lim_{N \to \infty} \frac{H(2^N \cdot P)}{4^N},
\]

where \( H(P) \) is called the canonical height of \( P \in E(\mathbb{Q}) \). The Néron–Tate pairing to an elliptic curve is defined by

\[
\langle \cdot, \cdot \rangle : E(\mathbb{Q}) \times E(\mathbb{Q}) \to \mathbb{R}, \quad \langle P, Q \rangle = \hat{h}(P + Q) - \hat{h}(P) - \hat{h}(Q).
\]

The associated height matrix to \( \{P_i\}_{i=1}^r \) is

\[
\mathcal{H} := (\langle P_i, P_j \rangle)_{1 \leq i \leq r, 1 \leq j \leq r}.
\]

If \( \det \mathcal{H} \neq 0 \), then the points \( \{P_i\}_{i=1}^r \) are linearly independent and rank \( E(\mathbb{Q}) \geq r \) (see [Silverman 1994, Chapter III] for more details and proofs).

In this work we deal with a family of elliptic curves which are related to the Pythagorean triples and, by using both the specialization and, the associated height matrix techniques, prove the following theorem.

**Main Theorem 1.1.** Let \((a, b, c)\) be a primitive Pythagorean triple. Then, there are infinitely many elliptic curves of the form

\[
E : y^2 = x^3 - c^2x + a^2 \quad (1-1)
\]

with rank \( \geq 4 \).

If \((a, b, c)\) is a primitive Pythagorean triple, then one can easily check that \( a = i^2 - j^2, \ b = 2ij, \) and \( c = i^2 + j^2 \), where \( \gcd(i, j) = 1 \), and \( i, j \) have opposite parity. So, we can consider \((1-1)\) as

\[
E_{i,j} : y^2 = x^3 - (i^2 + j^2)^2x + (i^2 - j^2)^2. \quad (1-2)
\]

It is clear that two points \( P_{i,j} = (0, i^2 - j^2) \) and \( Q_{i,j} = (i^2 + j^2, i^2 - j^2) \) are on \((1-2)\) and so rank \( E_{i,j} > 0 \). In the next section, we construct a subfamily with rank \( \geq 3 \).

**2. A subfamily with rank \( \geq 3 \)**

First, we look at \((1-2)\) as a one-parameter family by letting

\[
a = t^2 - 1, \quad b = 2t, \quad c = t^2 + 1, \quad (2-1)
\]
where $t \in \mathbb{Q}$. Then, instead of (1-2) one can take
\[ E_t : y^2 = x^3 - (t^2 + 1)^2x + (t^2 - 1)^2, \quad t \in \mathbb{Q}. \] (2-2)

**Lemma 2.1.** There are infinitely many elliptic curves of the form (2-2) with rank $\geq 3$.

**Proof.** Clearly we have two points
\[ P_t = (0, t^2 - 1), \quad Q_t = (t^2 + 1, t^2 - 1). \] (2-3)
We impose another point in (2-2) with $x$-coordinate 1. This implies $1 - 4t^2$ is a square, say $v^2$. Then $1 - 4t^2 = v^2$ defines a circle of the form $(2t)^2 + v^2 = 1$. Hence
\[ t = \frac{\alpha}{\alpha^2 + 1}, \quad v = \frac{\alpha^2 - 1}{\alpha^2 + 1}, \] (2-4)
with $\alpha \in \mathbb{Q}$. Then, instead of (2-2), one can take
\[ E_\alpha : y^2 = x^3 - \left(\left(\frac{\alpha}{\alpha^2 + 1}\right)^2 + 1\right)x + \left(\left(\frac{\alpha}{\alpha^2 + 1}\right)^2 - 1\right)^2, \] (2-5)
having three points
\[ P_\alpha = \left(0, \left(\frac{\alpha}{\alpha^2 + 1}\right)^2 - 1\right), \quad Q_\alpha = \left(\left(\frac{\alpha}{\alpha^2 + 1}\right)^2 + 1, \left(\frac{\alpha}{\alpha^2 + 1}\right)^2 - 1\right), \quad R_\alpha = (1, \frac{\alpha^2 - 1}{\alpha^2 + 1}). \]

When we specialize to $\alpha = 2$, we obtain a set of points $S = \{P_2, Q_2, R_2\} = \{(0, \frac{-21}{25}), (\frac{29}{25}, \frac{-21}{25}), (1, \frac{3}{5})\}$ on
\[ E_2 : y^2 = x^3 - \frac{841}{25}x + \frac{44}{25}. \] (2-6)
Using SAGE, one can easily check that the associated height matrix of $S$ has nonzero determinant $\approx 22.879895 \neq 0$ showing that these three points are independent and so rank $E_2 \geq 3$. The specialization result of Silverman [1994] implies that for all but finitely many rational numbers, rank $E_\alpha \geq 3$. \qed

**3. Proof of the main theorem**

We impose another point with $x$-coordinate $-2\alpha/(\alpha^2 + 1)$ in (2-5). Hence we want $1 + 2\alpha/(\alpha^2 + 1)$ to be a square. It suffices that $\alpha^2 + 1$ is a square, say $\beta^2$. Therefore,
\[ \alpha = \frac{2m}{1 - m^2}, \quad \beta = \frac{m^2 + 1}{1 - m^2}, \] (3-1)
where $m \in \mathbb{Q}$. From the above expressions, one can transform (2-5) to
\[ E_m : y^2 = x^3 - \frac{(m^8 + 8m^6 - 2m^4 + 8m^2 + 1)^2}{(2m^2 + m^4 + 1)^4}x + \frac{(m^8 + 14m^4 + 1)^2}{(2m^2 + m^4 + 1)^4}. \] (3-2)
So we get the four points
\[ P_m = (0, \gamma), \quad R_m = \left(1, \frac{(m^2 - 2m - 1)(m^2 + 2m - 1)}{(m^2 + 1)^2}\right), \quad Q_m = \left(\frac{m^8 + 8m^6 - 2m^4 + 8m^2 + 1}{(m^2 + 1)^4}, \gamma\right), \quad S_m = \left(\frac{4m(m^2 - 1)}{m^4 + 2m^2 + 1}, \frac{(m^2 - 2m - 1)}{m^2 + 1}\right), \]
where
\[ \gamma = \frac{(m^4 - 2m^3 + 2m^2 + 2m + 1)(m^4 + 2m^3 + 2m^2 - 2m + 1)}{(m^2 + 1)^4}. \]

By specialization to \( m = 2 \) in (3-2), we have
\[ E_2 : y^2 = x^3 - \frac{591361}{390625}x + \frac{231361}{390625}, \quad (3-3) \]
and the set of points \( S = \{ P_2, Q_2, R_2, S_2 \} = \{(0, \frac{481}{625}), (\frac{769}{625}, \frac{481}{625}), (1, \frac{7}{5}), (\frac{24}{25}, \frac{481}{3125})\} \) on it. The associated height matrix of these four points has nonzero determinant \( \approx 722.7181 \neq 0 \) showing that these points are independent and so rank \( E_2 \geq 4 \). However, by using SAGE we see that rank \( E_2 = 5 \). Again, by specialization, we can conclude that for all but finitely many elliptic curves of the form (3-2), we have rank \( \geq 4 \).
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Splitting techniques and Betti numbers of secant powers
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Using ideal-splitting techniques, we prove a recursive formula relating the Betti numbers of the secant powers of the edge ideal of a graph $H$ to those of the join of $H$ with a finite independent set. We apply this result in conjunction with other splitting techniques to compute these Betti numbers for wheels, complete graphs and complete multipartite graphs, recovering and extending some known results about edge ideals.

1. Introduction

Let $R$ be a polynomial ring in finitely many variables over a base field $\mathbb{K}$. One approach to studying modules over $R$ is by constructing free resolutions and studying properties of these. If $M$ is a finitely generated graded $R$-module, Hilbert’s syzygy theorem implies that there exists a free resolution with only finitely many terms. Furthermore, one can show that among these free resolutions, there is one which is minimal (in a sense which will be made precise later), and thereby defines a collection of integers, the Betti numbers of $M$. Of particular interest is the case when the module in question is an ideal of $R$. Even more specifically, if $G$ is a simple graph with vertices $v_1, \ldots, v_n$, its edge ideal, $I(G)$, is the ideal in $R = \mathbb{K}[x_1, \ldots, x_n]$ generated by the monomials $x_ix_j$ such that $v_iv_j$ is an edge of $G$. The edge ideal was first defined by Villarreal [1995] and has attracted considerable interest as an algebraic object which encodes combinatorial information. In recent years, much attention has been devoted to studying the Betti numbers of edge ideals; see, for example, [Emtander 2009; Francisco et al. 2009; Hà and Van Tuyl 2007; 2008; Jacques 2004]. Betti numbers are also of interest in algebraic geometry [Sidman and Vermeire 2009; 2011], as the edge ideal defines a (not necessarily irreducible) variety in $n$-dimensional projective space over $\mathbb{K}$.

**MSC2010**: primary 13D02; secondary 05C25.
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A more general problem is that of computing the Betti numbers of the secant powers of the edge ideal. The actual definition of the secant powers of an ideal is somewhat delicate, but the idea is not hard to grasp. The first secant power is the ideal itself, and if $V$ is the variety in $n$-dimensional projective space over $\mathbb{K}$ defined by the ideal, then its $r$-th secant power is the ideal which defines the $r$-th secant variety of $V$. The Betti numbers of secant powers of the edge ideal have also been studied in the literature (see [Cranfill 2009; Rosen 2009], and especially [Sidman and Vermeire 2009; 2011]) but not nearly as extensively as those of the edge ideal. For convenience of reference, we will use the phrase “Betti numbers of $G$” throughout this article as shorthand for “Betti numbers of the secant powers of the edge ideal of $G$”.

In his Ph.D. thesis, Jacques [2004] studied and computed the Betti numbers of the edge ideals corresponding to various classes of graphs, including cycles, paths, forests, complete graphs, and complete bipartite graphs. His main tool was a formula of Hochster [1977] which expresses the Betti numbers of a Stanley–Reisner ring over a simplicial complex in terms of the (simplicial) homology of the complex. Using this formula, Jacques was able to give exact computations of all the Betti numbers of complete graphs and complete bipartite graphs. His techniques have been applied in several works since (for example, [Emtander 2009]) and have proven to be quite fruitful.

An alternative approach to computing Betti numbers of edge ideals was initiated by Tài Hà and Van Tuyl [2007; 2008]; see in particular Theorems 3.6 and 4.6 of their 2007 paper. This technique, called ideal splitting, goes back to the work of Eliahou and Kervaire [1990] in the ungraded case and Fatabbi [2001] in the graded case. The idea is to decompose the (monomial) ideal under consideration into simpler pieces, and make use of a formula relating the Betti numbers of the pieces to the Betti numbers of the original ideal. The advantage of this approach is that it obviates the need to compute simplicial homology groups and allows, at least in some cases, for the calculation of Betti numbers by induction.

The present article is written in the spirit of [Hà and Van Tuyl 2007], but the notion of ideal splitting is applied in a different way, and in a different setting. Using a combinatorial description of higher secant ideals due to Sturmfels and Sullivant [2006], we derive a recursive formula (Theorem 4.4) which allows us to relate the Betti numbers of the join of a graph with a finite independent set to the Betti numbers of the graph itself. Since complete graphs and complete bipartite graphs can both be constructed by iterating this type of join operation, one can use this formula to compute the Betti numbers of all the secant powers of their edge ideals. In the process, we recover Jacques’s calculations (for the edge ideal itself) by purely combinatorial means, without recourse to Hochster’s formula. We emphasize that all our results are independent of the choice of base field $\mathbb{K}$.
2. Preliminaries

We now provide some background on minimal free resolutions; more detail may be found in any standard book on the subject, for example [Eisenbud 1995].

Throughout this article, we fix a base field $\mathbb{K}$. Let $x_1, \ldots, x_j$ be independent indeterminates and $R = \mathbb{K}[x_1, \ldots, x_j]$. Then $R$ is an $\mathbb{N}$-graded ring in the natural way: $R = \bigoplus_e R_e$, where $R_e$ is the $\mathbb{K}$-vector space spanned by the monomials in $x_1, \ldots, x_j$ of total degree $e$. Note also that $R$ has a unique maximal ideal $\mathfrak{m}$ consisting of all elements of positive degree. For any integer $d$, we denote by $R(d)$ the graded ring whose degree-$e$ part is $R_{d+e}$. An ideal $I \subseteq R$ is called a monomial ideal if it is generated by monomials.

Now suppose that $I$ is an ideal of $R$. Because $R/I$ is finitely generated as an $R$-module, Hilbert’s syzygy theorem [Eisenbud 1995, Corollary 19.7] implies that it has a finite resolution by free modules; that is, there exists an integer $n \leq t + 1$, finitely generated free $R$-modules $F_0, \ldots, F_n$, and $R$-module homomorphisms $\phi_i : F_i \to F_{i-1}$, for $i = 1, \ldots, n$, and $\phi_0 : F_0 \to R/I$ such that

$$0 \to F_n \xrightarrow{\phi_n} F_{n-1} \xrightarrow{\phi_{n-1}} \cdots \to F_1 \xrightarrow{\phi_1} F_0 \xrightarrow{\phi_0} R/I \to 0$$

is an exact sequence.

It can be shown [Eisenbud 1995, Theorem 20.2] that $R/I$ has a minimal free resolution of the above form, meaning that $\phi_i(F_i) \subseteq \mathfrak{m}F_{i-1}$ for $i = 1, \ldots, n$. Furthermore, any two minimal free resolutions of $I$ are isomorphic (as chain complexes), so the $F_i$ are uniquely determined (as $R$-modules) up to isomorphism. Thus, each free module $F_i$ may be written $\bigoplus_j R(-j)^{b_{i,j}(I)}$ in such a way so as to ensure that each of the maps $\phi_1, \ldots, \phi_n$ is a homomorphism of graded $R$-modules. Note that since $F_i$ is finitely generated as an $R$-module, $b_{i,j}(I) = 0$ for all but finitely many $j$. The numbers $b_{i,j}(I)$ are called the (graded) Betti numbers of $I$. It is clear that for any $R$ and nonzero ideal $I \subseteq R$, we have $b_{0,0}(I) = 1$ and $b_{0,j}(I) = 0$ for $j \neq 0$.

Since exactness is preserved under flat base change, we immediately have:

**Proposition 2.1.** If $R'$ is a flat graded $R$-algebra, then for any ideal $I$,

$$b_{i,j}(I \otimes_R R') = b_{i,j}(I).$$

We are interested in the case $R = \mathbb{K}[x_1, \ldots, x_m]$, $R' = \mathbb{K}[x_1, \ldots, x_m, y_1, \ldots, y_n]$, where $x_1, \ldots, x_m, y_1, \ldots, y_m$ are independent indeterminates. In this situation, $I \otimes_R R'$ is simply the extension of the ideal $I \subseteq R$ to the larger ring $R'$.

It is also worth recording a standard result which follows directly from the construction of the Koszul complex:

**Proposition 2.2** [Eisenbud 1995, Corollary 19.3]. For $i \geq 0$, we have $b_{i,i}(\mathfrak{m}) = \binom{i}{i}$.

We will also be studying the secant powers of various monomial ideals in $R$. Since the definition itself is rather complicated and formulated in greater generality
than we will need, we omit it here and instead refer the interested reader to [Simis and Ulrich 2000] or [Sturmfels and Sullivant 2006] for details. The points we will need may be summarized as follows. There is an operation \( \ast \) on ideals of \( R \) called the join, which is both associative and commutative. If \( I \) is a ideal of \( R \), we define its secant powers by \( I^{[0]} = m, \ I^{[1]} = I, \) and, for \( r > 1 \), \( I^{[r]} = I \ast I^{[r-1]} \). Moreover, if \( I \) is a monomial ideal, then there is a convenient method for computing the generators of its secant powers in terms of its own generators (see [Simis and Ulrich 2000, Proposition 3.1] for details). The “secant” terminology comes from algebraic geometry: if one considers \( I \) as defining a variety \( V \) in \( n \)-dimensional projective space over \( \mathbb{K} \), then \( I^{[r]} \) defines the \( r \)-fold secant variety of \( V \).

### 3. Edge ideals and splitting

In this section, we define the edge ideal of a graph and recall a result which allows for a simple combinatorial description of a minimal generating set for each of its secant powers. Throughout this article, all graphs are assumed to be simple, with a finite vertex set. Given a subset \( S \) of vertices in a graph \( G \), we denote by \( G_S \) the subgraph of \( G \) induced by \( S \), i.e., the graph whose vertex set is \( S \) and whose edge set consists of those edges of \( G \), both of whose endpoints lie in \( S \). We denote by \( K_m \) the complete graph on \( m \) vertices and by \( \overline{G} \) the complement of a graph \( G \). If \( G \) and \( H \) are graphs with disjoint vertex sets, the join of \( G \) and \( H \), denoted \( G \vee H \), is the graph whose vertex set is \( V(G) \cup V(H) \), and whose edge set is \( E(G) \cup E(H) \cup \{uv : u \in V(G), v \in V(H)\} \). (This join operation on graphs is not related to the join of ideals defined in Section 2.) Intuitively, one may think of the join of two graphs as constructed by taking disjoint copies of each and adding all possible edges with one endpoint in each of the two graphs. The join operation on graphs is easily seen to be associative. Finally, we denote by \( \chi(G) \) the chromatic number of \( G \); this is the smallest positive integer \( k \) such that there exists an assignment of an integer from \( \{1, \ldots, k\} \) to each vertex of \( G \) in such a way that no two adjacent vertices are labeled with the same integer. For further details on graph theory, we refer the reader to [West 1996] or any other standard textbook on the subject.

Let \( G \) be graph with vertex set \( V(G) = \{v_1, \ldots, v_n\} \). Let \( x_1, \ldots, x_n \) be independent indeterminates, and let \( I(G) \) be the ideal of \( R = \mathbb{K}[x_1, \ldots, x_n] \) generated by all monomials \( x_i x_j \) such that \( v_i v_j \) is an edge of \( G \); we call \( I(G) \) the edge ideal of \( G \). If \( S = \{i_1, \ldots, i_m\} \subseteq \{1, \ldots, n\} \), we denote by \( M_S \) the monomial \( x_{i_1} \cdots x_{i_m} \in \mathbb{K}[x_1, \ldots, x_n] \). We also define

\[
C_r(G) = \{S \subseteq V(G) : \chi(G_S) = r + 1 \text{ and } \chi(G_T) \leq r \text{ for all proper } T \subseteq S\}.
\]

Sturmfels and Sullivant have given a convenient combinatorial description of the secant ideals \( I(G)^{[r]} \).
Theorem 3.1 [Sturmfels and Sullivant 2006, Theorem 3.2]. The ideal $I(G)^{(r)}$ is generated by $\{M_S : S \subseteq V(G) \text{ and } \chi(G_S) \geq r + 1\}$. A minimal generating set for $I(G)^{(r)}$ is given by $S_r(G) = \{M_S : S \in C_r(G)\}$.

The following elementary fact about monomial ideals is well known:

Proposition 3.2. Suppose $I$ and $J$ are monomial ideals in a polynomial ring $R$ over a field, generated (respectively) by monomial sets $A$ and $B$. Then $I \cap J$ is also a monomial ideal in $R$ and is generated by $\{\text{lcm}(a, b) : a \in A, b \in B\}$.

We now define the notion of a splittable ideal, due to Eliahou and Kervaire.

Definition 3.3 [Eliahou and Kervaire 1990]. A monomial ideal $I$ in a polynomial ring $R$ (over a field) is called splittable if there exist ideals $J$ and $K$ of $R$ and minimal generating sets $G(I)$, $G(J)$, and $G(K)$ for $I$, $J$, and $K$ (respectively), and a generating set $G(J \cap K)$ for $J \cap K$ such that:

1. $I = J + K$.
2. $G(I)$ is the disjoint union of $G(J)$ and $G(K)$.
3. There are functions $\phi : G(J \cap K) \to G(J)$ and $\psi : G(J \cap K) \to G(K)$ such that:
   a. For all $u \in G(J \cap K)$, we have $u = \text{lcm}(\phi(u), \psi(u))$.
   b. For every subset $C \subseteq G(J \cap K)$, both $\text{lcm}(\phi(C))$ and $\text{lcm}(\psi(C))$ strictly divide $\text{lcm}(C)$.

In this situation, we say that $I = J + K$ is a splitting of $I$ and refer to the pair $(\phi, \psi)$ as a splitting function.

Remark. In the original formulation of this definition, the generating set for $J \cap K$ was also required to be minimal. However, since every generating set contains a minimal generating set, the two formulations are in fact equivalent.

The following result of Fatabbi relates splittability to the computation of the Betti numbers of the ideal in question.

Theorem 3.4 [Fatabbi 2001, Proposition 3.2]. Suppose $I$ is a splittable monomial ideal in a polynomial ring over a field, with splitting $I = J + K$. Then

$$b_{i,j}(I) = b_{i,j}(J) + b_{i,j}(K) + b_{i-1,j}(J \cap K)$$

for all integers $i \geq 1$ and $j$, provided we interpret $b_{0,j}(J \cap K)$ as 0.

4. Main result

The goal of this section is to develop a formula relating the Betti numbers of the join of a graph $H$ with an edgeless graph to those of $H$ itself.

Let $v_1, \ldots, v_n$ be an ordering of the vertices in a graph $H$. Now let $w_1, \ldots, w_m$ be new vertices and, for $1 \leq \ell \leq m$, define $H_\ell$ as the join of $H$ with the edgeless
graph on \( W = \{w_1, \ldots, w_\ell\} \). If we set \( H_0 = H \), then we may view each \( H_\ell \), for \( 0 \leq \ell \leq m \), as isomorphic to \( H \vee K_\ell \). Now define \( R = R_0 = \mathbb{K}[x_1, \ldots, x_n] \) and \( R_\ell = \mathbb{K}[x_1, \ldots, x_n, y_1, \ldots, y_\ell] \) for \( 1 \leq \ell \leq m \).

**Lemma 4.1.** Suppose \( 1 \leq \ell \leq m \). Then the elements of \( C_r(H_\ell) \) are of two types:

(i) subsets \( S \subseteq V(H) \) such that \( S \in C_r(H) \),

(ii) subsets of the form \( S' \cup \{w\} \), where \( S' \in C_{r-1}(H) \) and \( w \in W \).

**Proof.** For convenience, set \( H' = H_\ell \), and suppose \( S \in C_r(H') \). If \( S \subseteq V(H) \), then clearly \( S \in C_r(H) \), so suppose \( S \) is not contained in \( V(H) \). We claim that \( S \) contains exactly one of \( w_1, \ldots, w_\ell \). Suppose to the contrary that \( w_i \) and \( w_j \) are both in \( S \), where \( 1 \leq i < j \leq \ell \), and let \( T = S - \{w_j\} \). Let \( f' : T \rightarrow \{1, \ldots, t\} \) be a proper coloring of \( T \). Since \( w_i \) is adjacent to all vertices of \( T \cap V(H) \), we have \( f'(w_i) \neq f'(v) \) for all \( v \in T \). Extend \( f' \) to a function \( f : S \rightarrow \{1, \ldots, t\} \) by setting \( f(w_j) = f'(w_i) \). Since \( w_j \) is not adjacent to any vertex of \( S \cap W \) but is adjacent to all vertices in \( T \cap V(H) \), \( f \) is a proper \( r \)-coloring of \( S \). This shows that \( \chi(H_S') \leq \chi(H_T') \). Since obviously \( \chi(H_T') \leq \chi(H_S') \), it follows that \( \chi(H_T') = \chi(H_S') \), contradicting the hypothesis \( S \in C_r(H') \). \( \square \)

We refer to members of \( C_r(H_\ell) \) as either of type (i) or type (ii), according to their classification in **Lemma 4.1**.

Define \( A_{0,0} = I(H)^{[r]} \), and, for \( 1 \leq k \leq \ell \leq m \), let \( A_{k,\ell} \) be the ideal of \( R_\ell \) generated by all \( M_S \) such that \( S \subseteq C_r(H_\ell) \) is of type (ii) and \( W \cap S = \{w_\ell\} \). Also define \( B_{0,0} = 0 \) and \( B_{k,\ell} = \sum_{j=1}^{k} A_{j,\ell} \) for \( 1 \leq k \leq \ell \leq m \). Note further that if \( 0 \leq k \leq \ell \leq \ell' \leq m \), then \( \chi(H_S') \leq \chi(H'_T) \). Since obviously \( \chi(H_T') \leq \chi(H_S') \), it follows that \( \chi(H_T') = \chi(H_S') \), contradicting the hypothesis \( S \in C_r(H') \). \( \square \)

**Lemma 4.2.** For \( 1 \leq k \leq \ell \leq m \), there are isomorphisms

\[
A_{k,\ell} \cong [I(H)^{[r-1]} \otimes_R R_\ell](-1) \quad \text{and} \quad A_{k,\ell} \cap I(H)^{[r]} \cong [I(H)^{[r]} \otimes_R R_\ell](-1)
\]

of graded \( R' \)-modules, and thus

\[
b_{i,j}(A_{k,\ell}) = b_{i,j-1}(I(H)^{[r-1]}), \quad b_{i,j}(A_{k,\ell} \cap I(H)^{[r]}) = b_{i,j-1}(I(H)^{[r]}).
\]

**Proof.** By **Lemma 4.1**, \( A_{k,\ell} \) is generated by monomials of the form \( y_k M_{S'} \), where \( S' \in C_{r-1}(H) \). Thus, \( A_{k,\ell} = y_k (I(H)^{[r-1]} \otimes_R R') \), which is isomorphic (as a graded \( R' \)-module) to \( [I(H)^{[r-1]} \otimes_R R'](-1) \). By **Proposition 2.1**, \( b_{i,j}(A_{k,\ell}) = b_{i,j-1}(I(H)^{[r-1]}) \), as predicted by the formula. Likewise, by **Proposition 3.2**, we see that \( A_{k,\ell} \cap I(H)^{[r]} \) is generated by monomials of the form \( y_k M_{S'} \), where \( S' \in C_r(H) \). Arguing as above, we have \( A_{k,\ell} \cap I(H)^{[r]} \cong I(H)^{[r]}(-1) \), whence the result. \( \square \)
Lemma 4.3. Let $r \geq 1$ and $1 \leq k \leq \ell \leq m$. Then there are splittings

$$B_{k,\ell} = B_{k-1,\ell} + A_{k,\ell}, \quad B_{k,\ell} \cap I(H)^{[r]} = B_{k-1,\ell} \cap I(H)^{[r]} + A_{k,\ell} \cap I(H)^{[r]}.$$ 

Thus,

$$b_{i,j}(B_{k,\ell}) = b_{i,j}(B_{k-1,\ell}) + b_{i,j-1}(I(H)^{[r-1]}), \quad b_{i,j}(B_{k,\ell} \cap I(H)^{[r]}) = b_{i,j}(B_{k-1,\ell} \cap I(H)^{[r]}) + b_{i,j-1}(I(H)^{[r]}) + b_{i-1,j-1}(B_{k-1,\ell} \cap I(H)^{[r]}).$$

Proof. We will prove the first formula, the second being similar, mutatis mutandis. By Lemma 4.1, a set of minimal generators for $A_{k,\ell}$ is given by $y_k M_{S'}$, where $S' \in C_{r-1}(H)$. By Proposition 3.2, a generating set for $B_{k-1,\ell} \cap A_{k,\ell}$ is given by the set of monomials $y_k M_{S'}$, where $S' \in C_r(H_k-1)$. Now let $\mu(S') = \max\{t : v_t \in S'\}$ and choose $T(S') \subseteq S' - \{v_{\mu(S')}\}$ such that $T(S') \in C_{r-1}(H_k-1)$. Observe also that $B_{k-1,\ell} \cap A_{k,\ell} \cong B_{k-1,\ell}(-1)$.

We claim that the correspondence $y_k M_{S'} \mapsto (M_{S'}, y_k M_{T(S')})$ defines a splitting function. The first and second conditions of Definition 3.3 are clearly satisfied. For the last condition, let $C = \{y_k M_{S'_d} : d \in D\}$ (where $D$ is some set indexing the monomials) be a subset of the generating set for $B_{k-1,\ell} \cap A_{k,\ell}$ described above. Then the first coordinate of the image of any element of $C$ under the above function does not involve the variable $y_k$. Furthermore, the second coordinate does not involve the variable $x_M$, where $M = \max_{d \in D} \mu(S'_d)$. This shows that $B_{k,\ell} = B_{k-1,\ell} + A_{k,\ell}$ defines a splitting. The remaining formulas follow from Theorem 3.4.

We now come to our main result.

Theorem 4.4. Let $H$ be graph and $r, m$ positive integers. Then for all $j$,

$$b_{1,j}(I(H_m)^{[r]}) = b_{1,j}(I(H)^{[r]}) + m b_{1,j-1}(I(H)^{[r-1]}),$$

and for $i \geq 2$,

$$b_{i,j}(I(H_m)^{[r]}) = b_{i,j}(I(H_{m-1})^{[r]}) + b_{i,j-1}(I(H)^{[r-1]}) + b_{i-1,j-1}(I(H_{m-1})^{[r]}).$$

Proof. Let $1 \leq \ell \leq m$. The generators of $I(H_{\ell})^{[r]}$ are described by Lemma 4.1: $J = I(H)^{[r]}$ is the ideal of $R'$ generated by the monomials $M_S$, where $S$ is of type (i), and $K = B_{\ell,\ell}$ is the ideal generated by $M_S$ for $S$ of type (ii). We claim that

$$I(H_{\ell})^{[r]} = I(H)^{[r]} + B_{\ell,\ell}$$

is in fact a splitting.

It is clear from the above description of the generators of $I(H_{\ell})^{[r]}$ that the second condition of Definition 3.3 is satisfied, so it remains to construct a splitting function. By Proposition 3.2 and Lemma 4.1, a generator $M_S \in G(J \cap K)$ is a monomial of the form $y_j M_{S'}$, where $1 \leq j \leq \ell$ and $S' \in C_r(H)$. Let $\mu(S') = \max\{i : v_i \in S'\}$;
then choose \( T(S') \subseteq S' - \{ v_{j_\ell} \} \) such that \( T(S') \in C_{r-1}(H) \). We claim that 
\[
y_j m_{S'_d} \rightarrow (M_{S'}, y_j m_{T(S')} \) defines a splitting function.
\]
As before, the first and second conditions of Definition 3.3 are clearly satisfied. With notation as above, let \( C = \{ y_{j_d} m_{S'_d} : d \in D, 1 \leq j_a \leq \ell \} \) be a subset of the generators of \( J \cap K \). Now the monomial \( \text{lcm}(C) \) involves some indeterminate from among \( y_1, \ldots, y_\ell \); however, the first coordinate of its image under the proposed function does not involve any of the \( y_j \). Furthermore, the second coordinate does not involve \( x_N \), where \( N = \max_{d \in D} \max\{ i : v_i \in T(S'_d) \} \), whereas \( \text{lcm}(C) \) does. Thus, (2) is a splitting, as claimed.

Applying Theorem 3.4 to (2) implies
\[
b_{1,j}(I(H)_m^{[r]} = b_{1,j}(I(H)_{r}) + b_{1,j}(B_{m,m}).
\]
By Lemma 4.3 and (1),
\[
b_{1,j}(B_{m,m}) = b_{1,j}(B_{m-1,m-1}) + b_{1,j-1}(I(H)_{r-1}).
\]
Applying this successively yields
\[
b_{1,j}(B_{m,m}) = b_{1,j}(B_{0,0}) + m b_{1,j-1}(I(H)_{r-1})
\]
\[
= b_{1,j}(I(H)_{r}) + m b_{1,j-1}(I(H)_{r-1}),
\]
which establishes the first formula.

Now suppose \( i \geq 2 \). Applying Theorem 3.4 to (2) with \( \ell = m \) yields
\[
b_{i,j}(I(H)_m^{[r]} = b_{i,j}(I(H)_{r}) + b_{i,j}(B_{m,m}) + b_{i-1,j}(B_{m,m} \cap I(H)_{r}),
\]
which by Lemma 4.3 may be rewritten as
\[
b_{i,j}(I(H)_m^{[r]} = b_{i,j}(I(H)_{r}) + b_{i,j}(B_{m-1,m}) + b_{i,j-1}(I(H)_{r-1})
\]
\[
+ b_{i-1,j-1}(B_{m-1,m})
\]
\[
+ b_{i-1,j}(B_{m-1,m} \cap I(H)_{r}) + b_{i-1,j-1}(I(H)_{r})
\]
\[
+ b_{i-2,j-1}(B_{m-1,m} \cap I(H)_{r}).
\]
Applying (1), this becomes
\[
b_{i,j}(I(H)_m^{[r]} = b_{i,j}(I(H)_{r}) + b_{i,j}(B_{m-1,m-1}) + b_{i,j-1}(I(H)_{r-1})
\]
\[
+ b_{i-1,j-1}(B_{m-1,m-1}) + b_{i-1,j}(B_{m-1,m-1} \cap I(H)_{r})
\]
\[
+ b_{i-1,j-1}(I(H)_{r}) + b_{i-2,j-1}(B_{m-1,m-1} \cap I(H)_{r}). \quad (3)
\]
However, Theorem 3.4 applied to (2) with \( \ell = m - 1 \) yields
\[
b_{i,j}(I(H)_{m-1}^{[r]}) = b_{i,j}(I(H)_{r}) + b_{i,j}(B_{m-1,m-1}) + b_{i-1,j}(B_{m-1,m-1} \cap I(H)_{r}). \quad (4)
\]
Subtracting (4) from (3), we obtain
\[ b_{i,j}(I(H_m)^{[r]}) - b_{i,j}(I(H_{m-1})^{[r]}) \]
\[ = b_{i,j-1}(I(H)^{[r-1]}) + b_{i-1,j-1}(B_{m-1,m-1}) \]
\[ + b_{i-1,j-1}(I(H)^{[r]}) + b_{i-2,j-1}(B_{m-1,m-1} \cap I(H)^{[r]}). \]
\[ = b_{i,j-1}(I(H)^{[r-1]}) + b_{i-1,j-1}(B_{m-1,m-1} + I(H)^{[r]}) \]
\[ = b_{i,j-1}(I(H)^{[r-1]}) + b_{i-1,j-1}(I(H_{m-1})^{[r]}). \]
\[ \square \]

\section*{5. Applications}

In this section, we apply \textbf{Theorem 4.4} to calculate the Betti numbers for some common classes of graphs. To illustrate the key ideas, we begin with the relatively simple case of wheels, and then proceed to the case of complete graphs. Both of these calculations only use the case \( m = 1 \) of \textbf{Theorem 4.4} and yield fairly elegant formulas for the Betti numbers. We conclude with the case of complete multipartite graphs, which is technically more complicated. Note that from the discussion of Section 2, we always have \( b_{0,0} = 1 \) and \( b_{0,j} = 0 \) for \( j \neq 0 \); hence we will focus on \( b_{i,j} \) when \( i \geq 1 \).

\textbf{Wheels.} For an integer \( n \geq 3 \), the \textit{n-cycle}, denoted \( C_n \), is the graph on vertices \( v_1, \ldots, v_n \) whose edges are \( v_nv_1 \) and \( vi_{i+1} \), where \( 1 \leq i \leq n - 1 \). The \textit{n-wheel}, denoted \( W_n \), is the join of \( C_n \) with \( K_1 \). To compute the Betti numbers of \( W_n \) using \textbf{Theorem 4.4}, we will need the Betti numbers of \( C_n \). For the edge ideal, these were calculated by Jacques [2004, Theorem 7.6.28]: when \( j < n \) and \( 2i \geq j \),

\[ b_{i,j}(I(C_n)) = \frac{n}{n - 2(j - i)} \binom{j - i}{2i - j} \binom{n - 2(j - i)}{j - i}. \]

Moreover, if \( n = 3m + 1 \) or \( n = 3m + 2 \), then \( b_{2m+1,n}(I(C_n)) = 1 \), and if \( n = 3m \), then \( b_{2m,n}(I(C_n)) = 2 \); all other Betti numbers of \( I(C_n) \) are 0. Now if \( n \) is even, then \( \chi(C_n) = 2 \), so \( I(C_n)^{[r]} = 0 \) for \( r \geq 2 \). If \( n \) is odd, then \( \chi(C_n) = 3 \), so by \textbf{Theorem 3.1}, we have \( I(C_n)^{[2]} \) is generated by the single monomial \( x_1 \cdots x_n \). As such, we have \( I(C_n)^{[2]} \cong R(−n) \); hence its only nonzero Betti number is \( b_{1,n}(I(C_n)^{[2]}) = 1 \). Clearly \( I(C_n)^{[r]} = 0 \) for \( r \geq 3 \).

We now turn to the computation of the Betti numbers of \( W_n \), \( n \geq 3 \). In the interest of making the presentation more readable, we will express the Betti numbers of \( W_n \) in terms of those of \( C_n \) and other directly computable quantities. We begin with the edge ideal of \( W_n \).

By \textbf{Theorem 4.4} and \textbf{Proposition 2.2},
\[ b_{1,j}(I(W_n)) = b_{1,j}(I(C_n)) + b_{1,j-1}(I(C_n)^{[0]}). \]
\[ = \begin{cases} 2n & \text{if } j = 2, \\ 0 & \text{if } j \neq 2. \end{cases} \]
If \( i \geq 2 \), we have 

\[
b_{i,j}(I(W_n)) = b_{i,j}(I(C_n)) + b_{i,j-1}(I(C_n)^{[0]}) + b_{i-1,j-1}(I(C_n)),
\]

so

\[
b_{i,j}(I(W_n)) = \begin{cases} 
  b_{i,i+1}(I(C_n)) + b_{i-1,i}(I(C_n)) + \binom{n}{i} & \text{if } j = i + 1, \\
  b_{i,j}(I(C_n)) + b_{i-1,j-1}(I(C_n)) & \text{if } j \neq i + 1.
\end{cases}
\]

Turning our attention to the second secant ideal of \( W_n \), we have

\[
b_{1,j}(I(W_n)^{[2]}) = b_{1,j}(I(C_n)^{[2]}) + b_{1,j-1}(I(C_n)),
\]

and for \( i \geq 2 \),

\[
b_{i,j}(I(W_n)^{[2]}) = b_{i,j}(I(C_n)^{[2]}) + b_{i,j-1}(I(C_n)) + b_{i-1,j-1}(I(C_n)^{[2]}).
\]

Thus, when \( n \) is even, \( b_{i,j}(I(W_n)^{[2]}) = b_{i,j-1}(I(C_n)) \) for all \( i \geq 1 \). When \( n \) is odd, we have

\[
b_{i,j}(I(W_n)^{[2]}) = b_{i,j-1}(I(C_n)) + \varepsilon_{i,j},
\]

where \( \varepsilon_{1,n} = \varepsilon_{2,n+1} = 1 \) and \( \varepsilon_{i,j} = 0 \) otherwise.

When \( n \) is even, \( I(W_n)^{[r]} = 0 \) when \( r \geq 3 \). Finally, when \( n \) is odd, the only subgraph of \( W_n \) of chromatic number 4 is \( W_n \) itself, so \( b_{1,n+1}(I(W_n)^{[3]}) = 1 \) is the only nonzero Betti number of \( I(W_n)^{[3]} \), and of course \( I(W_n)^{[r]} = 0 \) when \( r \geq 4 \).

**Complete graphs.** Since \( K_n = K_{n-1} \vee \overline{K}_1 \), Theorem 4.4 provides a means of calculating its Betti numbers recursively. In fact, there is an elegant formula in closed form which recovers and extends Jacques’s computation [2004, Theorem 5.1.1] in the case of the edge ideal.

**Theorem 5.1.** Suppose \( n, i \) are positive integers and \( r \) is a nonnegative integer. Then

\[
b_{i,i+r}(I(K_n)^{[r]}) = \binom{i+r-1}{r} \binom{n}{i+r}.
\]

If \( j \neq i + r \), then \( b_{i,j}(I(K_n)^{[r]}) = 0 \).

**Proof.** We prove both assertions by induction on \( n \). If \( n = 1 \), then \( R = \mathbb{K}[x_1] \), so when \( r = 0 \) and \( i = 1 \), we have \( I(K_1)^{[0]} = m = (x_1) \). Also, we have \( b_{1,1}(I(K_1)^{[0]}) = 1 \) and \( b_{i,j}(I(K_1)^{[0]}) = 0 \) for \( j \neq i \), which agrees with the expression on the right side of the asserted equality. When \( r \geq 1 \) or \( i \geq 2 \), we have \( I(K_1)^{[r]} = 0 \). Since \( i + r \geq 2 \), we also have \( \binom{1}{i+r} = 0 \).

Now suppose (by induction) that the formulas hold for \( n - 1 \). If \( i \geq 2 \), then by Theorem 4.4

\[
b_{i,j}(I(K_n)^{[r]}) = b_{i,j}(I(K_{n-1})^{[r]}) + b_{i-1,j}(I(K_{n-1})^{[r-1]}) + b_{i-1,j-1}(I(K_{n-1})^{[r]}).
\]

If \( j \neq i + r \), all terms on the right vanish by the induction hypothesis. If \( j = i + r \), the induction hypothesis, in conjunction with the well-known combinatorial identity

\[
\binom{m+1}{k+1} = \binom{m}{k+1} + \binom{m}{k}
\]
implies

\[ b_{i,i+r}(I(K_n)^{[r]}) = \binom{i+r-1}{r}(n-1) + \binom{i+r-2}{r-1}(n-1) + \binom{i+r-2}{r}(n-1) \]
\[ = \binom{i+r-1}{r}(n-1) \]
\[ = \binom{i+r-1}{r}(i+r) \]

Finally, in the case \( i = 1 \), we have

\[ b_{1,j}(I(K_n)^{[r]}) = b_{1,j}(I(K_{n-1})^{[r]}) + b_{1,j-1}(I(K_{n-1})^{[r-1]}) \]

If \( j \neq 1 + r \), then both terms on the right vanish by induction. If \( j = 1 + r \), the induction hypothesis implies

\[ b_{1,1+r}(I(K_n)^{[r]}) = b_{1,1+r}(I(K_{n-1})^{[r]}) + b_{1,r}(I(K_{n-1})^{[r-1]}) \]
\[ = \binom{n-1}{r+1} + \binom{n-1}{r} = \binom{n}{r+1}. \]

This completes the inductive step. \( \square \)

**Complete multipartite graphs.** If \( m \geq 2 \) and \( n_1, \ldots, n_m \) are positive integers, then the complete multipartite graph \( K_{n_1,\ldots,n_m} \) may be defined as the \( m \)-fold join \( K_{n_1} \vee \cdots \vee K_{n_m} \). It is easily seen that \( \chi(K_{n_1,\ldots,n_m}) = m \). Jacques has computed the Betti numbers of the edge ideal of a complete bipartite graph; since its higher secant powers all vanish, there is nothing more to be done in this case.

**Theorem 5.2** [Jacques 2004, Theorem 5.2.4].

\[ b_{i,j}(I(K_{n_1,n_2})) = \begin{cases} 
\sum_{k,\ell \geq 1 : k+\ell=i+1} \binom{n_1}{k} \binom{n_2}{\ell} & \text{if } j = i + 1, \\
0 & \text{if } j \neq i + 1.
\end{cases} \]

If \( m \geq 3 \), we may realize \( K_{n_1,\ldots,n_m} \) as \( K_{n_1,\ldots,n_{m-1}} \vee \overline{K}_{n_m} \) and use Theorem 4.4 to perform a recursive computation, ultimately expressing everything in terms of the quantities appearing in Theorem 5.2. Unfortunately, there does not seem to be a nice formula in closed form. Nevertheless, it is quite easy to establish the following:

**Proposition 5.3.** Let \( m \geq 2 \). If \( j \neq i + r \), then \( b_{i,j}(I(K_{n_1,\ldots,n_m})^{[r]}) = 0 \).
Proof. We proceed by induction on \( m \). The base case \((m = 2)\) is Theorem 5.2. Suppose now that the result is known for all positive values \( k \leq m - 1 \). If \( i \neq 2 \), then using Theorem 4.4, we have

\[
b_{i,j}(I(K_{n_1,\ldots,n_{m-1},1})^{[r]}) = b_{i,j}(I(K_{n_1,\ldots,n_{m-1}})^{[r]}) + b_{i,j-1}(I(K_{n_1,\ldots,n_{m-1}})^{[r-1]}) + b_{i-1,j-1}(I(K_{n_1,\ldots,n_{m-1}})^{[r]}).
\]

If \( j \neq i + r \), then all three terms on the right vanish by induction, and the result holds when \( n_m = 1 \). Now suppose the result holds when \( n_m = k \geq 1 \). Then

\[
b_{i,j}(I(K_{n_1,\ldots,n_{m-1},k+1})^{[r]}) = b_{i,j}(I(K_{n_1,\ldots,n_{m-1},k})^{[r]}) + b_{i,j-1}(I(K_{n_1,\ldots,n_{m-1}})^{[r-1]}) + b_{i-1,j-1}(I(K_{n_1,\ldots,n_{m-1},k})^{[r]}).
\]

Again, all terms on the right vanish showing that the result holds for \( n_m = k + 1 \). The argument for \( i = 1 \) is similar.

We conclude this discussion by giving a clean computation of the simplest nontrivial example in this family — the Betti numbers of the second secant power of the edge ideal of a complete tripartite graph — using a different type of edge-splitting argument. In preparation for the calculation, we introduce a counting function. For \( i \geq 1, m \geq 2 \) and \( t \leq m \), define

\[
P(i, t; n_1, \ldots, n_m) = \sum_{1 \leq j_1 < \cdots < j_t \leq m} \binom{n_{j_1}}{\alpha_1} \cdots \binom{n_{j_t}}{\alpha_t}.
\]

If we consider \( m \) bins with respective capacities \( n_1, \ldots, n_m \), the function defined above counts the number of ways of distributing \( i + 1 \) balls among exactly \( t \) of these bins.

The Betti numbers of the edge ideal of the complete multipartite graph were also computed by Jacques:

**Theorem 5.4 [Jacques 2004, Theorem 5.3.8].** Suppose \( i, m \geq 1 \). Then

\[
b_{i,i+1}(I(B_{n_1,\ldots,n_m})) = \sum_{t=2}^{m} (t-1) P(i, t; n_1, \ldots, n_m).
\]

We now have the tools necessary for our calculation.

**Proposition 5.5.** Suppose \( i \geq 1 \). Then

\[
b_{i,i+2}(I(B_{n_1,n_2,n_3})^{(2)}) = P(i + 1, 2; n_1, n_2, n_3) + 2P(i + 1, 3; n_1, n_2,n_3)
\]

\[
- P(i + 1, 2; n_1, n_3) - P(i + 1, 2; n_2, n_1 + n_3).
\]

**Proof.** For convenience, let \( I = I(B_{n_1,n_2,n_3}) \subseteq \mathbb{k}[x_1, \ldots, x_{n_1}, y_1, \ldots, y_{n_2}, z_1, \ldots, z_{n_3}] \), \( J \) be the ideal generated by the various products \( x_i z_k \), where \( 1 \leq i \leq n_1 \) and \( 1 \leq k \leq n_3 \), and \( K \) be the ideal generated by the products \( x_i y_j \) and \( y_j z_k \), where \( 1 \leq i \leq n_1 \).
1 \leq j \leq n_2, and 1 \leq k \leq n_3$. By Proposition 3.2, $J \cap K$ is generated by the products $x_i y_j z_k$, where $i$, $j$, and $k$ are as above. By Theorem 3.1, we see that in fact $I^{[2]} = J \cap K$. Furthermore, the map $x_i y_j z_k \mapsto (x_i z_k, x_i y_j)$ is a splitting function, and thus witnesses that $I = J + K$ is a splitting.

By Theorem 3.4, we have

$$b_{i,j}(I^{[2]}) = b_{i,j}(J \cap K) = b_{i+1,j}(I) - b_{i+1,j}(J) - b_{i+1,j}(K).$$

Now $I = I(B_{n_1,n_2,n_3})$, $J = I(B_{n_1,n_3})$, and $K = I(B_{n_2,n_1+n_3})$, so by Theorem 5.4, we have

$$b_{i,i+2}(I^{[2]}) = P(i+1,2; n_1, n_2, n_3) + 2P(i+1,3; n_1, n_2, n_3) - P(i+1,2; n_1, n_3) - P(i+1,2; n_2, n_1+n_3).$$

The key insight here was to identify the secant ideal as the intersection of two ideals which (along with their sum) are better understood, and to apply the ideal splitting formula in reverse. Unfortunately, this technique does not seem to extend to a more general setting.
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Convergence of sequences of polygons

Eric Hintikka and Xingping Sun

(Communicated by Zuhair Nashed)

In 1878, Darboux studied the problem of midpoint iteration of polygons. Simply put, he constructed a sequence of polygons $\Pi^{(0)}$, $\Pi^{(1)}$, $\Pi^{(2)}$, etc. in which the vertices of a descendant polygon $\Pi^{(k)}$ are the midpoints of its parent polygon $\Pi^{(k-1)}$ and are connected by edges in the same order as those of $\Pi^{(k-1)}$. He showed that such a sequence of polygons converges to their common centroid. In proving this result, Darboux utilized the powerful mathematical tool we know today as the finite Fourier transform. For a long time period, however, neither Darboux’s result nor his method was widely known. The same problem was proposed in 1932 by Rosenman as Monthly Problem # 3547 and had been studied by several authors, including I. J. Schoenberg (1950), who also employed the finite Fourier transform technique. In this paper, we study generalizations of this problem. Our scheme for the construction of a polygon sequence not only gives freedom in selecting the vertices of a descendant polygon but also allows the polygon generating procedure itself to vary from one step to another. We show under some mild restrictions that a sequence of polygons thus constructed converges to a single point. Our main mathematical tools are ergodicity coefficients and the Perron–Frobenius theory on nonnegative matrices.

1. Introduction

Jean Gaston Darboux [1878] proposed and solved the following problem. Let $\Pi^{(0)}$ be a closed polygon in the plane with vertices

$$v_0^{(0)}, v_1^{(0)}, \ldots, v_{n-1}^{(0)}.$$

Denote by

$$v_0^{(1)}, v_1^{(1)}, \ldots, v_{n-1}^{(1)},$$

respectively, the midpoints of the edges $v_0^{(0)}v_1^{(0)}, v_1^{(0)}v_2^{(0)}, \ldots, v_{n-1}^{(0)}v_0^{(0)}$. Connecting $v_0^{(1)}, v_1^{(1)}, \ldots, v_{n-1}^{(1)}$ in the same order as above, we derive a new polygon, denoted by $\Pi^{(1)}$. Apply the same procedure to derive polygon $\Pi^{(2)}$. After $k$ constructions, we obtain polygon $\Pi^{(k)}$. Show that $\Pi^{(k)}$ converges, as $k \to \infty$, to the centroid of the

MSC2010: primary 15A60, 65F35; secondary 15A12, 15A30.

Keywords: polygons, finite Fourier transform, stochastic matrices, ergodicity coefficients.
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original points $v_0^{(0)}, v_1^{(0)}, \ldots, v_{n-1}^{(0)}$. We will refer to this problem as “midpoint iteration of polygons”. For any given sequence of polygons $\Pi^{(0)}, \Pi^{(1)}, \Pi^{(2)}, \ldots$, we will call $\Pi^{(k)}$ the descendant polygon of $\Pi^{(k-1)}$ and $\Pi^{(k-1)}$ the parent polygon of $\Pi^{(k)}$.

In proving his result, Darboux used the powerful mathematical tool we know today as the finite Fourier transform. This allowed him to establish an exponential rate at which the polygon sequence converges to their common centroid. For a long period of time, however, neither Darboux’s result nor his method was widely known. More than half a century later, the same problem, which has since been known as Monthly Problem # 3547, was proposed by Rosenman, and a solution of the problem was given by R. Huston in [Rosenman and Huston 1933].

Unaware of what Darboux had already done, Schoenberg [1950] completely retooled the finite Fourier transform technique to tackle the problem of midpoint iteration of polygons. Schoenberg also generalized the problem by allowing vertices of a descendant polygon to come from convex hulls of consecutive vertices of its parent polygon. Later, Schoenberg [1982] revisited this interesting topic. Terras [1999] summarized Schoenberg’s work as an example of applications of the finite Fourier transform. One can approach the problem of midpoint iteration of polygons from other mathematical perspectives. For example, Ding et al. [2003] and Ouyang [2013] considered this problem as a special case of Markov chains, and Treatman and Wickham [2000] studied a logarithmic dual problem in which all the vertices of the polygons are on the unit circle and the convergence is to a regular polygon.

In this paper, we study several generalizations of this problem. In Section 3, we consider cases in which the vertices of a descendant polygon are not necessarily midpoints of the edges of its parent polygon but can be chosen more freely from the edges of its parent polygon. In Section 4, we further generalize the work done in Section 3 by allowing the polygon generating procedure to vary from one step to another. In Section 5, we again elevate the level of freedom in selecting the vertices of a descendant polygon by allowing them to come from convex hulls of some subsets of the vertices of its parent polygon. Technically, Section 4 deals with a special case of what is studied in Section 5. In our opinion, however, the importance of the special case deserves some special attention, as does the mathematical argument employed therein. Furthermore, our results in Section 4 are more quantitative, and their geometric implications more illustrative. In addition, the flow of representation reflects the progressive nature of our research process. Section 2 is devoted to the introduction of frequently used notations and definitions.

To conclude the introduction of this paper, we share with readers a few highlights of this research experience. In the midpoint polygon iteration problem, if we view the collection of vertices of a polygon as a vector $\mathbf{z} := (z_0, z_1, \ldots, z_{n-1})^T$ in $\mathbb{C}^n$, 
then the collection of vertices of the first descendant polygon is \( A\mathbf{z} \), where

\[
A := \text{circ}\left(\frac{1}{2}, \frac{1}{2}, 0, \ldots, 0\right),
\]

in which \( \text{circ}\left(\frac{1}{2}, \frac{1}{2}, 0, \ldots, 0\right) \) denotes the \( n \times n \) circulant matrix\(^1\) whose first row is \( \left(\frac{1}{2}, \frac{1}{2}, 0, \ldots, 0\right) \). Likewise, the \( k \)-th polygon has vertices \( A^k\mathbf{z} \). Scrutinizing Darboux and Schoenberg’s proofs, we found that they had implicitly established the stronger result that \( \|A^k - L\|_2 \) converges to zero exponentially, where \( \| \cdot \|_2 \) indicates the spectral radius norm for square matrices, and \( L \) is the rank-one matrix whose entries are all \( 1/n \). It follows that the sequence of the polygons converges to their common centroid. We briefly entertained several possible ways to generalize this problem before we chose to focus on investigating the asymptotic behavior of products of (square) row stochastic matrices and the geometric implications for the corresponding sequence of polygons. Witnessing that the finite Fourier transform works wonderfully with circulant matrices, we tried bounding an arbitrary stochastic matrix by a sum of circulant stochastic matrices. While we have had some success with this strategy in estimating the smallest eigenvalue of a nonsingular stochastic matrix, we have yet to retool the method in a suitable way for the problem in this paper. Our basic tools in this paper are the Perron–Frobenius theorem [Horn and Johnson 1990] on nonnegative matrices and ergodicity coefficients [Ipsen and Selee 2011].

2. Notations and definitions

We will use boldface letters, such as \( \mathbf{v} \), to denote vectors in \( \mathbb{C}^n \). The \( i \)-th component of \( \mathbf{v} \) is denoted by \( v_i \). When the full form of the vector \( \mathbf{v} \) is needed in some context, we will write \( \mathbf{v} = (v_0, v_1, \ldots, v_{n-1})^T \).

Let \( n \) complex numbers (not necessarily distinct) be given. We may connect them in any given order to form a (possibly degenerate) \( n \)-gon in the complex plane. In this way, an \( n \)-gon can be identified with a vector in \( \mathbb{C}^n \), and vice versa. Label the \( n \) complex numbers according to the order in which they are connected by edges: \( v_0, v_1, \ldots, v_{n-1}, v_n, \ldots \). That is, two components are adjacent if and only if the corresponding vertices are connected by an edge. To facilitate mathematical exposition, we have here adopted arithmetic modulo \( n \). For example, \( v_0 \) and \( v_n \) are the same vertex. We will use the same modular arithmetic for row and column indices of matrix entries, announcing as we do so.

If \( A \) is a matrix, we denote by \( (A)_{ij} \) the entry of \( A \) located at the \( i \)-th row and the \( j \)-th column. If \( A \) is a square matrix, then the spectral radius of \( A \) is denoted by \( \rho(A) \), and we define

\[
\rho(A) = \max\{|\lambda| : \lambda \text{ is an eigenvalue of } A\}.
\]

\(^1\)The definition of circulant matrices will be given in Section 2.
Definition 1. A matrix $A$ is positive, denoted by $A > 0$, if $(A)_{ij} > 0$ for all $i, j$. Similarly, $A$ is nonnegative, or $A \geq 0$, if $(A)_{ij} \geq 0$ for all $i, j$. If, for some $\alpha \in \mathbb{R}$, we have $(A)_{ij} > \alpha$ (respectively, $(A)_{ij} \geq \alpha$) for all $i, j$, then we will write $A > \alpha$ (respectively, $A \geq \alpha$).

Definition 2. A stochastic (or row-stochastic) matrix is a real-valued, nonnegative, square matrix whose row sums are all 1.

Definition 3. An $n \times n$ matrix $A$ is circulant if for some complex numbers $a_i$, we have

$$A = \begin{bmatrix} a_0 & a_1 & \cdots & a_{n-2} & a_{n-1} \\ a_{n-1} & a_0 & \cdots & a_{n-3} & a_{n-2} \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ a_2 & a_3 & \cdots & a_0 & a_1 \\ a_1 & a_2 & \cdots & a_{n-1} & a_0 \end{bmatrix}.$$ 

In Section 1, we used the notation circ$(a_0, a_1, \ldots, a_{n-2}, a_{n-1})$ to denote the above circulant matrix. We will continue to do so in appropriate contexts.

Definition 4. We call an $n \times m$ matrix $A$ k-banded if

$$(A)_{ij} \neq 0 \iff j \in \{i, i+1, \ldots, i+k-1\} \mod n.$$ 

For example, the matrix circ$(1/2, 1/2, 0, \ldots, 0)$ is a 2-banded matrix.

Definition 5. We say that two $n \times m$ matrices $A$ and $B$ have the same zero pattern if $(A)_{ij} = 0 \iff (B)_{ij} = 0$ for all $i, j$.

Definition 6. We say that an $n \times n$ matrix is circulant-patterned if it has the same zero pattern as a circulant matrix.

Definition 7. We say that a sequence of $n$-gons $(\Pi^{(k)})_{k \geq 0}$ converges to a point $q \in \mathbb{C}$ if, for any $1 \leq p \leq \infty$, we have $\lim_{k \to \infty} \|\Pi^{(k)} - q\|_p = 0$, where $q = (q, q, \ldots, q)^T$. Here $\| \cdot \|_p$ denotes the $p$-norm on $\mathbb{C}^n$, that is,

$$\| v \|_p = \begin{cases} (\sum_{i=1}^n |v_i|^p)^{1/p} & \text{if } 1 \leq p < \infty, \\
\max_{1 \leq i \leq n} |v_i| & \text{if } p = \infty. \end{cases}$$

In this paper, we primarily work with the 1-norm. To be sure, any two norms on a finite-dimensional normed linear space are topologically equivalent.

3. Polygons derived from a fixed 2-banded matrix

In this section, we suppose that $\Pi^{(0)}$ is an $n$-gon and that its $k$-th descendant polygon is given by $\Pi^{(k)} = A^k \Pi^{(0)}$, where $A$ is a fixed 2-banded stochastic matrix. Hence,
for some real \( \alpha_0, \alpha_1, \ldots, \alpha_{n-1} \) with \( 0 < \alpha_i < 1 \), we have

\[
A = \begin{bmatrix}
\alpha_0 & 1 - \alpha_0 & 0 & \cdots & 0 & 0 \\
0 & \alpha_1 & 1 - \alpha_1 & 0 & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots & \ddots & \vdots \\
1 - \alpha_{n-1} & 0 & \cdots & 0 & 0 & \alpha_{n-1}
\end{bmatrix}.
\] (3-1)

We are interested in this particular construction because, geometrically speaking, the vertices of \( \Pi^{(k+1)} \) are chosen from within the edges of \( \Pi^{(k)} \), one vertex per edge. The procedure also allows the choice of any particular vertex in \( \Pi^{(k+1)} \) to be independent from the others. We aim to show that \( (\Pi^{(k)})_{k \geq 0} \) converges to a predetermined point. In the present section, the theoretic foundation for our argument is Perron’s theorem (8.2.11(f) in [Horn and Johnson 1990]), which we state in the following theorem. To be sure, the convergence results in this section follow from the general framework of the Perron–Frobenius theorem. However, the 2-banded structure of our matrices allows us to obtain more nuanced convergence results. In particular, our knowledge of the convergence process is quantitative in the sense that we are able to predetermine the point to which the sequence of polygons converges.

**Theorem (Perron).** If \( A \) is a positive \( n \times n \) matrix, then

\[
[\rho(A)^{-1}A]^m \to L \quad \text{as} \quad m \to \infty,
\]

where \( L = xy^T, \ Ax = \rho(A)x, \ A^Ty = \rho(A)y, \ x > 0, \ y > 0, \) and \( x^Ty = 1 \).

We now derive some quick results and use these, along with Perron’s theorem, to show that the sequence \( (\Pi^{(k)})_{k \geq 0} \) in fact converges to a point for any choice of \( A \). Additionally, we give an expression for that limiting point in terms of the entries of \( A \).

**Proposition 8.** If \( A \) and \( A_i \), where \( i \in \{0, 1, \ldots, k-1\} \), are \( n \times n \) stochastic matrices, then we have:

1. The spectral radius \( \rho(A) \) is 1.
2. The product matrix \( A_{k-1}A_{k-2}\cdots A_0 \) is stochastic.

**Proof.** These are known results. Part (1) follows from Lemma 8.1.21 in [Horn and Johnson 1990]. We give a short yet entertaining proof to part (2) using the simple fact that an \( n \times n \) matrix \( A \) is stochastic if and only if \( Ae = e \), where \( e \in \mathbb{R}^n \) is the vector with all components 1. We simply write

\[
A_{k-1}A_{k-2}\cdots A_0e = A_{k-1}A_{k-2}\cdots A_1e = \cdots = e.
\]

**Proposition 9.** Suppose that \( A \) is a 2-banded stochastic matrix as given in (3-1). Then \( A^{n-1} > 0 \).

This result is stated in [Ouyang 2013] without a proof. We give a complete proof here, as variations of it will become quite useful in the latter part of the paper.
Proof. Throughout the proof, we use arithmetic modulo $n$ to track the changes in row and column indices as a result of matrix multiplications. For $n = 2$, the result is obvious. Suppose that for some $N \in \mathbb{N}$, we have $(A^N)_{ij} > 0$ for all $i$ and $j$ such that $j \in \{i, i + 1, \ldots, i + N\} \pmod{n}$. Then for any such $i$ and $j$, we have

$$(A^{N+1})_{ij} = \sum_{k=0}^{n-1} (A^N)_{ik}(A)_k j \geq (A^N)_{ij} > 0.$$ 

Furthermore, we have

$$(A^{N+1})_{i,i+N+1} = \sum_{k=0}^{n-1} (A)_{ik}(A^N)_{k,i+N+1}$$

$$= \alpha_i (A^N)_{i,i+N+1} + (1 - \alpha_i)(A^N)_{i+1,i+N+1}$$

$$\geq (1 - \alpha_i)(A^N)_{i+1,i+N+1},$$

which is positive by the induction hypothesis. It follows that the matrix $A^{N+1}$ has positive entries at $(i, j)$ whenever $j \in \{i, i + 1, \ldots, i + N + 1\} \pmod{n}$. Hence $A^{n-1}$ has positive entries everywhere. 

**Proposition 10.** Let $A$ be a matrix as given in (3-1). Then we have

$$\lim_{k \to \infty} A^k = L,$$

where $L$ is the rank-one matrix given by (3-2) in the proof below.

**Proof.** Let $B = A^{n-1}$. Since $B$ is the product of $(n - 1)$ stochastic matrices, it is itself stochastic by Proposition 8. Furthermore, we have that $\rho(B) = 1$. Let

$$y = ((1 - \alpha_0)^{-1}, (1 - \alpha_1)^{-1}, \ldots, (1 - \alpha_{n-1})^{-1})^T.$$ 

One can verify that $A^T y = y$. Thus, $B^T y = (A^{n-1})^T y = (A^T)^{n-1} y = y = \rho(B) y$. Let $x = \alpha_A (1, \ldots, 1)^T$, where $\alpha_A$ is the scalar given by $\alpha_A = (\sum_{i=0}^{n-1} (1 - \alpha_i)^{-1})^{-1}$. Then we have that $Bx = \rho(B)x$ and that $x^T y = 1$. Let $L = xy^T$. Since $x > 0$ and $y > 0$, the rank-one matrix $L$ has identical rows. Specifically,

$$L = \begin{bmatrix}
    ((1 - \alpha_0) \sum_{i=0}^{n-1} \frac{1}{1 - \alpha_i})^{-1} & \cdots & ((1 - \alpha_{n-1}) \sum_{i=0}^{n-1} \frac{1}{1 - \alpha_i})^{-1} \\
    \vdots & \ddots & \vdots \\
    ((1 - \alpha_0) \sum_{i=0}^{n-1} \frac{1}{1 - \alpha_i})^{-1} & \cdots & ((1 - \alpha_{n-1}) \sum_{i=0}^{n-1} \frac{1}{1 - \alpha_i})^{-1}
\end{bmatrix}.$$  

(3-2)

By Proposition 9, we have $B > 0$. Applying Perron’s theorem, we conclude that

$$\lim_{k \to \infty} B^k = L.$$ 

The rest of the proof is devoted to showing that $\lim_{k \to \infty} A^k = L$. Since $L$ has identical rows and $A^i$ is a stochastic matrix for any $i \in \{0, 1, \ldots, n - 2\}$, we have,
for all $l, m$, that

\[(A^i L)_{lm} = \sum_{k=0}^{n-1} (A^i)_{lk}(L)_{km} = \sum_{k=0}^{n-1} (A^i)_{lk}(L)_{im} = (L)_{lm} \sum_{k=0}^{n-1} (A^i)_{lk} = (L)_{lm},\]

that is, $L = A^i L$. Hence we have

\[L = A^i \lim_{k \to \infty} B^k = \lim_{k \to \infty} A^i A^{k(n-1)} = \lim_{k \to \infty} A^{k(n-1)+i} \quad \text{for } 0 \leq i \leq n-2.\]

For a given $\epsilon > 0$, let $N_i$ be such that $\|A^{m(n-1)+i} - L\| < \epsilon$ for all $m \geq N_i$. Let $N = \max\{N_i : i \in \{0, 1, \ldots, n-2\}\}$. Choose $j = n(n-1) + (n-2)$. By the division theorem, $j = m(n-1) + i$ for some integer $m$ and some fixed $i \in \{0, 1, \ldots, n-2\}$. So,

\[j = m(n-1) + i \geq N(n-1) + (n-2) \geq N(n-1) + i \geq N_i(n-1) + i.\]

Hence $m \geq N_i$. Thus we have $\|A^j - L\| < \epsilon$. This inequality holds true for all $j \geq N(n-1) + (n-2)$, which proves that $\lim_{k \to \infty} A^k = L$. \hfill \Box

As the main theorem of this section, we restate the result of Proposition 10 in terms of convergence of a sequence of polygons.

**Theorem 11.** Let $(\Pi^{(k)})_{k \geq 0}$ be a polygon sequence constructed by $\Pi^{(k)} = A^k \Pi^{(0)}$, where $A$ is given as in (3-1). Then we have

\[\lim_{k \to \infty} \Pi^{(k)} = (q, \ldots, q)^T,\]

where

\[q = \sum_{j=0}^{n-1} \left( 1 - \alpha_j \sum_{i=0}^{n-1} \frac{1}{1 - \alpha_i} \right)^{-1} \Pi^{(0)}_j.\]

We remind readers that a matrix $A$ given as in (3-1) is circulant if and only if $\alpha_i = \alpha_j$ for all $i, j$. When this holds true, we have

\[(q, \ldots, q)^T = \frac{1}{n} (\Pi^{(0)}_0 + \Pi^{(0)}_1 + \cdots + \Pi^{(0)}_{n-1}),\]

which is the centroid of the vertices of $\Pi^{(0)}$. The special case that $\alpha_i = \frac{1}{2}$ for all $i$ corresponds to the problem of midpoint iteration of polygons.

**4. Polygons derived from a sequence of 2-banded matrices**

Let $\delta \in (0, \frac{1}{2})$. For each $k \in \mathbb{N}$, we arbitrarily choose $n$ numbers $\alpha^{(k)}_0, \alpha^{(k)}_1, \ldots, \alpha^{(k)}_{n-1}$ from the open interval $(\delta, 1 - \delta)$ and form the matrix

\[A_k = \begin{bmatrix}
\alpha^{(k)}_0 & 1 - \alpha^{(k)}_0 & 0 & \cdots & 0 & 0 \\
0 & \alpha^{(k)}_1 & 1 - \alpha^{(k)}_1 & 0 & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & \cdots & 0 & \alpha^{(k)}_{n-1}
\end{bmatrix},\]

(4-1)
Let $A_k = A_k A_{k-1} \cdots A_1$. Let $\Pi^{(0)}$ be an $n$-gon, and define $\Pi^{(k)} = A_k \Pi^{(0)}$. We will show that the sequence of polygons $(\Pi^{(k)})_{k \geq 1}$ converges to a point. Under these circumstances, Perron’s theorem is no longer applicable. Our argument relies on some key properties of ergodicity coefficients thoroughly studied in a recent article by Ipsen and Selee [2011].

**Definition 12.** The 1-norm ergodicity coefficient $\tau_1(S)$ for an $n \times n$ stochastic matrix $S$ is given by

$$\tau_1(S) = \max_{\|z\|_1 = 1} \|S^T z\|_1,$$

where $e = (1, \ldots, 1)^T \in \mathbb{R}^n$ and the maximum ranges over $z \in \mathbb{R}^n$. If $n = 1$, we say that $\tau_1(S) = 0$.

**Proposition 13.** If $S$, $S_1$, and $S_2$ are stochastic matrices, then:

1. $0 \leq \tau_1(S) \leq 1$. Furthermore, $\tau_1(S) = 0 \iff S$ is a rank-one matrix.
2. $|\lambda| \leq \tau_1(S)$ for all eigenvalues $\lambda < 1$ of $S$.
3. $\tau_1(S) = \frac{1}{2} \max_{i,j} \sum_{k=1}^n |(S)_{ik} - (S)_{jk}|$.
4. $\tau_1(S_1 S_2) \leq \tau_1(S_1) \tau_1(S_2)$.

**Proof.** Part (1) is from Theorem 3.4 in [Ipsen and Selee 2011], while parts (2) and (4) are the results of Theorem 3.6, and part (3) is the result of Theorem 3.7, of the same work. □

Ergodicity coefficients can be defined and studied for all $p$-norms and even more general metrics under broad matrix analysis settings. For our purpose, however, the results in Proposition 13 suffice.

To proceed, we need the following generalization of Proposition 9.

**Proposition 14.** For $1 \leq k \leq n - 1$, let $A_k$ be as defined in (4-1). Then

$$A_{n-1} > \delta^{n-1}.$$

**Proof.** The proof can be considered as a quantification of that of Proposition 9. Arithmetic modulo $n$ will be used to track the changes in row and column indices stemming from matrix multiplications. Suppose that for some $N \in \{1, 2, \ldots, n-2\}$ we have $(A_N)_{ij} > \delta^N$ for all $i \in \{1, 2, \ldots, n\}$ and $j \in \{i, i+1, \ldots, i+N\}$. Then, for all such $i$ and $j$,

$$(A_{N+1})_{ij} = \sum_{k=1}^n (A_{N+1})_{ik} (A_N)_{kj}$$

$$\geq (A_{N+1})_{ii} (A_N)_{ij} > \delta \cdot \delta^N = \delta^{N+1},$$
Then, by Propositions 14 and 15, we have

\[ (A_{N+1})_{i,(i+N+1)} = \alpha_i^{(N+1)} \cdot (A_N)_{i,(i+N+1)} + (1 - \alpha_i^{(N+1)}) \cdot (A_N)_{(i+1),(i+N+1)} \geq (1 - \alpha_i^{(N+1)}) \cdot (A_N)_{(i+1),(i+N+1)} > \delta \cdot \delta^N = \delta^{N+1}. \]

Thus \((A_{N+1})_{ij} > \delta^{N+1}\) for all \(i \in \{1, 2, \ldots, n\}\) and \(j \in \{i, i + 1, \ldots, i + N + 1\}\).

Since in the case \(N = 1\) it is clearly true that \((A_N)_{ij} > \delta^N\) for all \(i \in \{1, 2, \ldots, n\}\) and \(j \in \{i, (i \mod n) + 1\}\), it follows from the principle of mathematical induction that \((A_{n-1})_{ij} > \delta^{n-1}\) for all \(i, j \in \{1, 2, \ldots, n\}\).

**Proposition 15.** If \(S\) is a positive \(n \times n\) stochastic matrix and

\[ \epsilon := \min_{i,j}(S)_{ij}, \]

then

\[ \tau_1(S) \leq 1 - n\epsilon. \]

**Proof.** We first point out that under the conditions specified in Proposition 15, we have \(n\epsilon \leq 1\). Therefore, the number on the right-hand side of the above inequality is nonnegative. Let \(S_0\) be the \(n \times n\) matrix defined by \((S_0)_{ij} = (S)_{ij} - \epsilon\) for all \(i, j\). Then \(S_0\) is nonnegative, and the row sums of \(S_0\) are all \(1 - n\epsilon\). More pertinently, we have \(\tau_1(S) = \tau_1(S_0)\). To calculate \(\tau_1(S_0)\), we write, for all \(i, j \in \{1, 2, \ldots, n\}\), that

\[ \sum_{k=1}^n |(S_0)_{ik} - (S_0)_{jk}| \leq \sum_{k=1}^n |(S_0)_{ik}| + \sum_{k=1}^n |(S_0)_{jk}| \leq 2(1 - n\epsilon). \]

The desired result then follows from part (3) of Proposition 15.

We state our main result of this section in the following theorem.

**Theorem 16.** Let \(A_\ell\) \((0 \leq \ell < \infty)\) be a sequence of matrices as given in (4-1), and let \(A_k = A_0 A_1 \cdots A_k\). Then we have

\[ \lim_{k \to \infty} A_k = L, \]

where \(L\) is a rank-one stochastic matrix with identical rows. Hence if \(\Pi^{(k)}\) is the corresponding sequence of polygons, we have

\[ \lim_{k \to \infty} \Pi^{(k)} = L \Pi^{(0)}, \]

and thus \((\Pi^{(k)})_{k \geq 0}\) converges to a point.

**Proof.** Let \((A_\ell)_{\ell \geq 0}\) be matrices as given in (4-1). For each \(k \geq 1\), define

\[ B_k = A_{kn-1} A_{kn-2} \cdots A_{(k-1)n}. \]

Then by Propositions 14 and 15, we have

\[ \tau_1(B_k) \leq 1 - n\delta^{n-1} \quad \text{for } k \geq 1. \]
For a given $k \geq 1$, let $m = \max\{ j : jn - 1 \leq k \}$. By parts (1) and (4) of Proposition 13, we have
\[
\tau_1(A_k) = \tau_1(A_k A_{k-1} \cdots A_{mn} B_m B_{m-1} \cdots B_1) \\
\leq \tau_1(B_m B_{m-1} \cdots B_1) \\
\leq \tau_1(B_m) \tau_1(B_{m-1}) \cdots \tau_1(B_1) \\
\leq (1 - n\delta^{n-1})^m.
\]

Note that $m \to \infty$ when $k$ does. Thus we have
\[
\lim_{k \to \infty} \tau_1(A_k) \leq \lim_{k \to \infty} (1 - n\delta^{n-1})^m = 0.
\]

It follows from part (1) of Proposition 13 that $A_k$ converges to a rank-one matrix. To show that $L$ has identical rows, we use a Cauchy sequence argument. For any given $\varepsilon > 0$, there exists an $N \in \mathbb{N}$ such that for all $m \geq N$, we have
\[
\frac{1}{2} \max_{i,j} \sum_{l=1}^{n} |(A_m)_{il} - (A_m)_{jl}| < \frac{\varepsilon}{4}.
\]

This implies that
\[
\max_{i,j} |(A_m)_{ij} - (A_m)_{1j}| < \frac{\varepsilon}{2}.
\] (4-2)

This allows us to write
\[
(A_m)_{ij} = a_j + \delta_{ij}^{(m)} \quad \text{for} \ 1 \leq i, j \leq n,
\]
in which $a_j$ is fixed for each $1 \leq j \leq n$, and
\[
|\delta_{ij}^{(m)}| \leq \frac{\varepsilon}{2} \quad \text{for} \ 1 \leq j \leq n \ \text{and} \ m > N.
\]

Upon writing $A_{m+k} = S_k A_m$, where $S_k$ is a stochastic matrix, we have
\[
(A_{m+k})_{ij} = \sum_{l=1}^{n} (S_k)_{il} (A_m)_{lj} = \sum_{l=1}^{n} (S_k)_{il} (a_j + \delta_{ij}^{(m)}) \\
= a_j \sum_{l=1}^{n} (S_k)_{il} + \sum_{l=1}^{n} (S)_{il} \delta_{lj}^{(m)} \\
= a_j + \sum_{l=1}^{n} (S_k)_{il} \delta_{ij}^{(m)}.
\]

We also have that
\[
-\frac{\varepsilon}{2} = -\frac{\varepsilon}{2} \sum_{l=1}^{n} (S_k)_{il} < \sum_{l=1}^{n} (S_k)_{il} \delta_{ij}^{(m)} < \frac{\varepsilon}{2} \sum_{l=1}^{n} (S_k)_{il} = \frac{\varepsilon}{2}.
\]
Hence we have \(|(A_{m+k})_{ij} - a_j| < \epsilon/2\), that is,
\[
|(A_{m+k})_{ij} - (A_m)_{1j}| < \frac{\epsilon}{2}.
\] (4-3)

We combine inequalities (4-2) and (4-3) to have
\[
|(A_{m+k})_{ij} - (A_m)_{i'j}| = |(A_{m+k})_{ij} - (A_m)_{1j} + (A_m)_{1j} - (A_m)_{i'j}|
\leq |(A_{m+k})_{ij} - (A_m)_{1j}| + |(A_m)_{1j} - (A_m)_{i'j}| < \frac{\epsilon}{2} + \frac{\epsilon}{2} = \epsilon,
\]
which is true for all \(m > N, k \geq 0\), and all \(0 \leq i, i', j \leq n - 1\). The above inequality shows that for each fixed \(i\) and \(j\), the sequence \((A_k)_{ij}\) is Cauchy, and that for each fixed \(0 \leq j \leq n - 1\), the limits of the sequences \((A_k)_{ij}\) are the same for all \(0 \leq i \leq n - 1\). Thus, for each \(0 \leq j \leq n - 1\), there exists a real number \(q_j\) such that \(\lim_{k \to \infty} (A_k)_{ij} = q_j\) for all \(0 \leq i \leq n - 1\). Hence \(A_k\) converges to the rank-one matrix
\[
\begin{bmatrix}
q_0 & q_1 & \cdots & q_{n-1} \\
q_0 & q_1 & \cdots & q_{n-1} \\
\vdots & \vdots & \ddots & \vdots \\
q_0 & q_1 & \cdots & q_{n-1}
\end{bmatrix}.
\]
\[\Box\]

In the above proof, the \(ij\)-entries of the rank-one matrix \(L\) are given as limits of the sequences \((A_k)_{ij}\). Since they determine the position where the sequence of the polygons converges, a certain effort should be devoted to finding the limits. Doing so, however, would have gone beyond the scope of this paper.

5. Polygons derived from a sequence of circulant-patterned matrices

In the previous two sections, we were concerned specifically with polygons derived from sequences of 2-banded stochastic matrices. Each descendant polygon thus generated is inscribed in its parent polygon, a fact which may be utilized to control polygons of other types. In this section, we broaden our scope and consider polygons derived from sequences of matrices of a more general class, namely, stochastic circulant-patterned matrices.

**Proposition 17.** Suppose that \((A_{\ell})_{\ell \geq 0}\) and \((B_{\ell})_{\ell \geq 0}\) are two sequences of nonnegative \(n \times n\) matrices such that \(A_{\ell}\) and \(B_{\ell}\) have the same zero pattern for each \(\ell\). Then for each \(k \in \mathbb{N}\), the two matrices \(A_k = A_{k-1}A_{k-2} \cdots A_0\) and \(B_k = B_{k-1}B_{k-2} \cdots B_0\) share a zero pattern for any \(k\).

**Proof.** The proof is by induction. Suppose that \(A_k\) and \(B_k\) have the same zero pattern from some \(k\). For any \(i, j\), we know that \((A_{k+1})_{ij} = 0\) if and only if, for each \(l\), either \((A_k)_{ii} = 0\) or \((A_k)_{lj} = 0\). But this is the case if and only if \((B_k)_{ii} = 0\) or \((B_k)_{lj} = 0\) for each \(l\), i.e., if and only if \((B_{k+1})_{ij} = 0\). Since \(A_0\) and \(B_0\) have a common zero pattern, the result follows. \[\Box\]
Proposition 18. Let \( k \in \mathbb{N} \) be given. For each \( \ell \in \{0, 1, \ldots, k - 1\} \), let \( A_{\ell} \) be a nonnegative \( n \times n \) matrix, and let \( A_{\ell+1} = A_{\ell}A_{\ell-1} \cdots A_0 \). Assume that both sets \( \{(A_{\ell})_{ij} : (A_{\ell})_{ij} > 0, \ 0 \leq \ell \leq k - 1\} \) and \( \{(A_k)_{ij} : (A_k)_{ij} > 0\} \) are nonempty. Let \( \epsilon := \min_{i,j,\ell} \{(A_{\ell})_{ij} : (A_{\ell})_{ij} > 0, \ 0 \leq \ell \leq k - 1\} \). Then the following inequality holds true:
\[
\min_{i,j} \{(A_k)_{ij} : (A_k)_{ij} > 0\} \geq \epsilon^k.
\]

**Proof.** We again prove by induction. The result is obviously true for \( k = 1 \). Now suppose that \( k > 1 \) and that for some \( \ell < k \) we have \( (A_{\ell})_{lm} \neq 0 \implies (A_{i})_{lm} \geq \epsilon^i \). We write down the \( lm \)-entry of the matrix \( (A_{\ell+1}) \):
\[
(A_{\ell+1})_{lm} = \sum_{j=1}^{n} (A_{\ell+1})_{ij} (A_{\ell})_{jm}.
\]
If \( (A_{\ell+1})_{lm} \) is positive, then there exists a \( j \) such that both \( (A_{\ell+1})_{lj} \) and \( (A_{\ell})_{jm} \) are positive. Since \( (A_{\ell+1})_{lj} \geq \epsilon \) and \( (A_{\ell})_{jm} \geq \epsilon^\ell \), we have \( (A_{\ell+1})_{lm} \geq \epsilon^{\ell+1} \). That is, \( (A_{\ell+1})_{lm} \neq 0 \implies (A_{\ell+1})_{lm} \geq \epsilon^{\ell+1} \). The induction process is complete. \( \square \)

The following result is due to Tollisen and Lengyel [2008].

**Proposition 19.** Let \( A \) be an \( n \times n \) circulant matrix with first row \( (c_0, c_1, \ldots, c_{n-1}) \). Let \( L = \{i : c_i > 0\} \), \( u = \min L \), \( L' = \{i - u : c_i > 0\} \), and \( g = \gcd(L') \). Then
\[
(A^k)_{ij} \approx \begin{cases} 
\frac{1}{n} \gcd(n, g) & \text{if } j - i \equiv ku \pmod{\gcd(n, g)}, \\
0 & \text{otherwise}
\end{cases}
\]
as \( k \to \infty \).

The rest of this section is devoted to statements and proofs of the main result.

**Proposition 20.** Let \( A \) be a stochastic circulant matrix such that the sequence \( A^k \) converges to a rank-one matrix \( L \). Let \( (A_{\ell})_{\ell \geq 0} \) be a sequence of stochastic matrices having the same zero pattern as \( A \). Moreover, assume that there exists an \( \epsilon > 0 \) such that
\[
\min_{i,j,\ell} \{(A_{\ell})_{ij} : (A_{\ell})_{ij} > 0\} \geq \epsilon.
\]
Then the sequence of matrices \( A_k A_{k-1} \cdots A_1 A_0 \) converges to a rank-one matrix \( L' \) with identical rows.

**Proof.** A result from [Kra and Simanca 2012] asserts that the product of circulant matrices is circulant. Hence \( A^k \) is a sequence of stochastic circulant matrices, and so is their limit \( L \). **Proposition 19** assures us that each entry of \( L \) is either zero or \( \gcd(n, g)/n \). Suppose that for some \( i \) and \( j \), we have \( (L)_{ij} = 0 \). Since \( L \) is stochastic, we must have \( (L)_{ij'} > 0 \) for some \( j' \neq j \). Using arithmetic modulo \( n \) to denote
row and column indices, we can identify an \( \ell \) such that \((L)_{i\ell} = 0\) and \((L)_{i, \ell+1} > 0\).

Since \(L\) is circulant, we have \((L)_{(i+1), (\ell+1)} = (L)_{i\ell} = 0\). Therefore, the \(i\)-th and the \((i+1)\)-th rows of \(L\) must be linearly independent. This contradicts the fact that \(L\) is rank-one. Therefore the entries \((L)_{ij}\) are either all zero or all equal to \(\gcd(n, g)/n\). That \(L\) is stochastic rules out the former. In fact, all entries \((L)_{ij}\) are \(1/n\), which implies that \(\gcd(n, g) = 1\). It follows that, for \(k\) sufficiently large, \(A^k > 0\).

Define \(B_\ell = A_{\ell k-1} A_{\ell k-2} \cdots A_{(\ell-1)k}\) for \(\ell \geq 1\). Then by Proposition 17, each \(B_\ell\) has the same zero pattern as \(A^k\). That is, \(B_\ell > 0\) for all \(\ell\). Furthermore, by Proposition 18 we know that \(B_\ell \geq \epsilon^k\). By Proposition 15, we have that

\[
\tau_1(B_\ell) \leq 1 - n\epsilon^k \quad \text{for} \quad \ell \geq 0.
\]

It follows that

\[
\tau_1(A_\ell A_{\ell -1} \cdots A_0) \leq \tau_1(B_\ell B_{\ell -1} \cdots B_1) \\
\leq \tau_1(B_\ell) \tau_1(B_{\ell -1}) \cdots \tau_1(B_1) \leq (1 - n\epsilon^k)^\ell,
\]

which implies that the sequence \(A_k A_{k-1} \cdots A_1 A_0\) converges to a rank-one matrix \(L'\). Moreover, we can use the same Cauchy sequence argument as in the proof of Theorem 16 to show that the matrix \(L'\) has identical rows. \(\square\)

The following result is worth mentioning.

**Proposition 21.** If \(A\) is a stochastic circulant matrix, then \(A^k\) converges to a rank-one matrix as \(k \to \infty\) if and only if \(\gcd(n, g) = 1\).

**Proof.** On the one hand, as we observed in the previous proof, if \(A\) is a stochastic circulant matrix such that \(A^k\) converges to a rank-one matrix \(L\) as \(k \to \infty\), then \(L\) must be strictly positive, and hence \(\gcd(n, g) = 1\). On the other hand, if \(A\) is a stochastic circulant matrix such that \(\gcd(n, g) = 1\), then \(j-i \equiv ku \mod \gcd(n, g))\).

Thus, \(\lim_{k \to \infty}(A^k)_{ij} = 1/n\). That is, \(A^k\) converges to the rank-one matrix whose entries are all \(1/n\) as \(k \to \infty\). \(\square\)

We state the main result of this section in terms of convergent sequences of polygons.

**Theorem 22.** Suppose that \((A_\ell)_{\ell \geq 0}\) is a sequence of stochastic, circulant-patterned, \(n \times n\) matrices that all have a common zero pattern. Let \(\gcd(n, g) = 1\), where \(u = \min\{i : a_i > 0\}\) and \(g = \gcd\{i-u : a_i > 0\}\). Here, \((a_0, a_1, \ldots, a_{n-1})\) is the first row of \(A_0\). Assume that there exists an \(\epsilon > 0\) such that

\[
\min_{i,j,k}((A_k)_{ij} : (A_k)_{ij} > 0) \geq \epsilon.
\]

Then the sequence of matrices \(A_k A_{k-1} \cdots A_0\) converges to a rank-one matrix \(L\) that has identical rows. Hence, if \(\Pi^{(k)} = A_k A_{k-1} \cdots A_1 \Pi^{(0)}\), then

\[
\lim_{k \to \infty} \Pi^{(k)} = L \Pi^{(0)}.
\]

That is, the sequence of polygons \((\Pi^{(k)})_{k \geq 0}\) converges to the point \(L \Pi^{(0)}\).
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On the Chermak–Delgado lattices of split metacyclic $p$-groups

Erin Brush, Jill Dietz, Kendra Johnson-Tesch and Brianne Power

(Communicated by Kenneth S. Berenhaut)

The Chermak–Delgado measure of a subgroup $H$ of a finite group $G$ is defined as $m_G(H) = |H||C_G(H)|$. The subgroups with maximal Chermak–Delgado measure form a poset and corresponding lattice, known as the CD-lattice of $G$. We describe the symmetric nature of CD-lattices in general, and use information about centrally large subgroups to determine the CD-lattices of split metacyclic $p$-groups in particular. We also describe a rank-symmetric sublattice of the CD-lattice of split metacyclic $p$-groups.

1. Introduction

A. Chermak and A. Delgado [1989] developed a “measuring argument” for a finite group $G$ acting on a finite group $H$ to prove, as G. Glauberman [2006] put it, “remarkably beautiful results and powerful applications.” Glauberman extended Chermak and Delgado’s work to obtain, among other things, results about centrally large subgroups of $p$-groups. A subgroup $H$ of a finite $p$-group $P$ is centrally large if $|H||Z(H)| \geq |H^*||Z(H^*)|$ for every subgroup $H^*$ of $P$.

For any positive real number $\alpha$, Chermak and Delgado defined the measure

$$m_\alpha(G, H) = \text{Sup}\{|A|^\alpha |C_H(A)|\}_{A \in S(G)},$$

where $S(G)$ is the set of all nontrivial subgroups of $G$. In his book, I. M. Isaacs [2008] focused on the case where $\alpha = 1$ and $H$ is a subgroup of the finite group $G$. He defined the Chermak–Delgado measure of a subgroup $H$ of $G$ as $m_G(H) = |H||C_G(H)|$. In a definition analogous to Glauberman’s centrally large subgroups, Isaacs defined a subgroup $H$ of $G$ to have maximal Chermak–Delgado measure if $|H||C_G(H)| \geq |H^*||C_G(H^*)|$ for every subgroup $H^*$ of $G$. Finally, Isaacs showed that the subgroups with maximal Chermak–Delgado measure form a sublattice of the lattice of all subgroups of $G$, which he termed the Chermak–Delgado lattice of $G$.
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Not only are the definitions similar, but one can see that $H$ is centrally large in a $p$-group $P$ if and only if $H$ is in the Chermak–Delgado lattice of $P$ and $C_P(H) \leq H$ [Glauberman 2006]. Thus, the study of Chermak–Delgado lattices may shed light on the subgroup structure of finite groups in general, and on centrally large subgroups in particular.

Not much is known about Chermak–Delgado lattices. To date, there are only four published papers on the subject. B. Brewster and E. Wilcox [2012] studied the connection between Chermak–Delgado lattices of direct and wreath products of groups and the Chermak–Delgado lattices of their components. Together with P. Hauck they constructed a class of $p$-groups whose Chermak–Delgado lattice is a chain [Brewster et al. 2014a]. Later the trio studied quasiantichains in Chermak–Delgado lattices, proving that if there is a quasiantichain interval between subgroups $L$ and $H$ of $G$, with $L \leq H$, then $H/L$ is an elementary abelian $p$-group for some prime $p$ [Brewster et al. 2014b]. The most recent contribution to the subject is a paper by L. An, J. Brennan, H. Qu, and Wilcox [An et al. 2015], who further studied groups for which the Chermak–Delgado lattice is a chain of diamonds.

The structure of a Chermak–Delgado lattice varies greatly among finite groups. For example, it is easy to see that the Chermak–Delgado lattice of an abelian group $G$ consists of just $G$. There are groups whose Chermak–Delgado lattices are chains of any length, diamonds of any width, and chains of diamonds; see [Brewster et al. 2014a; An et al. 2015]. These two papers construct groups that have particular Chermak–Delgado lattice shapes, whereas we start with general split metacyclic $p$-groups, $p > 2$, and construct their associated Chermak–Delgado lattices.

The structure of this paper is as follows. In Section 2, we define some terms and describe the symmetry of Chermak–Delgado lattices in general. In Section 3, we give a full treatment of split metacyclic $p$-groups, $p > 2$, from describing their subgroup structure to determining their Chermak–Delgado measure and lattices. In Section 4, we define a rank-symmetric subposet of the poset of all subgroups of a split metacyclic $p$-group with maximal Chermak–Delgado measure; sometimes its corresponding lattice has the same structure as the full Chermak–Delgado lattice. Finally, in Section 5, we construct two complete Chermak–Delgado lattices using the theorems developed in Section 3.

2. Chermak–Delgado lattices and their symmetry

A good reference for Chermak–Delgado measures and lattices is [Isaacs 2008], where we find some of the definitions and properties below.

As above, if $G$ is a finite group with subgroup $H$, then the Chermak–Delgado measure (or CD-measure) of $H$ in $G$ is $m_G(H) = |H||C_G(H)|$, where $C_G(H)$ is the centralizer of $H$ in $G$. We will denote the maximum possible CD-measure in a
group $G$ as $m^*(G)$. The set of all subgroups of $G$ that have maximal measure is a poset called the Chermak–Delgado set of $G$ (or CD-set) and denoted $\mathcal{CD}(G)$.

As with any poset, we are interested in smallest and largest elements. The greatest lower bound for the entirety of $\mathcal{CD}(G)$ is the intersection of all members of the set, which is called the Chermak–Delgado subgroup of $G$ and denoted $M_G$. Isaacs proved that $Z(G) \leq M_G$. It follows that $Z(G) \leq H$ for any $H \in \mathcal{CD}(G)$. Isaacs further proved that if $H \in \mathcal{CD}(G)$, then $C_G(C_G(H)) = H$; hence $C_G(H)$ is also in $\mathcal{CD}(G)$. In particular, $M^G = C_G(M_G)$ is the least upper bound for the entirety of $\mathcal{CD}(G)$ and $m^*(G) = |M_G||M^G|$. The Chermak–Delgado lattice of $G$ (or CD-lattice) consisting of subgroups from $\mathcal{CD}(G)$ is a modular, self-dual lattice [Brewster et al. 2014b]. Usually this lattice is also denoted by $\mathcal{CD}(G)$, but we will use the notation $\mathcal{L}(G)$ to specifically denote the Hasse diagram drawn from the CD-set such that there is an edge between subgroups $H_1, H_2 \in \mathcal{CD}(G)$ if and only if $H_1$ covers $H_2$, meaning that $H_2 < H_1$ and there does not exist a subgroup $K \in \mathcal{CD}(G)$ for which $H_2 < K < H_1$. Although subgroup order does not necessarily define a rank function on $\mathcal{CD}(G)$, we will see that the lattice $\mathcal{L}(G)$ has several interesting properties.

Define the height of a subgroup $H$ in the lattice $\mathcal{L}(G)$ as simply $|H|$. If $H_1$ and $H_2$ are two subgroups in $\mathcal{L}(G)$ of orders $n_1$ and $n_2$ respectively, with $n_1 \geq n_2$, we will call $n_1/n_2$ the distance between $H_1$ and $H_2$ and denote it $d(H_1, H_2)$. In our scheme, we have $d(H, K) \geq 1$ for all $H, K \in \mathcal{CD}(G)$.

The next theorem says $\mathcal{CD}(G)$ is order symmetric and $\mathcal{L}(G)$ can be displayed having a horizontal line of symmetry.

**Theorem 2.1.** Let $G$ be a finite group. Then $\mathcal{L}(G)$ is graph isomorphic to a lattice that is symmetric across a horizontal line of symmetry at height $\sqrt{m^*(G)}$.

**Proof.** To prove the symmetry, we will show that the bijective correspondence $H \mapsto C_G(H)$, for $H \in \mathcal{CD}(G)$, satisfies three properties:

1. If $H$ lies above the line of symmetry, then the distance between the top of the lattice and $H$ is equal to the distance between $C_G(H)$ and the bottom of the lattice (by duality, the analogous property will hold for any $H$ lying below the line of symmetry).

2. If $H$ lies on the line of symmetry, then so does $C_G(H)$.

3. Subgroup inclusion relationships above the line of symmetry are mirrored below the line.

Thus, a symmetric lattice can be drawn with $H \in \mathcal{L}(G)$ and its partner $C_G(H)$ placed on a vertical line above and below the line of symmetry, or both exactly on the line. (Figure 1 shows the same portion of the CD-lattice for the metacyclic $p$-group $P(4, 2, 2, 0)$ as described in (3-1) below. The lattice on the right is drawn
with its symmetry highlighted, and dashed lines connecting a subgroup to its centralizer.)

Proof of (1): Let $H \in \mathop{CD}(G)$ and assume $|H| > \sqrt{m^*(G)}$. Note that

$$|H| \cdot |C_G(H)| = m^*(G) = |M_G||M^G|.$$ 

It follows that

$$\frac{|C_G(H)|}{|M_G|} = \frac{|M^G|}{|H|}.$$ 

Hence, $d(C_G(H), M_G) = d(M^G, H)$.

Proof of (2): Assume $H \in \mathop{CD}(G)$ lies on the line of symmetry, so $|H| = \sqrt{m^*(G)}$. Since $|H| \cdot |C_G(H)| = m^*(G)$, we must have $|C_G(H)| = \sqrt{m^*(G)}$, so $C_G(H)$ also lies on the line of symmetry.

Proof of (3): Assume $H, K \in \mathop{CD}(G)$ and $H \leq K$. It follows that $C_G(K) \leq C_G(H)$. Thus, subgroup inclusion relationships above the line of symmetry are mirrored below the line, and vice versa. \hfill \Box

3. Subgroup and CD-lattices of split metacyclic $p$-groups

**Presentations of metacyclic $p$-groups, $p > 2$.** A group is metacyclic if it has a cyclic normal subgroup whose corresponding quotient is also cyclic. The group splits if it is a semidirect product of the form $\mathbb{Z}_m \rtimes \mathbb{Z}_n$. It is well known that every noncyclic metacyclic $p$-group, $p > 2$, has a presentation of the form

$$P = P(m, n, c, s) = \langle x, y \mid x^{p^m} = 1, y^{p^n} = x^{p^m - s}, yxy^{-1} = x^{1 + p^{m - c}} \rangle, \quad (3-1)$$

where $1 \leq m, n, \ 0 \leq c \leq \min\{m - 1, n\}$, and $0 \leq s \leq m - c$.\footnote{Presentations of metacyclic 2-groups are also known, but we restrict to odd primes throughout.} Note that the parameter $s$ measures how far the group is from splitting (if $s = 0$, then $P$ is split.
and \( P \cong \langle x \rangle \rtimes \langle y \rangle \), and the parameter \( c \) measures how far the group is from being commutative (if \( c = 0 \), then \( P \) is abelian). We have \(|P| = p^{m+n}\) and every element of \( P \) can be written uniquely as \( x^i y^j \) for some \( 0 \leq i < p^m \) and \( 0 \leq j < p^n \).

**Note 3.1.** For the rest of this paper, we will use the term “metacyclic \( p \)-group” to mean a finite, nonabelian, noncyclic metacyclic \( p \)-group, where \( p > 2 \).

Depending on the relative sizes of the four parameters, it is sometimes possible to find a different set of generators that yields a split presentation with \( s = 0 \).

**Proposition 3.2** [Dietz 1993]. Let \( P(m, n, c, s) \) be as in (3-1).

1. If \( s = 0 \), then \( P \) is split.
2. If \( s \neq 0 \) and \( m - s \geq n \), then we can find an element \( y^* \) such that \( P \cong \langle x, y^* \rangle = P(m, n, c, 0) \) and thus \( P \) splits.
3. If \( s \neq 0 \) and \( m - s < \min\{n, m - c + 1\} \), then we can find elements \( x^* \) and \( y^* \) such that \( P \cong \langle y^*, x^* \rangle = P(n + s, m - s, c, 0) \) and thus \( P \) splits.
4. If \( s \neq 0 \) and \( m - c < m - s < n \), then \( P \) is nonsplit.

See Figure 2 for a decision tree illustrating this proposition.

Furthermore, we can put restrictions on the parameters in such a way that different values of \( s \) and \( c \) for a fixed pair \( m \) and \( n \) describe unique isomorphism types. We have the following isomorphism classes that we will say are in reduced metacyclic form.

**Proposition 3.3** [King 1973]. Every metacyclic \( p \)-group is isomorphic to exactly one of the following reduced forms:

1. Split: \( P(m, n, c, s) \) with \( 0 = s \leq c \leq \min\{n, m - 1\} \).
2. Nonsplit: \( P(m, n, c, s) \) with \( \max\{1, m - n + 1\} \leq s \leq \min\{c - 1, m - c\} \).
**CD-measure and CD-lattice of** $P(m, n, c, s)$. We first establish the CD-measures of split metacyclic $p$-groups, and then determine their CD-lattices.

**Proposition 3.4.** Let $P = P(m, n, c, 0)$ be a split metacyclic $p$-group. Then $m^*(P) = p^{2(m+n-c)}$.

**Proof.** By [Héthelyi and Külshammer 2011, Lemma 4.1], we have $m^*(P) = [P : P']^2$. Lemma 2.5 in [Bidwell and Curran 2010] shows that $P' = \langle x^{p^{m-c}} \rangle \cong \mathbb{Z}_{p^c}$. Hence $m^*(P) = (p^{m+n-c})^2$.

**Theorem 3.5.** Let $P = P(m, n, c, 0)$. Then $\text{CD}(P)$ consists of the maximal abelian subgroups of $P$, all nonabelian subgroups of $P$, and all centralizers of the nonabelian subgroups.

**Proof.** First, we show that $\text{CD}(P)$ contains the subgroups mentioned in the theorem; second, we show that no other subgroups are in $\text{CD}(P)$.

Proposition 2.4 in [Glauberman 2006] shows that all centrally large subgroups of a finite $p$-group have maximal CD-measure. Corollary 4.4 in [Héthelyi and Külshammer 2011] shows that all maximal abelian and nonabelian subgroups of $P$ are centrally large; hence all are in $\text{CD}(P)$. By duality, centralizers of these subgroups are also in $\text{CD}(P)$. We will show that the maximal abelian subgroups are equal to their centralizers.

Let $A$ be a maximal abelian subgroup of $P$. By Lemma 2.8 in [Héthelyi and Külshammer 2011], $|A| = [P : P'] = p^{m+n-c}$. Since $A$ has maximal CD-measure, we know $|C_P(A)| = p^{m+n-c}$. Finally, $A \leq C_P(A)$ implies $A = C_P(A)$.

Next, we must show that no other subgroups of $P$ are contained in $\text{CD}(P)$. Let $H$ be an abelian subgroup of $P$ that is not maximal abelian and is not the centralizer of a nonabelian subgroup of $P$. If $C_P(H)$ is nonabelian, then $C_P(H) \in \text{CD}(P)$. By duality, $C_P(C_P(H)) = H$, but this contradicts the fact that $H$ is not the centralizer of a nonabelian subgroup of $P$. If $C_P(H)$ is abelian, then neither $H$ nor $C_P(H)$ is maximal abelian. We see that

$$m_P(H) = |H||C_P(H)| < (p^{m+n-c})^2 \leq m^*(P),$$

so $H \not\in \text{CD}(P)$. \hfill $\square$

A few things from the theorem and its proof are worthy of note.

- $P$ is itself a member of $\text{CD}(P)$, hence $Z(P)$ is too.
- By **Theorem 2.1**, the line of symmetry of $L(P)$ is at height $\sqrt{m^*(P)} = p^{m+n-c}$, which is the height of the maximal abelian subgroups of $P$. Thus, it makes sense that the maximal abelian subgroups of $P$ are equal to their own centralizers.
- All nonabelian subgroups of $P$ lie above the line of symmetry in $L(P)$ and have order greater than all abelian subgroups of $P$ (this is in Proposition 3.3 of [Berkovich 2013] too).
• All nonabelian subgroups of $P$ have abelian centralizers (that are not maximal). In fact, the proposition below shows that centralizers of nonabelian subgroups equal their centers.

• All nonabelian subgroups of $P$ contain the center of $P$.

We have two further results about abelian and nonabelian subgroups of $P = P(m, n, c, 0)$.

**Proposition 3.6.** Let $H$ be a nonabelian subgroup of $P$. Then $C_P(H) = Z(H)$.

**Proof.** As we saw in the proof above, $H$ is centrally large, so $|H||Z(H)| \geq |H^*||Z(H^*)|$ for all $H^* \leq P$. Since a maximal abelian subgroup $A$ of $P$ is equal to its own centralizer, we see that $|A||C_P(A)| = |A||Z(A)|$ is maximal too. Then

$$|H||Z(H)| \geq |A||Z(A)| = |A||C_P(A)| = |H||C_P(H)|$$

implies $C_P(H) = Z(H)$. \(\square\)

**Proposition 3.7.** Not every nonmaximal abelian subgroup $A$ of $P$ with $|A| \geq |Z(P)|$ is in $CD(P)$.

**Proof.** First some notation: let $s_j$ denote the total number of subgroups of $P$ of order $p^j$, and let $s_j^{cd}$ denote the total number of subgroups of order $p^j$ that are in $CD(P)$.

From Theorem 3.5 we know that if a nonmaximal abelian subgroup of $P$ is in $CD(P)$, then it has order $p^k$, where $m + n - 2c \leq k < m + n - c$. Thus, if we can show $s_k > s_i^{cd}$ for all such $k$, then we will have proved the proposition.

By duality, $s_k^{cd} = s_i^{cd}$, where $i = 2(m + n - c) - k$. Since every nonabelian subgroup of $P$ is in $CD(P)$, we know $s_i^{cd} = s_i$. By a result of A. Mann [2010], the number of subgroups of $P$ of order $p^j$, where $m + n - c < i \leq m + n$, is

$$s_i = \frac{p^{m+n-i+1} - 1}{p-1}.$$  

The same theorem in [Mann 2010] shows that the size of $s_k$ depends on the size of $k$ relative to $m$ and $n$.

Assume $m \geq n$.

1. If $k \geq m$, then $s_k = (p^{m+n-k+1} - 1)/(p-1)$. Since $k < i$, we have $s_k > s_i$.
2. If $n \leq k \leq m$, then $s_k = (p^{n+1} - 1)/(p-1)$. Since $m + n - c < i \leq m + n$ and $c \leq n$, we have $i > m$. Thus $n + 1 > m + n - i + 1$ and $s_k > s_i$.
3. If $k \leq n$, then $s_k = (p^{k+1} - 1)/(p-1)$. Since $c \leq \min(m - 1, n)$, we have $m + n - 2c > 0$. Thus

$$k + 1 = 2(m + n - c) - i + 1 > m + n - i + 1,$$

and $s_k > s_i$. 
In each case, the total number of abelian subgroups of order \( p^k \) is greater than the number of abelian subgroups of order \( p^k \) that appear in \( CD(P) \).

A similar result holds if \( m < n \).

By duality, we need only determine the upper half of the CD-lattice in order to at least know its complete structure (if not the precise subgroups). The next subsection gives us tools for determining the nonabelian subgroups of \( P(m, n, c, 0) \) in a regressive manner.

**Subgroups of metacyclic \( p \)-groups.** It is well known that subgroups of metacyclic groups are either cyclic or metacyclic. In this section we determine the precise metacyclic structure of the maximal subgroups of \( P = P(m, n, c, s) \). First we need some computational lemmas from [Schulte 2001] and [Bidwell and Curran 2010].

**Lemma 3.8 [Schulte 2001].** Let \( P = P(m, n, c, s) \) be as in (3-1).

1. We have \( y^jx^i = x^{i(1+p^m-c)}y^j \), where \( i, j \geq 0 \).
2. Let \( \alpha = 1 + p^m - c \) and \( k \in \mathbb{N} \). Then \( (x^iy^j)^k = x^{i\Lambda(j,k)}y^{jk} \), where
   \[
   \Lambda(j, k) = 1 + \alpha^j + \alpha^{2j} + \cdots + \alpha^{(k-1)j} \quad \text{for } i, j, k \geq 0.
   \]

**Lemma 3.9 [Bidwell and Curran 2010].** For any positive integers \( a \) and \( b \) and an odd prime \( p \), we have \((1 + p^a)^{p^b} \equiv 1 \mod p^{a+b}\).

From the proof of Proposition 3.7, the number of proper subgroups of \( P \) of maximal order is \( s_i = p + 1 \), where \( i = m + n - 1 \).

**Theorem 3.10.** The \( p+1 \) maximal proper subgroups of \( P = P(m, n, c, s) = \langle x, y \rangle \) are

\[
L = \langle x^p, y \rangle, \quad M_i = \langle x^p, x^iy \rangle \quad \text{for } i = 1, \ldots, p-1, \quad R = \langle x, y^p \rangle.
\]

**Proof.** It is clear that \( L \) and \( R \) each have order \( p^m+n-1 \) and are distinct from one another. \( L \) and \( M_i \) are distinct because \( y \in M_i \) only if \( i \equiv 0 \mod p \). Similarly, \( R \) and \( M_i \) are distinct because \( x \notin M_i \). To show the \( M_i \) are distinct from one another, suppose that \( x^iy \in M_j \) for some \( i 
eq j \). Then for some \( u, v \in \mathbb{Z} \), we have

\[
x^iy = (x^p)^u(x^jy)^v = x^{pu + j\Lambda(1,v)}y^v
\]

by Lemma 3.8. We must have \( v \equiv 1 \mod p^n \) so there exists \( w \in \mathbb{Z} \) such that \( v = 1 + wp^n \). Now

\[
x^iy = x^{pu + j\Lambda(1,v)}y^{1 + wp^n} = x^{pu + j\Lambda(1,v) + wp^{m-s}}y,
\]

hence \( i \equiv pu + j\Lambda(1,v) + wp^{m-s} \mod p^m \). By Lemma 3.9 we can see that \( \Lambda(1, v) \equiv 1 \mod p \). Thus \( i \equiv j \mod p \), which is a contradiction.

---

\footnote{Schulte [2001] focuses on a particular family of split metacyclic \( p \)-groups, but the result stated here clearly holds more generally.}
It remains to show that \(|M_i| = p^{m+n-1}\). Because the \(M_i\) are metacyclic, we know that

\[
|M_i| = \frac{|\langle x^p \rangle| |\langle x^i y \rangle|}{|\langle x^p \rangle \cap \langle x^i y \rangle|}.
\]

Using Lemmas 3.8 and 3.9, we can show that \(|x^i y| \geq |y| = p^{n+s}\). Using similar computations, we can show that \(|\langle x^p \rangle \cap \langle x^i y \rangle| \leq \langle x^{p^{m-c}} \rangle\). Thus

\[
\frac{|\langle x^p \rangle| |\langle x^i y \rangle|}{|\langle x^p \rangle \cap \langle x^i y \rangle|} \geq \frac{p^m p^{n+s}}{p^s} = p^{m+n-1}.
\]

Certainly \(M_i\) is a proper subgroup of \(P\), so we must have \(|M_i| = p^{m+n-1}\). \(\Box\)

Next we identify the metacyclic structure of the \(p+1\) maximal subgroups of a metacyclic \(p\)-group, but separate the split and nonsplit cases.

**Theorem 3.11.** The metacyclic forms of the maximal subgroups of the split metacyclic \(p\)-group \(P = P(m, n, c, 0)\) are

1. \(L = \langle x^p, y \rangle \cong P(m-1, n, c-1, 0)\),
2. \(M_i = \langle x^p, x^i y \rangle \cong P(m, n-1, c-1, 0) \cong L\) if \(m \leq n\),
   \[
   P(m, n-1, c-1, 0) \cong R\] if \(m > n\) and \(n \leq m-c+1\),
   \[
   P(m-1, n, c-1, m-n)\] if \(m > n > m-c+1\),
3. \(R = \langle x, y^p \rangle \cong P(m, n-1, c-1, 0)\).

**Proof.** The order relations in \(L\) are clear, so we need only check the degree of commutativity. We have

\[
y x^p y^{-1} = (yx y^{-1})^p = (x^1 + p^{m-c})^p = (x^p)^{1 + p^{m-c}}.
\]

Since \(m-c = (m-1) - (c-1)\), we have our result.

In \(R\) we see that \(y^p x y^{-p} = x^{(1 + p^{m-c})} \equiv 1 \mod p^{m-c+1}\). By [King 1973, Proposition 2.3], we can replace \(x\) and \(y^p\) with \(x^*\) and \(y^*\) respectively so that \(\langle x^* \rangle = \langle x \rangle\), \(\langle y^* \rangle = \langle y^p \rangle\) and \(y^* x^*(y^*)^{-1} = (x^*)^{1 + p^{m-c+1}}\). Since \(m-c+1 = m - (c-1)\), we have our result.

In \(M_i\) we have

\[
(x^i y) x^p (x^i y)^{-1} = x^i (yx y^{-1}) x^{-i} = x^i (x^1 + p^{m-c})^p x^{-i} = (x^p)^{1 + p^{m-c}}.
\]

Next, we compute the splitting degree. Since \(P\) is regular (see [Davitt 1970, Corollary 1]), we know

\[
(x^i y)^p = x^{ip} y^n z^{p^n}
\]

for some \(z \in [P, P] = \langle x^{p^{m-c}} \rangle\). Suppose \(z = x^{ap^{m-c}}\) for some \(a \in \mathbb{Z}\). Then

\[
(x^i y)^p = x^{ip^n + ap^{m-c+n}}.
\]
If $m \leq n$, we see that $x^iy$ has order $p^n$ and $M_i = P(m - 1, n, c - 1, 0)$. If $m > n$, then

$$(x^i y)^p^n = (x^p)^{ip^{n-1}+ap^{m-c+n-1}} = (x^p)^{p^{n-1}(i+ai^{-1}p^{m-c})}.$$ 

Since $i + ai^{-1}p^{m-c}$ is a unit modulo $p^m$, [King 1973] again tells us that we can choose new generators $x^*$ and $y^*$ so that $(x^*) = (x^p)$, $(y^*) = (x^i y)$, $y^*x^*(y^*)^{-1} = (x^*)^{1+p^{m-c}}$, and $(y^*)^{p^n} = (x^*)^{p^{n-1}}$. Hence we get $M_i = P(m - 1, n, c - 1, m - n)$. Finally, by Proposition 3.2 we see that the reduced metacyclic form of $M_i$ depends on whether $m - n < c - 1$.

\[\Box\]

**Theorem 3.12.** The metacyclic forms of the maximal subgroups of the nonsplit metacyclic $p$-group $P = P(m, n, c, s)$, $\max\{1, m-n+1\} \leq s \leq \min\{c-1, m-c\}$, are

1. $L = \langle x^p, y \rangle \cong \begin{cases} P(n+s, m-s-1, c-1, 0) & \text{if } s = c-1, \\ P(m-1, n, c-1, s) & \text{if } s < c-1, \end{cases}$

2. $M_i = \langle x^p, x^i y \rangle \cong L$ for $i = 1, \ldots, p-1$,

3. $R = \langle x, y^p \rangle \cong \begin{cases} P(m, n-1, c-1, 0) & \text{if } s = m-n+1, \\ P(n+s-1, m-s, c-1, 0) & \text{if } m-n+1 < s = c-1, \\ P(m, n-1, c-1, s) & \text{if } m-n+1 < s < c-1. \end{cases}$

**Proof.** Consider the subgroup $L$ first. As in the proof of Theorem 3.11, we have the commutativity degree is $c-1$. Since $y^{p^n} = (x^p)^{p^{n-1}-s}$, we see that the splitting degree is $s$. Thus $L = P(m-1, n, c-1, s)$. By Proposition 3.2 and the subsequent decision tree, we know $s > 0$ and $s \geq m-n+1 > (m-1) - s$, so that the structure of $L$ depends on whether $s \geq c-1$. We already have $s \leq c-1$, so $s \geq c-1$ if and only if $s = c-1$.

Next we consider $R$. As in the proof of Theorem 3.11, we can replace $x$ and $y^p$ with $x^*$ and $y^*$ respectively so that $y^*x^*(y^*)^{-1} = (x^*)^{1+p^{m-c}+c}$. Furthermore, the splitting degree remains unchanged, so $(y^p)^{p^{n-1}} = x^{p^{m-s}}$ implies $(y^*)^{p^{n-1}} = (x^*)^{p^{m-s}}$. Hence $R = P(m, n-1, c-1, s)$. From this decision tree, we see that $R = P(m, n-1, c-1, 0)$ if $s \leq m - (n - 1)$. We already have $m-n+1 \leq s$, so this form occurs exactly when $s = m-n+1$. Finally, the structure of $R$ depends on whether $s \geq c-1$ (which happens if and only if $s = c-1$) or $s < c-1$.

Lastly, we consider the subgroups $M_i$. We compute $x^i y x^p y^{-1} x^{-p} = (x^p)^{1+p^{m-c}}$ so the commutativity degree is $c-1$. The splitting degree is determined by computing $(x^i y)^{p^n} = x^i \Lambda(1, p^n) + p^{m-s}$, where $\Lambda(1, p^n)$ is as in Lemma 3.8. Now

$$\Lambda(1, p^n) = 1 + \alpha + \alpha^2 + \cdots + \alpha^{p^n-1} = \frac{\alpha^{p^n} - 1}{\alpha - 1}.$$ 

Since $\alpha^{p^n} \equiv 1 \mod p^{m-c+n}$ by Lemma 3.9, there exists $a \in \mathbb{Z}$ such that $\alpha^{p^n} = 1 + ap^{m-c+n}$. Thus $\Lambda(1, p^n) = ap^n$ and we have

$$(x^i y)^{p^n} = x^{iap^n + p^{m-s}} = x^{p^{m-s}(iap^{n-m-s}+1)} = (x^p)^{p^{m-s-1}(iap^{n-m-s}+1)}.$$
ON THE CHERMAK–DELGADO LATTICES OF SPLIT METACYCLIC $p$-GROUPS

Once again by [King 1973] we can replace $x^p$ and $x^i y$ with generators $x^*$ and $y^*$ satisfying the same order and commutator relations, and further satisfying $(y^*)^{p^n} = (x^*)^p^{m-1-s}$. Hence $M_i = P(m - 1, n, c - 1, s)$ and has the same structure as $L$. □

With Theorems 3.5, 3.11, and 3.12 in hand, we can construct the subgroup lattice of a split metacyclic $p$-group, and hence construct its CD-lattice. In practice, even small-order metacyclic $p$-groups will have complicated lattices with split subgroups spawning nonsplit subgroups, and vice versa (see one example in Section 5). However, there are certain conditions under which we get particularly nice CD-lattices, including some quasiantichains as discussed in [Brewster et al. 2014b]. This is what we will describe in the next section.

4. Diamonds in the rough: the BEK-lattice

We begin with some notation. Let $P = P(m, n, c, 0) = \langle x, y \rangle$, and set $H_{ab} = \langle x^{p^a}, y^{p^b} \rangle$, where $0 \leq a \leq m$ and $0 \leq b \leq n$. These subgroups are the $L$- and $R$-types from Theorems 3.11 and 3.12, and sometimes the $M_i$ subgroups are isomorphic to these. The set of the $H_{ab}$ will form a sublattice of $\mathcal{L}(P)$, which we will denote $\mathcal{BEK}(P)$, and under the right circumstances $\mathcal{L}(P)$ will “collapse” to $\mathcal{BEK}(P)$. Before getting to these results, we delve into the structure of the $H_{ab}$.

Lemma 4.1 [Bidwell and Curran 2010]. Let $P = P(m, n, c, s)$ be as in (3-1). Then

1. $C_{\langle x \rangle}(\langle y \rangle) = \langle x^{p^c} \rangle$,
2. $C_{\langle y \rangle}(\langle x \rangle) = \langle y^{p^c} \rangle$,
3. $Z(P) = \langle x^{p^c}, y^{p^c} \rangle$ and $|Z(P)| = p^{m+n-2c}$.

By the third property above, we have $Z(P) \leq H_{ab}$ for all $0 \leq a, b \leq c$. We know the metacyclic forms of the subgroups $H_{ab}$.

Proposition 4.2. Let $P = P(m, n, c, 0)$ and consider $H_{ab} \leq P$, where $0 \leq a \leq m$ and $0 \leq b \leq n$. Then

$$H_{ab} \cong \begin{cases} P(m - a, n - b, c - (a + b), 0) & \text{if } a + b < c, \\ \mathbb{Z}_{p^m-a} \times \mathbb{Z}_{p^n-b} & \text{if } a + b \geq c. \end{cases}$$

In particular, $|H_{ab}| = p^{m+n-a-b}$.

Proof. By repeated applications of Theorem 3.11, we see that

$$\langle x^{p^a}, y^{p^b} \rangle = P(m - a, n - b, c - (a + b), 0)$$

as long as $c - (a + b) > 0$. On the other hand, by Lemma 3.8

$$y^{p^b} x^{p^a} = x^{p^a(1 + p^{m-c})^{p^b}} y^{p^b}.$$
Figure 3. The BEK-lattice of a split metacyclic $p$-group.

By Lemma 3.9, $(1 + p^{m-c})^{p^b} \equiv 1 \mod p^{m-c+b}$. Thus

$$x^{p^a(1+p^{m-c})^{p^b}} = x^{p^a(1+dp^{m-c+b})}$$

for some $d \in \mathbb{Z}$. If $a + b \geq c$, we can see that $H_{ab}$ is abelian and isomorphic to $\mathbb{Z}_{p^{m-a}} \times \mathbb{Z}_{p^{n-b}}$. □

**Theorem 4.3.** Let $\mathcal{CD}_{bek}(P) = \{H_{ab} \mid 0 \leq a, b \leq c\}$. Then $\mathcal{CD}_{bek}(P)$ is a subposet of $\mathcal{CD}(P)$ that is rank-symmetric, and its corresponding lattice, $BEK(P)$, is shown in Figure 3.

To show that each $H_{ab}$ is in $\mathcal{CD}(P)$, we will show that the centralizers of the nonabelian $H_{ab}$ are the abelian ones.

**Proposition 4.4.**

$$C_P(H_{ab}) = H_{c-b,c-a}.$$  

**Proof.** When $a + b < c$, we know $H_{ab}$ is nonabelian and thus is in $\mathcal{CD}(P)$ by Theorem 3.5. Therefore, $m_P(H_{ab}) = p^{2(m+n-c)}$. Since $|H_{ab}| = p^{m+n-a-b}$, it follows that $|C_P(H_{ab})| = p^{m+n-2c+a+b}$. By Lemma 4.1,

$$Z(H_{ab}) = Z(P(m-a, n-b, c-a-b, 0)) = \langle x^{p^{c-b}}, y^{p^{c-a}} \rangle = H_{c-b,c-a}$$

and therefore $|Z(H_{ab})| = p^{m+n-2c+a+b}$. We have $|C_P(H_{ab})| = |Z(H_{ab})|$ and so $C_P(H_{ab}) = Z(H_{ab}) = H_{c-b,c-a}$.

When $a + b = c$, we know $|H_{ab}| = p^{m+n-c}$, so it is maximal abelian. From Theorem 3.5 we know $C_P(H_{ab}) = H_{ab} = H_{c-b,c-a}$. 
Let \( a + b > c \). Then by Lemma 3.8,
\[
y^p x^{p^c - b} = x^{p^c - b(1 + p^m - c)} y^p = x^{p^c - b} y^p,
\]
so \( x^{p^c - b} \in C_P(H_{ab}) \). Similarly,
\[
y^{p^c - a} x^{p^a} = x^{p^a(1 + p^m - c)} y^{p^c - a} = x^{p^a} y^{p^c - a},
\]
so \( y^{p^c - a} \in C_P(H_{ab}) \). Thus \( H_{c - b, c - a} \leq C_P(H_{ab}) \). We have
\[
|H_{ab}| |C_P(H_{ab})| \geq |H_{ab}| |H_{c - b, c - a}| = p^{2m + 2n - 2c}.
\]
Since this is the maximal possible measure, we have \( H_{c - b, c - a} = C_P(H_{ab}) \). □

The next corollary follows immediately.

**Corollary 4.5.** \( H_{ab} \in CD(P) \) for all \( 0 \leq a, b \leq c \).

**Proposition 4.6.** \( H_{ab} \) covers \( H_{a'b'} \) if and only if \( a + b + 1 = a' + b' \) and either \( a' = a + 1 \) or \( b' = b + 1 \).

**Proof.** First suppose \( H_{a'b'} < H_{ab} \). The generators of \( H_{a'b'} \) must be in \( H_{ab} \), so there exist \( i, j, u, v \in \mathbb{Z} \) such that
\[
x^{p^{a'}} = (x^{p^a})^i (y^{p^b})^j, \tag{4-1}
\]
\[
y^{p^{b'}} = (x^{p^a})^u (y^{p^b})^v. \tag{4-2}
\]

From (4-1) we see that \( p^{a'} = ip^a \), so \( a' \geq a \). From (4-2) we have \( b' \geq b \). If \( a + b = a' + b' - 1 \), then there are exactly two groups that cover \( H_{a'b'} \) as stated in the proposition. If \( a + b < a' + b' - 1 \), then one of three cases can occur: (i) \( a \leq a' - 2 \), (ii) \( b \leq b' - 2 \), or (iii) \( a \leq a' - 1 \) and \( b \leq b' - 1 \). In turn, we will have the three cases

(i) \( H_{a'b'} < H_{a' - 1, b'} < H_{a' - 2, b'} \leq H_{ab} \),

(ii) \( H_{a'b'} < H_{a', b' - 1} < H_{a', b' - 2} \leq H_{ab} \),

(iii) \( H_{a'b'} < H_{a' - 1, b'} < H_{a' - 1, b' - 1} \leq H_{ab} \),

contradicting the fact that \( H_{ab} \) covers \( H_{a'b'} \).

Conversely, if \( a + b + 1 = a' + b' \) and \( a' = a + 1 \), then it is clear that \( H_{a'b'} < H_{ab} \) and there does not exist \( H_{cd} \) such that \( H_{a'b'} < H_{cd} < H_{ab} \). We have a similar result if \( b' = b + 1 \). □

The proposition above proves that \( BEK(P) \) has the structure illustrated in Figure 3.

Finally, we define a rank function \( \rho : CD_{bek}(P) \to \mathbb{N} \) by \( \rho(H_{ab}) = m + n - a - b \). Then \( \rho(H_{ab}) = \rho(H_{a'b'}) + 1 \) when \( H_{ab} \) covers \( H_{a'b'} \) and we see that \( CD_{bek}(P) \) is a ranked poset that is clearly rank-symmetric from its definition, proving Theorem 4.3.
As we will prove below, there are conditions on the parameters of $P(m, n, c, 0)$ that guarantee its CD-lattice “collapses” to the BEK-lattice. That is, all subgroups in $CD(P)$ will be isomorphic to $H_{ab}$ for some $0 \leq a, b \leq c$. There will be multiple copies of some $H_{ab}$ in $CD(P)$ — for example, in $P(3, 4, 1, 0)$ there will be $p$ copies of $H_{10}$ by Theorem 3.11 — so that the edges in $L(P)$ will be weighted versions of those in $BEK(P)$.

**Theorem 4.7.** Let $P = P(m, n, c, 0)$, with $m \leq n$ and $c \leq n - m + 1$. Then every subgroup in $CD(P)$ is isomorphic to $H_{ab}$ for some $0 \leq a, b \leq c$.

**Proof.** We begin by showing that all the nonabelian subgroups in the upper half of $L(P)$ are isomorphic to some $H_{ab}$.

By Theorem 3.11, the maximal subgroups of $P$ are isomorphic to $H_{10}$ and $H_{01}$. Thereafter, as the order of the subgroups decreases, they are split and of the form $H_{ab} = P(m - a, n - b, c - a - b, 0)$ as long as $m - a \leq n - b$. Suppose $m + k = n$ for some $k \geq 0$. The first possibility for a nonsplit subgroup to appear is when $m - a > n - b$, or $b - a > k$. Thus $H_{0, k+1}$ is the first subgroup of $P$ that might have a nonsplit subgroup (none of the other $H_{ab}$ of the same order satisfy $b - a = k + 1$). However, $k + 1 \geq c$ implies $H_{0, k+1}$ is abelian so we have reached the lower half of the lattice and all subgroups in the upper half are split and isomorphic to some $H_{ab}$.

Next we must show that centralizers of all nonabelian subgroups of $P$ are isomorphic to some $H_{a'b'}$ with $a' + b' > c$. Proposition 4.4 shows that the centralizers of those nonabelian subgroups of $P$ exactly equal to $H_{ab}$, where $a + b < c$, are equal to $H_{c-b, c-a}$.

---

3These are not the only conditions on the metacyclic parameters under which the result of the theorem holds, but they are the most succinct.
Now suppose that $M \leq P$ is isomorphic to $H_{ab}$, where $a + b < c$, and let $M = P(m-a, n-b, c-a-b, 0) = \langle s, t \rangle$ as in (3-1). By Lemma 4.1, $Z(M) = \langle sp^{c-a-b}, tr^{c-a-b} \rangle$, which has order $p^{m+n-2c+a+b}$, and, therefore, must be equal to $C_P(M)$. Thus $C_P(M) = P(c-b, c-a, 0, 0) \cong H_{c-b,c-a}$.

**Example 4.8.** In Figure 4 we illustrate the CD-lattice for $P(4, 6, 3, 0)$, where $m < n$ and $c \leq n - m + 1$. The weights on the edges indicate the number of isomorphic copies of a particular subgroup coming from a parent $H_{ab}$ (for example, each copy of $H_{10}$ has $p$ subgroups isomorphic to $H_{20}$), and the numbers in parentheses indicate the number of distinct subgroups of a particular form (for example, even though there are $2p^2$ paths from $P$ to $H_{21}$, there are only $p^2$ distinct copies of $H_{21}$ in $P$). Except for the weights, one can see that $\mathcal{L}(P)$ looks like $\mathcal{B}E\mathcal{K}(P)$.

## 5. Two complete CD-lattices

We begin by applying the theory of Section 3 to a particular family of split metacyclic $p$-groups whose Chermak–Delgado lattices we can determine completely.

**Theorem 5.1.** The Chermak–Delgado lattice of $P(m, n, 1, 0)$ is as illustrated in Figure 5.

**Proof.** Since $|Z(P)| = p^{m+n-2}$, we know the only subgroups in $\mathcal{L}(P)$ other than $Z(P)$ and $P$ are the maximal proper subgroups, which coincide with the maximal abelian subgroups on the line of symmetry at height $p^{m+n-1}$. From Theorem 3.11 we have

1. $L = \langle x^p, y \rangle = P(m-1, n, 0, 0) \cong \mathbb{Z}_{p^{m-1}} \times \mathbb{Z}_p$,
2. $M_i = \langle x^p, x^iy \rangle = \begin{cases} P(m-1, n, 0, 0) \cong \mathbb{Z}_{p^{m-1}} \times \mathbb{Z}_p & \text{if } m \leq n, \\
\quad P(m, n-1, 0, 0) \cong \mathbb{Z}_{p^m} \times \mathbb{Z}_{p^{n-1}} & \text{if } m > n, \end{cases}$
3. $R = \langle x, y^p \rangle = P(m, n-1, 0, 0) \cong \mathbb{Z}_{p^m} \times \mathbb{Z}_{p^{n-1}}$.

Note that if $n = 1$, then $M_i = \langle x^iy \rangle \cong \mathbb{Z}_{p^n}$ and $R = \langle x \rangle \cong \mathbb{Z}_{p^m}$. 

![Figure 5. The Chermak–Delgado lattice of $P(m, n, 1, 0)$](image-url)
The theorem above shows that the CD-lattice of $P(m, n, 1, 0)$ is a quasiantichain in the sense of [Brewster et al. 2014b]. Indeed, while $\mathcal{L}(P)$ contains many intervals that are quasiantichains, the work in Section 3 shows that the whole CD-lattice of $P(m, n, c, 0)$ is a quasiantichain (of width $p + 1$) if and only if $c = 1$.

The next example shows how some nonsplit subgroups can appear in $CD(P)$, but modulo these irregular groups the CD-lattice looks like the BEK-lattice.

We build the CD-lattice of $P = P(6, 5, 4, 0)$ one level at a time, using Theorems 3.11 and 3.12. Lowercase letters such as $m$, $n$, $c$, and $s$ will always refer to the original group $P$, while uppercase letters such as $M$, $N$, $C$, and $S$ will refer to the parameters of the particular subgroup in question:

- **Order $p^{10}$**. Since $m > n > m - c + 1$, there are $p - 1$ subgroups of type $J_1 = P(5, 5, 3, 1)$ together with $H_{10}$ and $H_{01}$ at the maximal level.

- **Order $p^9$**. Since $H_{10} = P(5, 5, 3, 0)$ has $M \leq N$, it has $p$ subgroups isomorphic to type $L$ and one of type $R$. That is, we have $p$ copies of $H_{20}$ and one of $H_{11}$.

  Since $H_{01} = P(6, 4, 3, 0)$ has $M > N$ and $N \leq M - C + 1$, it has $p$ subgroups isomorphic to type $R$ and one of type $L$. That is, we have $p$ copies of $H_{02}$ and one of $H_{11}$.

  Since $J_1 = P(5, 5, 3, 1)$ has $S < C - 1$, it has $p$ subgroups isomorphic to type $L = P(4, 5, 2, 1) = J_2$. Since $S = M - N + 1$, we know $J_1$ has one subgroup of type $R = P(5, 4, 2, 0) = H_{11}$.

  There are only $p^2 + p + 1$ subgroups of $P$ of order $p^9$, so there must be intersections among the $p^2 + 2p + 1$ subgroups listed above. The intersections can be hard to track because we often use [King 1973] to show the existence of alternative generators having nice properties. Although King shows how to construct the alternative generators, tracking all of them is a mind-numbing task that we will not illustrate.

- **Order $p^8$**. Since $H_{20} = P(4, 5, 2, 0)$ has $M \leq N$, it has $p$ subgroups isomorphic to type $L = P(3, 5, 1, 0) = H_{30}$ and one of type $R = P(4, 4, 1, 0) = H_{21}$.

  Since $H_{11} = P(5, 4, 2, 0)$ has $M > N$ and $N \leq M - C + 1$, it has $p$ subgroups isomorphic to type $R = P(5, 3, 1, 0) = H_{12}$ and one of type $L = P(4, 4, 1, 0) = H_{21}$.

  Since $H_{02} = P(6, 3, 2, 0)$ has $M > N$ and $N \leq M - C + 1$, it has $p$ subgroups isomorphic to type $R = P(6, 2, 1, 0) = H_{03}$ and one of type $L = P(5, 3, 1, 0) = H_{12}$.

  Since $J_2 = P(4, 5, 2, 1)$ has $S = C - 1$, it has $p$ subgroups isomorphic to type $L = P(6, 2, 1, 0) = H_{03}$. Since $M - N + 1 < S = C - 1$, we know $J_2$ has one subgroup of type $R = P(5, 3, 1, 0) = H_{12}$.

- **Order $p^7$**. Since $H_{30} = P(3, 5, 1, 0)$ has $M \leq N$, it has $p$ subgroups isomorphic to type $L = P(2, 5, 0, 0) = H_{40}$ and one of type $R = P(3, 4, 0, 0) = H_{31}$.

  Since $H_{21} = P(4, 4, 1, 0)$ has $M \leq N$, it has $p$ subgroups isomorphic to type $L = P(3, 4, 0, 0) = H_{31}$ and one of type $R = P(4, 3, 0, 0) = H_{22}$. 
ON THE CHERMAK–DELGADO LATTICES OF SPLIT METACYCLIC $p$-GROUPS

Figure 6. The collapsed CD-lattice of $P(6, 5, 4, 0)$.

Since $H_{12} = P(5, 3, 1, 0)$ has $M > N$ and $N \leq M - C + 1$, it has $p$ subgroups isomorphic to type $R = P(5, 2, 0, 0) = H_{13}$ and one of type $L = P(4, 3, 0, 0) = H_{22}$.

Since $H_{03} = P(6, 2, 1, 0)$ has $M > N$ and $N \leq M - C + 1$, it has $p$ subgroups isomorphic to type $R = P(6, 1, 0, 0) = H_{04}$ and one of type $L = P(5, 2, 0, 0) = H_{13}$.

**Order $\leq p^6$.** Notice that all of the subgroups of order $p^7$ are abelian, so that is the row of maximal abelian subgroups of $P$. The rest of the CD-lattice consists of centralizers of the groups above. From Proposition 4.4 we know that $C_P(H_{ab}) = H_{c-b,c-a}$. Suppose $J_1 = P(5, 5, 3, 1) = \langle s, t \rangle$. Then Lemma 4.1 says that $Z(J_1) = \langle s^{p^3}, t^{p^3} \rangle = P(2, 2, 0, 1)$. This has order $p^4$, which is the order of $C_P(J_1)$, so $Z(J_1) = C_P(J_1)$. By the decision tree in Figure 2, we see that $Z(J_1)$ has an alternative presentation of the form $P(3, 1, 0, 0)$, making it isomorphic to $H_{34}$.

Similarly, the center of $J_2$ coincides with its centralizer in $P$ and is of the form $P(2, 3, 0, 1)$. This subgroup has an alternative presentation as $P(4, 1, 0, 0)$, which is isomorphic to $H_{24}$.

A collapsed version of $\mathcal{L}(P)$ is shown in Figure 6, where multiple copies of subgroups are not indicated.
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The left greedy Lie algebra basis and star graphs

Benjamin Walter and Aminreza Shiri

(Communicated by Vadim Ponomarenko)

We construct a basis for free Lie algebras via a left greedy bracketing algorithm on Lyndon–Shirshov words. We use a new tool—the configuration pairing between Lie brackets and graphs of Sinha and Walter—to show that the left greedy brackets form a basis. Our constructions further equip the left greedy brackets with a dual monomial Lie coalgebra basis of star graphs. We end with a brief example using the dual basis of star graphs in a Lie algebra computation.

1. Introduction

Lie algebras are classical objects with applications in differential geometry, theoretical physics, and computer science. A Lie algebra is a vector space which has an extra nonassociative (bilinear) operation called a Lie bracket, written \([a, b]\). The Lie bracket operation satisfies anticommutativity and Jacobi relations:

\[
\begin{align*}
\text{(anticommutativity)} & \quad 0 = [a, b] + [b, a], \\
\text{(Jacobi) } & \quad 0 = [a, [b, c]] + [c, [a, b]] + [b, [c, a]].
\end{align*}
\]

A free Lie algebra is a Lie algebra whose bracket operation satisfies no extra relations—only the two written above and any relations which can be generated by combining them together. For example,

\[
[a, [b, c]] - [[a, b], c] = [[c, a], b]
\]

is a relation for free Lie algebras since \([c, [a, b]] = -[[a, b], c]\) by anticommutativity, and similarly for \([b, [c, a]]\). Free Lie algebras are fundamental in that every Lie algebra can be written via generators and relations as a free Lie algebra with extra relations placed on its bracket operation.

Recall that a set of elements generates an algebra if all other elements in the algebra can be obtained via sums of products of elements from the set. A minimal

\textit{MSC2010}: primary 17B35; secondary 17B62, 16T15, 18D50.

\textit{Keywords}: Lie algebra, bases, free Lie algebra.
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generating set is called an algebra basis. We are interested in linear bases for algebras—these are minimal sets consisting of an algebra basis along with enough products of these so that all further algebra elements can be reached using only sums.

The current work describes a new linear basis for free Lie algebras, along with a new method for finding, computing with, and proving theorems about general free Lie algebra bases. Our method uses the graph/tree pairing developed in [Sinha 2005; 2006], which yields a new way to describe Lie coalgebras via graphs as applied in [Sinha and Walter 2011] and explained further in [Walter 2010]. Since we introduce a new and different way to perform calculations in free Lie algebras, we give many detailed examples throughout. For readers interested in a history of bases of free Lie algebras, we suggest [Bokut and Chibrikov 2006, §3.2].

2. Notation and classical constructions

In this paper we will say alphabet for a collection of abstract letters (or variables). A word in an alphabet is a (noncommutative, associative) string (or product) of letters from the alphabet. An ordering on an alphabet (such as the standard alphabetical ordering in English) induces an ordering on words called the lexicographical (or dictionary) ordering. The cyclic permutations of a word are given by removing letters from the beginning of the word and moving them to the end.

Example 2.1. The cyclic permutations of the word $abcd$ are $bcda$, $cdab$, $dabc$. The cyclic permutations of the word $aaabb$ are $aabba$, $abbaa$, $bbaaa$ and $baaab$.

A word that is lexicographically strictly less than all its cyclic permutations is called a Lyndon–Shirshov word (or just a Lyndon word). For instance, $aaabb$ is a Lyndon–Shirshov word, but $aabba$ and $abbaa$ are not. Neither is $abab$, since it equals one of its cyclic permutations.

A linear basis for the free Lie algebra on an alphabet can be built on Lyndon–Shirshov words using standard bracketing [Reutenauer 1993] (see [Melançon and Reutenauer 1989; Chibrikov 2006; Stöhr 2008] for other methods). Given a Lyndon–Shirshov word $w$, its standard bracketing $[w]$ is recursively defined by $[w] = w$ if $w$ has length 1, and by $[w] = [uv] = [[u], [v]]$ if $v$ is a maximally long Lyndon–Shirshov suffix of $w = uv$, with $u$ nonempty.

Example 2.2. The standard bracketing of $aaabb$ is

$$[aaabb] = [[a], [aaabb]] = [a, [a, [a, [abb]]]]$$

$$= [a, [a, [[ab], [b]]]] = [a, [a, [[[a, b], b]]]].$$

The collection of all standard bracketings of Lyndon–Shirshov words gives a linear basis for the free Lie algebra on the underlying alphabet.
The standard bracketing of a Lyndon–Shirshov word can also be described recursively from the innermost brackets to the outermost roughly as follows: Read the letters of a Lyndon–Shirshov word from right to left looking for the first occurrence of consecutive letters, \( ...a_i a_{i+1} ... \), where \( a_i < a_{i+1} \) (called the rightmost inversion). Replace \( a_i a_{i+1} \) by the bracket \([a_i, a_{i+1}]\), which we will consider to be a new letter placed in the ordered alphabet in the lexicographical position of the word \( a_i a_{i+1} \). Repeat. (For a more detailed description see [Melançon and Reutenauer 1989, §2].)

Our construction of left greedy brackets will also proceed from the innermost bracket the to outermost bracket, similar to the rewriting system presented above. However, just as with the standard bracketing, left greedy brackets can also be described from the outermost to the innermost brackets.

3. Left greedy brackets and star graphs

Simple words.

Definition 3.1. Given a fixed letter \( a \) in an alphabet, an \( a \)-simple word is a word of the form \( w = a a \cdots a x \) (written \( w = a^n x \) for short), where \( x \) is any single letter not equal to \( a \). The single-letter word \( w = x \) (i.e., \( w = a^0 x \)) is also an \( a \)-simple word (for \( x \neq a \)).

The collection of all words in an alphabet is itself an (infinite) ordered alphabet (with the lexicographical ordering). A word in the alphabet whose letters are words in another alphabet will be casually referred to as a word of words. Note that such an expression of a word as a product of subwords is equivalent to a partition of the word. Considering words as ordered sets of letters, partitions are order-preserving surjections of sets; hence our notation for partitioning a word will be a double-headed arrow, \( \rightarrow \), as defined below.

Remark 3.2. A partition of a word is equivalent to a rewriting which combines multiple subwords in parallel (compare [Mélançon 1997]). For our construction and proofs we will critically make use of the levels of nesting of partitions. We use the term partition so that our notation and our terminology reflect this emphasis.

Definition 3.3. A simple partition of a word \( w \) is an expression of \( w \) as subwords \( w = \alpha_1 \alpha_2 \cdots \alpha_k \) where each \( \alpha_i \) is an \( a \)-simple word and \( a \) is the first letter of \( w \). We will write \( w \rightarrow \alpha_1 \alpha_2 \cdots \alpha_k \).

Note that words have at most one simple partition. The subword \( \alpha_1 \) must consist of the initial string of \( a \)'s as well as the first letter of \( w \) other than \( a \). If the letter in \( w \) following \( \alpha_1 \) is \( a \), then \( \alpha_2 \) must consist of the next string of \( a \)'s as well as the next letter other than \( a \). If the letter following \( \alpha_1 \) is not \( a \), then \( \alpha_2 \) will consist of only that one letter. (See the first line of Example 3.6.)
Remark 3.4. A simple partition of a word is equivalent to performing Lazard elimination [Lothaire 1997, Chapter 5] on the word, eliminating the first letter $a$ via the bisection $(a^*(A \backslash a), a)$. It appears likely that the constructions of nested partitions and fully partitioned words which will follow may also be performed via a recursive series of Lazard elimination steps along the lines of: Order all words lexicographically. Eliminate them, one at time, beginning with the least ordered word $a$. (Possibly it will be best to restrict to words of length $\leq n$ at first.)

This would give an alternate proof that the left greedy brackets form a basis. However, making the previous statement precise and showing that it gives a well-defined recursive operation which will terminate is complicated. Also, following such a path would not yield the dual basis of star graphs, which we wish to exploit in later work.

Given a simple partition $w \rightarrow \alpha_1 \alpha_2 \cdots \alpha_k$, we may recurse: The $a$-simple sub-words $\alpha_1$, $\alpha_2$, etc. are letters in the alphabet of words. They may have a further simple partition (now as $\alpha_1$-simple words). This process constructs a unique nested partition of a word such that each nested level is a simple partition.

Definition 3.5. A word fully partitions if it has a series of simple partitions,

$$w \rightarrow \omega_1 \rightarrow \cdots \rightarrow \omega_\ell,$$

where $\omega_\ell$ is the trivial coarse partition.

Colloquially, a word fully partitions if it is a simple word of simple words of simple words etc.

Example 3.6. Words fully partition as follows (for clarity we will use distinct delimiters $\,$, $[\,$ and $\{\,$ to indicate different nested levels of partition):

- $aaaab \rightarrow (aaaab)$.
- $ababb \rightarrow (ab) (ab) (b) \rightarrow [(ab)(ab)(b)]$.
- $aabcb \rightarrow (aab) (c) (b) \rightarrow [(aab)(c)] [(b)] \rightarrow \{(aab)(c)[(b)]\}$.
- $ababbabaab \rightarrow (ab) (ab) (b) (ab) (aab) \rightarrow [(ab)(ab)(b)] [(ab)(aab)] \rightarrow \{(aab)(b) [(ab)(aab)]\}$.

For visual clarity, we have found that indicating nested partitions via underlining is often more understandable than using nested parentheses:

\[
\begin{align*}
aaaab & \rightarrow \underline{aaaab}, & ababb & \rightarrow \underline{ab} \underline{ab} \underline{b}. \\
aabcb & \rightarrow \underline{aab} \underline{c} \underline{b}, & ababbabaab & \rightarrow \underline{ab} \underline{ab} \underline{b} \underline{ab} \underline{aab}. \\
abcabcabbabcaab & \rightarrow \underline{ab} \underline{c} \underline{ab} \underline{c} \underline{ab} \underline{b} \underline{ab} \underline{c} \underline{aab}.
\end{align*}
\]

Example 3.7. Some words do not fully partition:
• \textit{aaaa} contains repetitions of only one letter.
• \textit{aaba} has the same initial and final letter.
• \textit{abab} \rightarrow (ab)(ab), which is a repetition of a single subword (ab).
• \textit{abaabab} \rightarrow (ab)(aab)(ab), which has the same initial and final subword (ab).
• \textit{ababcababb} \rightarrow [(ab)(ab)(b)][(c)][(ab)(ab)(b)], which has the same initial and final subword [(ab)(ab)(b)].

The following simple lemma follows immediately from standard facts about Lyndon–Shirshov words. We give a proof below for completeness.

**Lemma 3.8.** Every Lyndon–Shirshov word fully partitions.

*Proof.* Fix a word \( w \) with initial letter \( a \). The only obstacle to the partition of \( w \) into \( a \)-simple words is whether the final letter and the initial letter match. More generally, each step of the recursive partitioning can be completed as long as the initial and final subword do not match. This fails only if the word has the form \( w = \alpha \chi \alpha \), where \( \alpha \) and \( \chi \) are subwords (the subword \( \chi \) may be empty and is likely not simple).

However no Lyndon–Shirshov word has this form. If \( \chi \) is empty then \( w = \alpha \alpha \), which is not Lyndon–Shirshov. If \( \chi \) is nonempty, then one of the cyclic reorderings of \( w \) is lexicographically lower: either \( \alpha \alpha \chi < \alpha \chi \alpha \) (if \( \alpha < \chi \)) or else \( \chi \alpha \alpha < \alpha \chi \alpha \) (if \( \chi < \alpha \)). \( \Box \)

**Remark 3.9.** Many non-Lyndon–Shirshov words also fully partition. The requirement that \( w \neq \alpha \chi \alpha \) for any subwords \( \alpha \) and \( \chi \) is much weaker than the Lyndon–Shirshov requirement. Via some experimentation, we have found that it is possible to use methods similar to those presented in the current work to find new bases for Lie algebras which are constructed from sets of words other than the Lyndon–Shirshov words. It is unclear if these sets of words are also bases for the shuffle algebra.

*Left greedy brackets.*

**Definition 3.10.** The left greedy bracketing of the \( a \)-simple word \( w = a^n x \), which we denote by \( \llbracket w \rrbracket \), is \( \llbracket a^n x \rrbracket = [a, [a, \ldots [a, [a, x]] \cdots ] \]), the standard right-normed bracketing. The left greedy bracketing of a simple word of simple words (and, more generally, any fully partitioned word) is defined recursively:

\[
\llbracket \gamma^n \chi \rrbracket = \llbracket \gamma \rrbracket, \llbracket \gamma \rrbracket, \ldots \llbracket \gamma \rrbracket, \llbracket \chi \rrbracket \rrbracket \cdots .
\]

**Example 3.11.** Following are some examples of left greedy bracketings of fully partitioned words. To aid understanding in the examples below, we underline to indicate their full partition into simple words. (Note that we do not require words to be Lyndon–Shirshov in order to define their left greedy bracketing.)
\[\{aaab\} = [a, [a, [a, b]]].\]
\[\{ababb\} = [[a, b], [a, b]].\]
\[\{aab\} = [[[a, [a, b]], c], b].\]
\[\{ababb\} = [[[a, [a, b]], [a, b]], [a, [a, b]]].\]

**Remark 3.12.** The name left greedy is due to the fact that the bracketing of the word \(aaabcd\) begins with innermost bracket \([a, b]\) and then brackets leftwards i.e., \([a, [a, [a, b]]]\) before bracketing to the right. An alternative right greedy bracketing, would go to the right i.e., \([[[a, b], c], d]\) before bracketing leftwards. Both of these yield free Lie algebra bases, but the left greedy bracketing has a cleaner basis proof and appears to have better properties. We leave the discussion of the beneficial properties of the left greedy bracketing to a later paper.

**Remark 3.13.** Left greedy bracketing of Lyndon–Shirshov words is different than other bracketing methods considered in the literature. We give a few examples for comparison with other methods. Consider the Lyndon–Shirshov word \(w = aababb\):

- \([aababb] = [[a, [a, b]], [a, b]], b]\), the left greedy bracketing.
- \([aababb] = [a, [[a, b], [a, b]]],\) the standard Lyndon–Shirshov bracketing [Reutenauer 1993].
- \([aababb] = [[a, [a, b]], [a, b]],\) the bracketing of [Chibrikov 2006, §4].

**Star graphs.** By a graph we mean a finite directed graph whose vertices are labeled by letters.

**Definition 3.14.** The star graph of the \(a\)-simple word \(w = a^n x\), denoted \(\star(w)\), is the graph with \(n\) vertices: labeled \(a\), one vertex labeled \(x\), and an edge from each \(a\) vertex to the vertex \(x\):

\[\star(a^n x) = \begin{array}{ccccccc}
a & a & a & a & x & a & a \\
\end{array} .\]

The vertex \(x\) is called the anchor vertex. The star graph of a simple word of simple words (and, more generally, any fully partitioned word) is defined recursively. The graph \(\star(a^n \chi)\) consists of \(n\) disjoint subgraphs \(\star(\alpha)\) and one disjoint subgraph \(\star(\chi)\) with edges connecting the anchor vertices of the \(\star(\alpha)\) to the anchor vertex of \(\star(\chi)\):

\[\star(a^n \chi) = \begin{array}{ccccccc}
\star(a) & \star(\chi) & \star(a)
\end{array} .\]

The anchor vertex of the subgraph \(\star(\chi)\) serves as the anchor vertex of the star graph \(\star(a^n \chi)\).
Remark 3.15. The star graph of an $a$-simple word consisting of one letter $w = x \neq a$ is a single anchor vertex:

$$\star(x) = \circ.$$  

Example 3.16. Following are some examples of star graphs. In the examples below, the anchor vertex of the subgraphs are indicated with dotted circles and the anchor vertex of the entire graph is indicated with a solid circle.

$$\star(aaab) = \begin{array}{c}
a \\
\downarrow \\
b \\
\end{array}$$

$$\star(abab) = \begin{array}{c}
a \\
\rightarrow b \\
\end{array}$$

$$\star(aab\ c\ b) = \begin{array}{c}
a \\
\rightarrow b \\
c \\
\rightarrow b \\
\end{array}$$

$$\star(ab\ ab\ b\ ab\ aab) = \begin{array}{c}
a \\
\rightarrow b \\
b \\
\rightarrow b \\
\rightarrow a \\
\end{array}$$

Remark 3.17. The name star graph comes from imagining the graph $\star(a^n b)$ as a sun ($b$) with planets ($a$) orbiting around it. The recursive construction of star graphs then composes suns and their planetary systems into orbiting star clusters, into galaxies, etc.

4. Configuration pairing

Throughout, assume that all graphs and Lie bracket expressions have labels and letters from the same alphabet.

Definition 4.1. Given a graph $G$ and Lie bracket expression $L$, a bijection $\sigma : G \leftrightarrow L$ is a bijection between the vertices of $G$ and the positions in $L$ compatible with labels and letters (vertices of $G$ are sent to positions in $L$ labeled with the identical letter).

Example 4.2. Following are some basic examples investigating bijections between graphs and Lie bracket expressions:

- There are no bijections $a \rightarrow_b \leftrightarrow [a, b]$ because there are three vertices in the graph but only two positions in the Lie bracket expression. Similarly, there are no bijections $a \leftrightarrow [a, b], a$.  
- There are no bijections $a \rightarrow_b \leftrightarrow [[a, b], a]$ because there is no letter $c$ in the Lie bracket expression.
- There is only one bijection $a \xrightarrow{b} c \leftrightarrow [[b, c], a]$ given by identifying each vertex with the correspondingly labeled position in the bracket expression.

- There are two bijections $a \xrightarrow{b} a \leftrightarrow [[a, b], a]$ since there are two ways to choose an identification between the two vertices $a$ and the two bracket positions $a$.

- More generally, there are $n!$ bijections $\star (a^n b) \leftrightarrow \| a^n b \|$.

Given a graph $G$ and a subset $V$ of the vertices of $G$, write $|V|$ for the full subgraph of $G$ with vertices from $V$ — i.e., two vertices are connected by an edge in $|V|$ if and only if they are connected by an edge in $G$. Recall that a graph is connected if every two vertices can be connected by a path of edges. We will say that directed graphs are connected if they are connected, ignoring edge directions.

The configuration pairing defined in [Sinha 2006] between directed graphs and rooted trees gives a pairing between graphs and Lie bracket expressions which can be defined as follows [Walter 2010].

**Definition 4.3.** Given a graph $G$ and a Lie bracket expression $L$ as well as a bijection $\sigma : G \leftrightarrow L$, the $\sigma$-configuration pairing of $G$ and $L$ is

$$
\langle G, L \rangle_\sigma = \begin{cases} 
0 & \text{if } L \text{ contains a subbracket expression } [H, K] \text{ so that the corresponding subgraphs } |\sigma^{-1} H| \text{ and } |\sigma^{-1} K| \text{ are not connected graphs with exactly one edge between them in } G, \\
(-1)^n & \text{otherwise (where } n \text{ is the number of edges of } G \text{ whose orientation corresponds under } \sigma \text{ to the right-to-left orientation of positions in } L). 
\end{cases}
$$

The configuration pairing of $G$ and $L$ is the sum over all bijections $\sigma$,

$$
\langle G, L \rangle = \sum_{\sigma : G \leftrightarrow L} \langle G, L \rangle_\sigma.
$$

Casually, we will say that an edge $a \xrightarrow{b}$ in $G$ whose orientation corresponds under $\sigma$ to the right-to-left orientation of $L$ (i.e., $\sigma(a)$ is to the right of $\sigma(b)$ in $L$) moves leftwards in $L$ under $\sigma$.

**Example 4.4.** Following are some example computations of configuration pairings.

- $\langle a \xrightarrow{b} c, [[b, c], a] \rangle = -1$. There is only one bijection. In this bijection only the edge $a \xrightarrow{b}$ moves leftwards in $[[b, c], a]$.

- $\langle a \xrightarrow{a} b, [[a, b], a] \rangle = -1 - 1 = -2$.

- $\langle a \xrightarrow{b} a, [[a, a], b] \rangle = 0$. For each of the two bijections, $|\sigma^{-1}([a, a])|$ (the subgraph) is disconnected in $G$. 

• \(\begin{array}{c}
\text{associate} \\
\end{array}\) \(\begin{array}{c}
\text{\(a\)} \\
\text{\(b\)} \\
\text{\(c\)} \\
\end{array}\), \([\[\text{\(a\)}, \text{\(b\)}\]], [\[\text{\(a\)}, \text{\(c\)}\]]\) = -1 + 1 = 0. There are two bijections. One bijection makes \(\begin{array}{c}
\text{\(c\)} \\
\end{array}\) go leftwards. The other bijection makes \(\begin{array}{c}
\text{\(a\)} \\
\end{array}\) \(\begin{array}{c}
\text{\(b\)} \\
\end{array}\) go leftwards.

• The pairing of a linear (or long) graph \(\begin{array}{c}
\text{\(a\)} \\
\end{array}\) \(\begin{array}{c}
\text{\(b\)} \\
\end{array}\) \(\begin{array}{c}
\text{\(c\)} \\
\end{array}\) \(\cdots\) \(\begin{array}{c}
\text{\(a\)} \\
\end{array}\) with a bracket expression \(L\) is equal to the coefficient of the term \((a_1 a_2 \cdots a_n)\) in the associative polynomial for \(L\) [Walter 2010].

The configuration pairing encodes a duality between free Lie algebras and graphs modulo the Arnold and arrow-reversing identities [Sinha and Walter 2011]. In the current work we will use only that the configuration pairing is well-defined on Lie algebras — i.e., the configuration pairing vanishes on Jacobi and anticommutativity Lie bracket expressions. Thus the configuration pairing with graphs can be used to distinguish Lie bracket expressions, and in particular can be used to establish linear independence.

The main theorem will be proven essentially via recursive application of the following proposition, whose proof is trivial.

**Proposition 4.5.** Let \(w_1\) and \(w_2\) be Lyndon–Shirshov words. If \(w_1 = a^n b\) is a-simple then

\[
\langle \star (w_1), \llbracket w_2 \rrbracket \rangle = \begin{cases} 
n! & \text{if } w_2 = w_1, \\
0 & \text{otherwise}. 
\end{cases}
\]

A similar result holds if \(w_2\) is a-simple.

**Proof.** Suppose that \(w_1\) and \(w_2\) are Lyndon–Shirshov words with \(\langle \star (w_1), \llbracket w_2 \rrbracket \rangle \neq 0\). Note that \(w_1\) and \(w_2\) must be written with the same letters for any bijections \(\sigma : \star (w_1) \leftrightarrow \llbracket w_2 \rrbracket\) to exist. Furthermore \(w_1\) and \(w_2\) must share the same initial letter, since Lyndon–Shirshov words always begin with their lowest-ordered letter. Thus \(w_1 = w_2\).

If \(w_1 = w_2\), then there are \(n!\) possible bijections \(\sigma : \star (a^n b) \leftrightarrow \llbracket a^n b \rrbracket\). For each of these \(\langle \star (a^n b), \llbracket a^n b \rrbracket \rangle_\sigma = 1\).

5. The basis theorem

**Theorem 5.1.** If \(w_1\) and \(w_2\) are Lyndon–Shirshov words, then \(\langle \star (w_1), \llbracket w_2 \rrbracket \rangle \neq 0\) if and only if \(w_1 = w_2\) (in this case it is a product of factorials).

Our desired result follows as a simple corollary.

**Corollary 5.2.** The left greedy bracketing of Lyndon–Shirshov words gives a basis for free Lie algebras.

**Proof.** A perfect pairing of graphs with left greedy brackets of Lyndon–Shirshov words implies that the left greedy brackets of Lyndon–Shirshov words are linearly
independent. Since the number of Lyndon–Shirshov words of length \( n \) equals the dimension of the vector space of length-\( n \) Lie bracket expressions, this is enough to show that left greedy brackets of Lyndon–Shirshov words form a basis for the free Lie algebra.

\[ \square \]

**Proof of Theorem 5.1.** Suppose that \( w_1 \) and \( w_2 \) are Lyndon–Shirshov words with nonzero pairing:

\[ \langle \star(w_1), \llbracket w_2 \rrbracket \rangle \neq 0. \]

Fix a bijection \( \sigma : \star(w_1) \leftrightarrow \llbracket w_2 \rrbracket \). We will show that \( w_1 = w_2 \) by inducting on the depth of the nested partition resulting from fully partitioning the Lyndon–Shirshov words \( w_1 \) and \( w_2 \).

First note, as in the proof of Proposition 4.5, that \( w_1 \) and \( w_2 \) must be written with the same letters and must share the same initial letter, call it \( a \). Thus \( w_1 \) and \( w_2 \) both fully partition, where the innermost partitions are \( a \)-simple words.

Write \( w_2 \rightarrow (a^{n_1}b_1)(a^{n_2}b_2)\cdots(a^{n_k}b_k) \) for the innermost partition of \( w_2 \). According to its recursive definition, the bracket expression \( \llbracket w_2 \rrbracket \) will have subbracket expressions \( \llbracket a^{n_i}b_i \rrbracket \). From the definition of the configuration pairing, these must correspond under \( \sigma \) to connected, disjoint subgraphs of \( \star(w_1) \). However, the only possible connected subgraph of a star graph (with initial letter \( a \)) using the letters \( a^{n_i}b_i \) is \( \star(a^{n_i}b_i) \). Note that this implies \( w_1 \) is composed of the subwords \( (a^{n_i}b_i) \) (though possibly written in a different order). Furthermore, the first subword of \( w_1 \) must be \( (a^{n_1}b_1) \) (just as in \( w_2 \)), because Lyndon–Shirshov words must begin with their lexicographically least subword.

The induction step is equivalent to the previous case, treating subwords as letters. At the end of the previous case, for each simple subword \( u \) of \( w_2 \) the subbracket expressions \( \llbracket u \rrbracket \) of \( \llbracket w_2 \rrbracket \) correspond to disjoint connected subgraphs \( \star(u) \) of \( \star(w_1) \). Furthermore, the initial subword of \( w_2 \) coincides with the initial subword of \( w_1 \).

To finish the proof, we must note that \( \{\star(w), \llbracket w \rrbracket\} \neq 0 \) when \( w \) is a Lyndon–Shirshov word, since all bijections \( \sigma : \star(w) \leftrightarrow \llbracket w \rrbracket \) have \( \{\star(w), \llbracket w \rrbracket\}_\sigma > 0 \). In fact, a few short computations show that

\[ \langle \star(a^n b), \llbracket a^n b \rrbracket \rangle = n!, \]

\[ \langle \star((a^{n_1}b_1)^m(a^{n_2}b_2)), \llbracket (a^{n_1}b_1)^m(a^{n_2}b_2) \rrbracket \rangle = m!(n_1!)^mn_2!, \]

\[ \vdots \]

\[ \square \]

### 6. Projection onto the left greedy basis

Theorem 5.1 is of independent interest because it gives a direct, computational method for writing Lie bracket elements in terms of the left greedy Lyndon–Shirshov basis via projection.
Given a Lie bracket expression $L$, write $\{w_k\}$ for the set of Lyndon–Shirshov words written using the letters in $L$ (with multiplicity). Left greedy brackets of Lyndon–Shirshov words form a linear basis, so it is possible to write $L$ as a linear combination of the $\lfloor \lfloor w \rfloor \rfloor$:

$$L = c_1 \lfloor \lfloor w_1 \rfloor \rfloor + \cdots + c_n \lfloor \lfloor w_n \rfloor \rfloor.$$

We may compute the constants $c_k$ by pairing with $\star (w_k)$ since $\langle \star (w_k), \lfloor \lfloor w \rfloor \rfloor \rangle = 0$ for $j \neq k$ by Theorem 5.1. This proves the following.

**Corollary 6.1.** Given a Lie bracket expression $L$,

$$L = \sum_{\text{Lyndon–Shirshov words } w} \frac{\langle \star (w), L \rangle}{\langle \star (w), \lfloor \lfloor w \rfloor \rfloor \rangle} \lfloor \lfloor w \rfloor \rfloor.$$

Recall that the denominators $\langle \star (w), \lfloor \lfloor w \rfloor \rfloor \rangle$ are products of factorials. Interestingly, each coefficient in the expression above must be an integer (despite their large denominators).

Pairing computations are aided by the bracket/cobracket compatibility property of the configuration pairing. Bracket/cobracket compatibility states that pairings of a graph $G$ with a bracket expression $[L, K]$ may be computed by calculating pairings of $L$ and $K$ with the subgraphs obtained by cutting $G$ into two pieces by removing an edge. The following is Proposition 3.14 of [Sinha and Walter 2011].

**Proposition 6.2.** Bracketing Lie expressions is dual to cutting graphs:

$$\langle G, [H, K] \rangle = \sum_e \langle G_1^e, H \rangle \cdot \langle G_2^e, K \rangle - \langle G_1^e, K \rangle \cdot \langle G_2^e, H \rangle,$$

where $G_1^e$ and $G_2^e$ are the graphs obtained by removing edge $e$ from $G$, ordered so that $e$ pointed from $G_1^e$ to $G_2^e$ in $G$.

**Remark 6.3.** Applying bracket/cobracket duality and the definition of the configuration pairing yields a recursive method for computation of $\langle G, L \rangle$. Consider the outermost bracketing $L = [H, K]$. Look for edges of $G$ which can be removed to separate $G$ into subgraphs $G_1^e$ and $G_2^e$ whose sizes matches that of $H$ and $K$, and check that the subgraphs are written using the same letters as $H$ and $K$. If this is not possible, then the bracketing is 0. Otherwise the bracketing is given by summing $\langle G_1^e, H \rangle \cdot \langle G_2^e, K \rangle$ (or the negative $- \langle G_1^e, K \rangle \cdot \langle G_2^e, H \rangle$ if $e$ pointed so that $G_1^e$ corresponded to $K$ instead of $H$) over all such edges. Recurse. Note that removing an edge from a star graph will always result in subgraphs which are themselves star graphs (though possibly not star graphs of Lyndon–Shirshov words).

**Example 6.4.** Consider the Lie bracket expression $L = [[[a, b], b], [[a, b], a]]$. There are three Lyndon–Shirshov words with the letters $aaabbb$. These words, along with their partition, left greedy bracketings, and values of $\langle \star (w), \lfloor \lfloor w \rfloor \rfloor \rangle$ are:
• $aaabbb$ which, partitions as $\overbrace{aaabbb}^{\equiv}$ with

$$\lfloor \lfloor aaabbb \rfloor \rfloor = \left[\left[ [a, [a, [a, b]]], b, b \right] \right] \quad \text{and} \quad \langle \star(aaabbb), \lfloor \lfloor aaabbb \rfloor \rfloor \rangle = 3!.$$

• $aababb$ which, partitions as $\overbrace{aababb}^{\equiv}$ with

$$\lfloor \lfloor aababb \rfloor \rfloor = \left[\left[ [a, [a, b]], [a, b], b \right] \right] \quad \text{and} \quad \langle \star(aababb), \lfloor \lfloor aababb \rfloor \rfloor \rangle = 2!.$$

• $aabbab$ which, partitions as $\overbrace{aabbab}^{\equiv}$ with

$$\lfloor \lfloor aabbab \rfloor \rfloor = \left[\left[ [a, [a, b]], [a, b], [a, b] \right] \right] \quad \text{and} \quad \langle \star(aabbab), \lfloor \lfloor aabbab \rfloor \rfloor \rangle = 2!.$$

The configuration pairings with $L$ are as follows:

• $\langle \star(aaabbb), \left[\left[ [a, b], b, [a, b], a \right] \right] \rangle = 0$, because no edge of $\star(aaabbb)$ can be removed to separate it into subgraphs one of which has a single $a$ and two $b$’s (corresponding to the subbracket $\left[ [a, b], b \right]$).

• $\langle \star(aababb), \left[\left[ [a, b], b, [a, b], a \right] \right] \rangle = 2$, because only the edge connecting $\star(aab)$ to the remainder of the graph cuts $\star(aababb)$ appropriately. This reduces the computation to

$$-\langle \star(aab), \left[ [a, b], a \right] \rangle \cdot \langle \star(abb), \left[ [a, b], b \right] \rangle = -(−2) \cdot 1 = 2.$$

• $\langle \star(aabbab), \left[\left[ [a, b], b, [a, b], a \right] \right] \rangle = −2$, because only the edge connecting $\star(aab)$ to the remainder of the graph cuts $\star(aabbab)$ appropriately. The computation reduces similarly.

Thus $L = \lfloor \lfloor aababb \rfloor \rfloor - \lfloor \lfloor aabbab \rfloor \rfloor$.

Acknowledgements

We would like to thank the reviewer for a careful and detailed reading of our submission and also for suggesting that we consider an application of Lazard elimination (see Remark 3.4) and rewriting systems on Lyndon words (see Remark 3.2).

References


Received: 2015-04-29 Revised: 2015-10-23 Accepted: 2015-10-27

benjamin@metu.edu.tr
Department of Mathematics, Middle East Technical University, Northern Cyprus Campus, Kalkanli, Guzelyurt, KKTC, 10 Mersin, Turkey

amin.shiri@metu.edu.tr
Department of Mathematics, Middle East Technical University, Northern Cyprus Campus, Kalkanli, Guzelyurt, KKTC, 10 Mersin, Turkey
Note on superpatterns

Daniel Gray and Hua Wang
(Communicated by Joshua Cooper)

Given a set $P$ of permutations, a $P$-superpattern is a permutation that contains every permutation in $P$ as a pattern. The study of the minimum length of a superpattern has been of interest. For $P$ being the set of all permutations of a given length, bounds on the minimum length have been improved over the years, and the minimum length is conjectured to be asymptotic with $k^2/e^2$. Similar questions have been considered for the set of layered permutations. We consider superpatterns with respect to packing colored permutations or multiple copies of permutations. Some simple but interesting observations will be presented. We also propose a few questions.

1. Introduction

Given a permutation $\pi$ of length $n$, a pattern $\sigma$ is said to be contained in $\pi$, or $\sigma$ occurs in $\pi$, if a subsequence of $\pi$ is order isomorphic to $\sigma$. For instance, the permutation $\pi = 51342$ contains two occurrences of the pattern $\sigma = 321$ as the subsequences 532 and 542. Much effort has been devoted to the study of occurrences of patterns in a permutation, most of which involves studying permutations which avoid a particular pattern, i.e., pattern avoidance.

As a symmetric problem to pattern avoidance, the concept of a superpattern concerns packing all patterns from a given set into a single permutation.

**Definition.** Let $P$ be a set of permutations. A $P$-superpattern is a permutation that contains $\pi$ for every $\pi \in P$.

Superpatterns were first introduced in [Arratia 1999]. The natural question immediately following this definition is to find the minimum length of a $P$-superpattern. When $P$ is the set of all permutations of length $k$, this minimum length is denoted by $\text{sp}(k)$ and has been vigorously studied. The trivial upper bound of $k^2$ was improved to $\frac{2}{3}k^2$ in [Eriksson et al. 2002], and was conjectured to be asymptotic with $\frac{1}{2}k^2$. Later, it was shown in [Miller 2009] that $\text{sp}(k) \leq \frac{1}{2}k(k + 1)$ through
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the construction of a zigzag $k$-superword. More recently, bounds on the minimum lengths of superpatterns containing all layered permutations were considered in [Gray 2015]. Constructions similar to that in [Miller 2009] were also used to study superpatterns containing simple patterns of length $k$ in [Gray ≥ 2016].

**Definition.** An $m$-colored permutation $\chi$ of length $n$ is a permutation of length $n$ in which each element is assigned one of $m$ distinct colors.

For example, let $\chi = 3_1 2_1 5_1 1_1 4_2$ be a 2-colored permutation, where 3, 2, 5, and 1 have color 1, while 4 has color 2. Analogous to the case of noncolored patterns, the colored pattern $\phi = 2_1 1_1 3_2$ occurs in $\chi$ as the subsequences $3_1 1_1 4_2$, $2_1 1_1 4_2$, and $3_1 2_1 4_2$, but not $3_1 2_1 5_1$.

Colored permutations are of interest in the study of patterns and pattern avoidance [Savage and Wilf 2006]. Packing densities of colored permutations were also recently considered [Just and Wang 2016].

In this note we consider superpatterns of different sets of colored permutations. Some elementary, but interesting, observations will be presented. We also propose some questions from these studies.

## 2. Superpatterns containing all colored permutations

Let $S(k, m)$ denote the set of $m$-colored permutations of length $k$ and

$$sp(k, m) = \min \{|p| : p \text{ is an } S(k, m)-\text{superpattern}\}.$$  

The following presents a simple connection between $sp(k, m)$ and $sp(k)$.

**Theorem 2.1.** For any positive integers $k$ and $m$, we have

$$sp(k, m) = m \cdot sp(k).$$

**Proof.** Let $p'$ be an $S(k, m)$-superpattern, and denote by $p'_i$ the subsequence of $p'$ of color $i$ (for any $1 \leq i \leq m$). Then $p'_i$, without the color, is a superpattern containing all noncolored patterns of length $k$. Consequently $|p'_i| \geq sp(k)$ for any $i$ and

$$|p'| = \sum_{i=1}^{m} |p'_i| \geq m \cdot sp(k).$$

On the other hand, let $p$ be a permutation of length $sp(k)$ that contains all noncolored patterns of length $k$. Construct an $m$-colored permutation $p''$ from $p$ by replacing each $1 \leq j \leq sp(k)$ in $p$ by the sequence

$$s_j := [m(j-1) + 1]_1[m(j-1) + 2]_2 \cdots [m(j-1) + m]_m.$$  

Note that $|p''| = m \cdot |p| = m \cdot sp(k)$. For any pattern $\pi \in S(k, m)$, the noncolored version is contained in $p$ and the corresponding colored pattern can be found in $p''$ by choosing corresponding digits in $s_j$ with the required color. Thus,

$$sp(k, m) \leq |p''| = m \cdot sp(k).$$

□
For example, \( p = 132 \) is a superpattern containing all patterns of length 2, and \( p \) is of length \( \text{sp}(2) = 3 \). An \( S(2, 3) \)-superpattern \( p'' \) can be constructed as

\[
1_1 2_2 3_3 7_1 8_2 9_3 4_1 5_2 6_3.
\]

As an immediate consequence of Theorem 2.1, the established asymptotic bounds for \( \text{sp}(k) \) apply directly to \( \text{sp}(k, m) \). The trivial asymptotic lower bound \( k^2/e^2 \) for \( \text{sp}(k) \) follows from

\[
\binom{\text{sp}(k)}{k} \geq k!
\]

and a standard application of Stirling’s approximation for factorials [Arratia 1999].

**Corollary 2.2.** For any positive integers \( k \) and \( m \),

\[
mk^2/e^2 \leq \text{sp}(k, m) \leq \frac{1}{2} mk(k + 1).
\]

**Remark.** The arguments in Theorem 2.1 establish the same relationship between the colored and noncolored versions of superpatterns containing any particular subset of the length-\( k \) permutations, such as the layered permutations [Gray 2015] and simple and alternating permutations [Gray ≥ 2016], and consequently provide bounds on the minimum lengths of these colored superpatterns.

### 3. Monochromatic and nonmonochromatic patterns

Let \( NMS(k, m) \) be the set of nonmonochromatic \( m \)-colored patterns of length \( k \) and \( MS(k, m) \) be the set of all monochromatic \( m \)-colored patterns of length \( k \). Then, \( S(k, m) \) is the disjoint union of \( NMS(k, m) \) and \( MS(k, m) \). It is easy to see that

\[
|MS(k, m)| = mk!,
\]

and consequently,

\[
|NMS(k, m)| = |S(k, m)| - |MS(k, m)| = m^k k! - mk! = (m^k - m) k! \\
= (m^{k-1} - 1) |MS(k, m)|.
\]

Given any \( NMS(k, m) \)-superpattern of length \( n \), we must have

\[
\binom{n}{k} \geq (m^k - m) k!,
\]

implying (by way of a standard application of Stirling’s approximation for factorials)

\[
n \geq mk^2/e^2,
\]

the same asymptotic lower bound for \( \text{sp}(k, m) \) for general \( S(k, m) \)-superpatterns. Letting

\[
nmsp(k, m) = \min\{|p| : p \text{ is an } NMS(k, m)\text{-superpattern}\},
\]

we have the simple consequence that

\[
mk^2/e^2 \leq nmsp(k, m) \leq \text{sp}(k, m) \leq \frac{1}{2} mk(k + 1).
\]
On the other hand, exactly the same argument as that of Theorem 2.1 implies
\[ \text{msp}(k, m) = m \cdot \text{sp}(k), \] (2)
where
\[ \text{msp}(k, m) = \min\{|p| : p \text{ is an MS}(k, m)-\text{superpattern}\}. \]

**Remark.** Equations (1) and (2) imply, in addition to the semitrivial bounds of \( \text{msp}(k, m) \) and \( \text{nmsp}(k, m) \), that
\[ \text{msp}(k, m) = m \cdot \text{sp}(k) = \text{sp}(k, m) \geq \text{nmsp}(k, m), \] (3)
a rather surprising fact given that \( |NMS(k, m)| = (m^{k-1} - 1) |MS(k, m)| \).

While it may be a bit unexpected to see that \( \text{msp}(k, m) = \text{sp}(k, m) \), a natural question follows.

**Question 3.1.** Does strict inequality hold in (3)?

In the special case for \( k = 2 \), the proposition below answers Question 3.1 in the affirmative.

**Proposition 3.2.** For any positive integer \( m \), we have
\[ 3m = \text{msp}(2, m) > 3m - 2 \geq \text{nmsp}(2, m). \]

**Proof.** Clearly, \( \text{sp}(2) = 3 \), and hence \( \text{msp}(2, m) = m \cdot \text{sp}(2) = 3m \). Let \( p \) be a permutation of length \( 3m - 2 \) defined as
\[ [2m - 1]_1 1_2 [2m]_2 2_3 \cdots [3m - 3]_{m-1} [m - 1]_m [3m - 2]_m m_1 [m + 1]_2 [m + 2]_3 \cdots [2m - 2]_{m-1}. \]
For instance, if \( m = 3 \), then
\[ p = 5_1 1_2 6_2 2_3 7_3 3_1 4_2, \]
and the graph of \( p \) is depicted below:
In general, the graph of $p$ will be the disjoint union of two increasing subsequences. The top row is of length $m$ and the bottom row is of length $2m - 2$, and every entry of the top row is larger than every entry of the bottom row. The entries of $p$ alternate from the top row to the bottom row until there are $m$ entries in the top row. Then, $m - 2$ more entries are added to the bottom row. The $i$-th entry of the top row will have color $i$ for $1 \leq i \leq m$, while the $i$-th entry of the bottom row will have color $i + 1 \pmod{m}$.

For $i, j \in [1, m]$ with $i \neq j$, the pattern $1_i 2_j$ is contained in the bottom row, the only exception being the pattern $1_1 2_j$, which is contained in the top row. The pattern $2_i 1_j$ can be found by selecting the unique entry colored $i$ from the top row, and taking an entry in the bottom row colored $j$ which lies to the right of the entry just selected. Then, $p$ is an $NMS(2, m)$-superpattern.

To answer Question 3.1 in general appears to be very difficult. In an effort to further understand the relationship between monochromatic and nonmonochromatic superpatterns, we also point out the following.

**Proposition 3.3.** For any positive integers $k \geq 2$ and $m$, we have

$$msp(k - 1, m) \leq nmsp(k, m) \leq msp(k, m).$$

**Proof.** The second inequality is implied by the remark on page 800. To see the first inequality, let $q$ be an $m$-colored pattern of length $k$ whose first $k - 1$ entries are colored by color $i$ and whose $k$-th entry is colored by $j \neq i$. Then, the first $k - 1$ entries of $q$ form a monochromatic pattern of length $k - 1$.

Since $q$ is a nonmonochromatic $m$-colored pattern of length $k$, it must be contained in any $NMS(k, m)$-superpattern. Noting that we could have colored the first $k - 1$ entries of $q$ monochromatically using any of the $m$ colors, any $NMS(k, m)$-superpattern must contain all monochromatic $m$-colored patterns of length $k - 1$. Thus, $nmsp(k, m) \geq msp(k - 1, m)$. □

### 4. Packing multiple copies of all patterns

The idea of superpatterns lies in the fact that they contain each permutation (from a given set of permutations) at least once. A natural generalization seems to be superpatterns that contain each permutation at least a given number of times.

**Definition.** For a given set $P$ of permutations, a $P_\ell$-superpattern is a permutation containing each pattern $\pi \in P$ at least $\ell$ times.

Define $sp_\ell(k)$, $sp_\ell(k, m)$, $msp_\ell(k, m)$, and $nmsp_\ell(k, m)$ accordingly. Some trivial facts follow immediately:

- $sp_\ell(k, m) = m \cdot sp_\ell(k)$. This can be seen by following exactly the same argument as that of Theorem 2.1.
• \( sp_\ell(k) \leq \ell \cdot sp(k) \) and \( sp_\ell(k, m) \leq \ell \cdot sp(k, m) \). For permutations \( p \) of length \( n \) and \( q \) of length \( m \), the direct sum \( p \oplus q \) is the permutation that has the first \( n \) entries from \( p \) and the next \( m \) entries from entries of \( q \) shifted by \( n \). That is, \[
p \oplus q = p_1p_2 \cdots p_n(q_1 + n)(q_2 + n) \cdots (q_m + n).\]

Given a permutation \( p \) of length \( sp(k) \) that contains all patterns of length \( k \), the permutation \( \bigoplus_{i=1}^{\ell} p \) clearly contains each length-\( k \) pattern in each of the \( \ell \) summands. Hence, \( sp_\ell(k) \leq \ell \cdot sp(k) \). A similar argument holds for \( sp_\ell(k, m) \leq \ell \cdot sp(k, m) \).

• \( sp_m(k) \leq msp(k, m) \). This can be seen from removing the colors of an \( MS(k, m) \)-superpattern.

The asymptotic lower bounds, for \( k \) large and \( \ell \) constant, of \( sp_\ell(k) \) or \( sp_\ell(k, m) \) stay the same as \( sp(k) \) or \( sp(k, m) \). Given that the multiple copies of patterns need not be disjoint, it is natural to ask for improvement of the upper bounds above. The existing constructions (that provided upper bounds for the minimum lengths of various superpatterns) such as those in \([\text{Arratia 1999; Gray 2015; \geq 2016}]\) do not directly generalize to the case of packing multiple copies of every permutation. We conclude this note by showing a nontrivial upper bound for the \( sp_\ell \) function.

Definition. For \( k, n \in \mathbb{N} \), let \( q = q_1q_2q_3 \cdots q_k \) be a pattern of length \( k \) and let \( w = w_1w_2w_3 \cdots w_n \) be a word of length \( n \). We say that \( q \) is “contained exactly in \( w \)” if there is a subsequence of length \( k \), say \((w_{i_1}, w_{i_2}, \ldots, w_{i_k})\), such that \( w_{i_j} = q_j \) for all \( 1 \leq j \leq k \).

Theorem 4.1. For \( k, \ell \in \mathbb{N} \), we have
\[
sp_\ell(k) \leq \begin{cases} 
\frac{1}{2}(k + 1)(k + \ell - 1) & \text{if } k \text{ is odd}, \\
\frac{1}{2}(k + 1)(k + \ell - 1) & \text{if } k \text{ is even and } \ell \text{ is odd}, \\
\frac{1}{2}(k + 1)(k + \ell - 1) + 1 & \text{if } k \text{ is even and } \ell \text{ is even}.
\end{cases}
\]

Proof. We begin with Allison Miller’s construction \([2009]\) of the zigzag \( k \)-superword. Let \( k_o \) (resp. \( k_e \)) be the smallest odd (resp. even) integer at least as large as \( k \). We make the following definitions:
\[
\overline{k}_o = 1357 \cdots k_o \quad \text{and} \quad \overline{k}_e = k_e \cdots 8642.
\]
Define
\[
w = \overline{k}_o\overline{k}_e\overline{k}_o\overline{k}_e \cdots \overline{k}_o\overline{k}_e
\]
if \( k \) is even or
\[
w = \overline{k}_o\overline{k}_e\overline{k}_o\overline{k}_e \cdots \overline{k}_o\overline{k}_e\overline{k}_o
\]
if \( k \) is odd, where the combined number of copies of \( \bar{k}_o \) and \( \bar{k}_e \) is exactly \( k \). The word \( w \) is what Miller calls the zigzag \( k \)-superword.

Let \( q \) be a pattern of length \( k \), and let \( q + 1 \) be the permutation of the set \( \{2, 3, 4, \ldots, k + 1\} \) obtained by adding 1 to each entry of \( q \). Number the runs of \( w \) from left to right in increasing order and let \( m(q) \) be the number of runs needed (in \( \bar{k}_o\bar{k}_e\bar{k}_o\bar{k}_e \cdots \)) to contain \( q \). Miller shows that

\[
m(q) + m(q + 1) \leq 2k + 1,
\]

but in fact, the same steps can be used to show equality in (4). Hence, either \( m(q) \) or \( m(q + 1) \) is at most \( k \), which implies either \( q \) or \( q + 1 \) is contained exactly in \( w \).

Now, consider the finite word

\[
w(\ell) = \begin{cases} 
\bar{k}_o\bar{k}_e\bar{k}_o\bar{k}_e \cdots \bar{k}_o\bar{k}_e & \text{if } k \text{ is even}, \\
\bar{k}_o\bar{k}_e\bar{k}_o\bar{k}_e \cdots \bar{k}_o\bar{k}_o & \text{if } k \text{ is odd}, 
\end{cases}
\]

where the combined number of copies of \( \bar{k}_o \) and \( \bar{k}_e \) is exactly \( k + \ell - 1 \). Suppose without loss of generality that \( m(q) \leq k \), and recall, \( m(q + 1) = 2k + 1 - m(q) \). Since \( q \) is contained in the first \( m(q) \) copies of \( w(\ell) \), and each run of \( w(\ell) \) is repeated every two times, there is another copy of \( q \) contained between the third run and the \((m(q)+2)\)-th run, yet another copy of \( q \) contained between the fifth and \((m(q)+4)\)-th runs, and so on for as long as we do not exceed \( k + \ell - 1 \) runs. Thus, there are at least

\[
1 + \left\lfloor \frac{1}{2}((k + \ell - 1) - m(q)) \right\rfloor = \left\lfloor \frac{1}{2}(\ell + (k - m(q)) + 1) \right\rfloor
\]
copies of \( q \) contained exactly in \( w(\ell) \). Hence, if \( k - m(q) \geq \ell - 1 \), we successfully have at least \( \ell \) copies of \( q \). Then, let us suppose that \( k - m(q) < \ell - 1 \). For the same reason as above, there are at least

\[
1 + \left\lfloor \frac{1}{2}((k + \ell - 1) - (2k + 1 - m(q))) \right\rfloor = \left\lfloor \frac{1}{2}(\ell - (k - m(q))) \right\rfloor \geq 1
\]
copies of \( q + 1 \) contained exactly in \( w(\ell) \). Hence, the combined number of copies of \( m(q) \) and \( m(q + 1) \) is at least

\[
\left\lfloor \frac{1}{2}(\ell + (k - m(q)) + 1) \right\rfloor + \left\lfloor \frac{1}{2}(\ell - (k - m(q))) \right\rfloor = \ell.
\]

Finding a permutation \( p \) representing \( w(\ell) \) is routine. Note that \( p \) will contain at least \( \ell \) copies of \( q \). Let us consider the length of \( w(\ell) \). First suppose \( k \) is odd. Then, there are \( \frac{1}{2}(k + 1) \) entries each in \( \bar{k}_o \) and \( \bar{k}_e \). Miller shows that \( w \) is of length \( \frac{1}{2}k(k + 1) \), to which we add \( \ell - 1 \) more runs. Hence, the length of \( w(\ell) \) is

\[
\frac{1}{2}k(k + 1) + (\ell - 1)\frac{1}{2}(k + 1) = \frac{1}{2}(k + 1)(k + \ell - 1).
\]

Now suppose that \( k \) is even. Then, there are \( \frac{1}{2}k \) entries in \( \bar{k}_e \) and \( 1 + \frac{1}{2}k = \frac{1}{2}(k + 2) \) entries in \( \bar{k}_o \). If \( \ell \) is odd, then we have added \( \frac{1}{2}(\ell - 1) \) copies each of \( \bar{k}_e \) and \( \bar{k}_o \).
Thus, the length of $w(\ell)$ is
\[
\frac{1}{2}k(k + 1) + \frac{1}{2}(\ell - 1)\frac{1}{2}k + \frac{1}{2}(\ell - 1)\frac{1}{2}(k + 2) = \frac{1}{2}(k + 1)(k + \ell - 1).
\]
If $\ell$ is even, then we have added $\frac{1}{2}(\ell - 2)$ copies of $\vec{k}_e$ and $\frac{1}{2} \ell$ copies of $\vec{k}_o$. Therefore, the length of $w(\ell)$ is
\[
\frac{1}{2}k(k + 1) + \frac{1}{2}(\ell - 2)\frac{1}{2}k + \frac{1}{2} \ell \frac{1}{2}(k + 2) = \frac{1}{2}(k + 1)(k + \ell - 1) + 1. \quad \Box
\]

**Remark.** The above argument can be easily modified, by using the construction in Theorem 2.1, to provide less trivial upper bounds for $sp_\ell(k, m)$.

**Remark.** It is also interesting to note that, if one takes a superpattern from $S(k, m)$ achieving $sp(k, m)$ and removes colors, the resulting noncolored permutation is a superpattern that contains each $k$-pattern $m^k$ times (since there are $m^k$ different ways to color a $k$-pattern with $m$ colors).
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Lifting representations of finite reductive groups: 
a character relation
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(Communicated by Ken Ono)

Given a connected reductive group $\widetilde{G}$ over a finite field $k$, and a semisimple $k$-automorphism $\varepsilon$ of $\widetilde{G}$ of finite order, let $G$ denote the connected part of the group of $\varepsilon$-fixed points. Two of the authors have previously shown that there exists a natural lifting from series of representations of $G(k)$ to series for $\widetilde{G}(k)$. In the case of Deligne–Lusztig representations, we show that this lifting satisfies a character relation analogous to that of Shintani.

0. Introduction

Suppose $k$ is a finite field, $\widetilde{G}$ is a connected reductive $k$-group, and $\varepsilon$ is a semisimple $k$-automorphism of $\widetilde{G}$ of finite order $\ell$. Let $G$ be the connected part of the group $\widetilde{G}^{\varepsilon}$ of $\varepsilon$-fixed points of $\widetilde{G}$. We will see (Proposition 1) that $G$ is also a connected reductive $k$-group. Two of the authors have constructed a natural lifting [Adler and Lansky 2014] from series of irreducible representations of $G(k)$ to analogous series for $\widetilde{G}(k)$. In certain cases, this lifting is known to coincide with the Shintani lifting (see [Gyoja 1979, Theorem 7.2], [Digne 1987, Corollary 3.6], or [Silberger and Zink 2005, Proposition B4.4], for example), so it is natural to ask whether there is a relation, analogous to that of Shintani, between the character of a representation $\pi$ of $G(k)$ and the $\varepsilon$-twisted character of its lift $\tilde{\pi}$. The purpose of this note is to prove an affirmative answer in the case where $\pi$ is a Deligne–Lusztig representation, irreducible or not.

Let $\widetilde{G}^*$ and $G^*$ denote the duals of $\widetilde{G}$ and $G$. For each semisimple element $z \in G^*(k)$, one obtains a collection $E_z(G(k))$ of irreducible representations of $G(k)$, and these collections, known as rational Lusztig series, partition the set $E(G(k))$ of (equivalence classes of) irreducible representations of $G(k)$ [Lusztig 1984, §14.1]. For example, suppose that $z$ is regular in $G^*$, and let $T^* \subseteq G^*$ be the unique maximal
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Keywords: finite reductive groups, Deligne–Lusztig representations, liftings, character relations.
Let \( k \)-torus containing \( z \). Then the pair \((T^*, z)\) corresponds to a pair \((T, \theta)\), where \( T \subseteq G \) is a maximal \( k \)-torus, and \( \theta \) is a complex-valued character of \( T(k) \). This latter pair is uniquely determined up to \( G(k) \)-conjugacy. The Lusztig series \( E_\varepsilon(G(k)) \) corresponding to \( z \) is the set of irreducible components of the Deligne–Lusztig virtual representation whose character is \( R^G_T \theta \). An earlier work [Adler and Lansky 2014, Corollary 11.3] presents a natural map from semisimple conjugacy classes in \( G^*(k) \) to semisimple classes in \( \widetilde{G}^*(k) \), thus lifting each Lusztig series for \( G(k) \) to one for \( \widetilde{G}(k) \). The series of representations coming from \( \pm R^G_T \theta \) lifts to that coming from \( \pm R^{\tilde{G}}_{\tilde{T}} \tilde{\theta} \), where we will see that \( \tilde{T} := C_{\tilde{G}}(T) \) is a maximal \( k \)-torus in \( \widetilde{G} \), and \( \tilde{\theta} = \theta \circ N \), where \( N : \tilde{T} \to T \) is the norm map defined by
\[
N(t) = t\varepsilon(t) \cdots \varepsilon^{\ell-1}(t).
\]
(Of course, one could define a similar map \( N \) on any \( \varepsilon \)-invariant torus in \( \widetilde{G} \).) In order to understand better this lifting of representations, one would like to have a relation between the character \( R^G_T \theta \) (for \( \theta \) an arbitrary character of \( T(k) \), not necessarily associated to a regular element of \( G^*(k) \)) and the \( \varepsilon \)-twisted character \( (R^{\tilde{G}}_{\tilde{T}} \tilde{\theta})_\varepsilon \) associated to the \( \varepsilon \)-invariant character \( R^{\tilde{G}}_{\tilde{T}} \tilde{\theta} \). We prove that such a relation holds at sufficiently regular points, provided that one gathers together a “packet” of characters of \( G(k) \), including \( R^G_T \theta \), that each lift to \( R^{\tilde{G}}_{\tilde{T}} \tilde{\theta} \).

Suppose we have a Borel-torus pair \((B, T)\) for \( G \); that is, we have a maximal \( k \)-torus \( T \subseteq G \), together with a Borel subgroup \( B \subseteq G \) containing \( T \), not necessarily defined over \( k \). From Proposition 1, we will obtain an \( \varepsilon \)-invariant Borel-torus pair \((\tilde{B}, \tilde{T})\) in \( \widetilde{G} \), where \( \tilde{T} = C_{\tilde{G}}(T) \) as above. Let \( \langle \varepsilon \rangle \) be the group generated by \( \varepsilon \). Recall that an element of a reductive group is regular if the connected part of its centralizer is a torus.

**Theorem.** Suppose \( \tilde{s} \in \widetilde{G}(k) \) belongs to an \( \varepsilon \)-invariant, maximal \( k \)-torus \( \tilde{S} \) and \( N(\tilde{s}) \) is regular in \( \widetilde{G} \). Then
\[
(R^{\tilde{G}}_{\tilde{T}} \tilde{\theta})_\varepsilon (\tilde{s}) = \left( \sum_{\tilde{g} \in \tilde{G}(k) \setminus (\tilde{G}(k)/\tilde{T}(k))^\varepsilon} R^{\tilde{G}}_{\tilde{T}} \tilde{g} \theta \right)(N(\tilde{s})).
\]

(0-1)

**Remark.** Let us comment on some of the terms in (0-1).

(a) Here is what we mean by \( (R^{\tilde{G}}_{\tilde{T}} \tilde{\theta})_\varepsilon \). Since \( \tilde{\theta} \) is an \( \varepsilon \)-invariant character of \( \tilde{T}(k) \), we have that \( \varepsilon \) acts on the Deligne–Lusztig variety corresponding to \((\tilde{B}, \tilde{T}, \tilde{\theta})\), and thus on the virtual representation whose character is \( R^{\tilde{G}}_{\tilde{T}} \tilde{\theta} \). That is, even if this representation is reducible, we can form its \( \varepsilon \)-twisted character. To do so, extend \( \tilde{\theta} \) to a character of \( \tilde{T}(k) \times \langle \varepsilon \rangle \) by setting \( \varepsilon \tilde{\theta}(\varepsilon) = 1 \). Define the \( \varepsilon \)-twisted Deligne–Lusztig character \( (R^{\tilde{G}}_{\tilde{T}} \tilde{\theta})_\varepsilon \) induced from \( \tilde{\theta} \) by \( (R^{\tilde{G}}_{\tilde{T}} \tilde{\theta})_\varepsilon (g) = (R^{\tilde{G}}_{\tilde{T} \times \langle \varepsilon \rangle} \tilde{\theta})(g \varepsilon) \) for \( g \in \tilde{G}(k) \). (See [Digne and Michel 1994] for the definition of Deligne–Lusztig induction for nonconnected groups.)
Note that if $\varepsilon$ is quasicentral, i.e., the Weyl groups $W(G, T)$ and $W(\tilde{G}, \tilde{T})$ satisfy $W(G, T) = W(\tilde{G}, \tilde{T})^\varepsilon$ (see [Digne and Michel 1994, Définition-Théorème 1.15] for equivalent formulations), then $(R^G_{Tra} \tilde{\theta})_\varepsilon$ doesn’t depend on the choice of $\tilde{B}$, from the remark after [Digne and Michel 1994, Théorème 4.5]. More generally, there could be several Borel subgroups $\tilde{B} \subseteq \tilde{G}$ such that $(\tilde{B}^\varepsilon)\circ = B$, and we don’t know if the twisted character is independent of the choice of $\tilde{B}$. However, our theorem will remain valid for any such choice.

(b) On the right-hand side of (0-1), $\tilde{g}$ runs over a set of double coset representatives. For each such $\tilde{g}$, we have that $\tilde{s}T$ is a maximal $k$-torus in $G$ and $\tilde{s}\theta$ is a complex-valued character of $\tilde{s}T(k)$. The choice of representative $\tilde{g}$ affects the pair $(\tilde{s}T, \tilde{s}\theta)$ only up to $G(k)$-conjugacy, so it does not affect the character $R^G_{\tilde{s}T} \tilde{s}\theta$ appearing in the corresponding summand.

(c) We note that $G(k)\backslash(\tilde{G}(k)/\tilde{T}(k))^\varepsilon$ can be viewed as the set of $G(k)$-conjugacy classes of $\varepsilon$-invariant Borel-torus pairs that are $\tilde{G}(k)$-conjugate to $(\tilde{B}, \tilde{T})$. As $\tilde{g}$ runs over a set of double coset representatives, the $k$-tori $\tilde{s}T \subseteq G$ are related in a way that is analogous to stable conjugacy, where $\tilde{G}(k)$ plays the role usually played by $G(\tilde{k})$, where $\tilde{k}$ is an algebraic closure of $k$. Moreover, the set of characters appearing in the right-hand side of (0-1) is analogous to an $L$-packet, and their sum is “stable”, in the sense that it is constant on the intersections with $G(k)$ of appropriate conjugacy classes in $\tilde{G}(k)$.

Now let’s consider some special cases.

(a) One can show that when $\varepsilon$ is quasicentral, the index set for the summation is a singleton, so the theorem asserts that $(R^G_{\tilde{s}T} \tilde{s}\theta)_\varepsilon(\tilde{s}) = (R^G_{\tilde{s}T} \theta)(N(\tilde{s}))$.

(b) In particular, suppose $\tilde{G} = R_{E/k}G$ is obtained from $G$ via restriction of scalars over a cyclic extension $E/k$ and $\varepsilon$ is the algebraic $k$-automorphism of $\tilde{G}$ associated to the action of a generator of the Galois group $\text{Gal}(E/k)$. Given a representation $\pi$ of $G(k)$, one often has an associated representation $\tilde{\pi}$ of $\tilde{G}(k)$, known as the Shintani lift of $\pi$. (See [Kawanaka 1987] for a discussion.) The character of $\pi$ and the $\varepsilon$-twisted character of $\tilde{\pi}$ satisfy the Shintani relation $\Theta_{\tilde{\pi}, \varepsilon} = \Theta_{\pi} \circ N$, where $N$ has been extended to a map on all (not necessarily semisimple) conjugacy classes. From work of Digne [1999, Corollaire 3.6], one already knows that if $R^G_{\tilde{T}} \theta$ has a Shintani lift, then it must be $R^G_{\tilde{T}} \tilde{\theta}$. Thus, if one restricts attention to Deligne–Lusztig characters and to the kind of elements that we consider, our character relation is a generalization of Shintani’s.

(c) Consider the automorphism of $\text{GL}(2)$ given by $\varepsilon(g) = \chi g^{-1}$. Then a relation analogous to that in our theorem holds for all irreducible characters, not just those of Deligne–Lusztig type. Moreover, the relation can be extended to unipotent elements, but it fails if $\tilde{s}$ is regular but $N(\tilde{s})$ is singular.
Comparing our theorem with [Digne and Michel 1994, Proposition 2.12], we see the latter shows that the restriction to $G(k)$ of a twisted character of $\tilde{G}(k)$ is a certain twisted character of $G(k)$, at least in the case where $\varepsilon$ is quasicentral. On the other hand, our theorem concerns a lifting of characters from $G(k)$ to $\tilde{G}(k)$ via the norm map, and this lifting is not an inverse of restriction. As expected, the two formulas agree in those situations where both are applicable, but such situations are rare. Moreover, while we make regularity assumptions on our element $\tilde{s}$, we do not assume that $\varepsilon$ is quasicentral.

1. Preliminary results

Given any algebraic group $H$, we denote by $H^\circ$ the connected component of the identity in $H$. If $S$ is an algebraic subgroup of $H$, then $C_H(S)$ denotes the centralizer of $S$ in $H$. Similarly, for an element $h \in H$, we let $C_H(h)$ denote its centralizer.

As in Section 0, let $k$ denote a finite field, $\tilde{G}$ a connected reductive $k$-group, and $\varepsilon$ a semisimple $k$-automorphism of $\tilde{G}$ of finite order $\ell$, and let $G = (\tilde{G}^\varepsilon)^\circ$.

Most of the following result appears in the statement or proof of [Steinberg 1968, Theorem 8.2]. Other versions appear in [Kottwitz and Shelstad 1999, Theorem 1.1.A; Digne and Michel 1994, Théorème 1.8]. A version that includes the rationality of $G$ is in [Adler and Lansky 2014, Proposition 3.5].

Proposition 1. With notation as above, one has:

- $G$ is a connected reductive $k$-group.
- For every $\varepsilon$-invariant Borel-torus pair $(\tilde{B}, \tilde{T})$ for $\tilde{G}$, one has a Borel-torus pair $((\tilde{B}^\varepsilon)^\circ, (\tilde{T}^\varepsilon)^\circ)$ for $G$. Moreover, $(\tilde{T}^\varepsilon)^\circ = \tilde{T} \cap G$.
- For every Borel-torus pair $(B, T)$ for $G$, one has an $\varepsilon$-invariant Borel-torus pair $(\tilde{B}, \tilde{T})$, where $\tilde{T} = C_{\tilde{G}}(T)$ and such that $(\tilde{B}^\varepsilon)^\circ = B$.

From now on, we fix a maximal $k$-torus $T \subseteq G$, and thus obtain an $\varepsilon$-invariant maximal $k$-torus $\tilde{T} = C_{\tilde{G}}(T)$ as in Proposition 1, and a norm map $N : \tilde{T} \to T$ as in Section 0.

The following result concerns conjugacy and twisted conjugacy in $G$ and $\tilde{G}$.

Lemma 2. Suppose $\tilde{S}$ is an $\varepsilon$-invariant maximal $k$-torus in $\tilde{G}$. Let $S = \tilde{S} \cap G$. Suppose that $\tilde{s} \in \tilde{S}(k)$ and that $s := N(\tilde{s}) \in S(k)$ is regular in $\tilde{G}$. Let $\tilde{g} \in \tilde{G}(k)$.

(i) There is an $\varepsilon$-invariant Borel subgroup of $G$ containing $\tilde{S}$.
(ii) If $\tilde{g}^{-1}s \tilde{g} \in T(k)$, then $\tilde{g}^{-1} \tilde{s} \tilde{g} = \tilde{T}$.
(iii) If $\tilde{g}^{-1}s \tilde{g} \in \tilde{T}(k)$ and $\tilde{g}^{-1} \varepsilon(\tilde{g}) \in \tilde{T}(k)$, then $\tilde{g}^{-1} S \tilde{g} = T$.
(iv) If $\tilde{g}^{-1} \tilde{s} \varepsilon(\tilde{g}) \in \tilde{T}(k)$, then $\tilde{g}^{-1} \varepsilon(\tilde{g}) \in \tilde{T}(k)$.
Proof. To prove (i), let $S'$ be a maximal $k$-torus in $G$ such that $s \in S'(k)$, and let $\tilde{S}' = C_{\tilde{G}}(S')$. From Proposition 1, we have that $\tilde{S}'$ is a maximal torus in $\tilde{G}$, and it is contained in an $\varepsilon$-invariant Borel subgroup of $\tilde{G}$. But $\tilde{S}' = C_{\tilde{G}}(S') \subseteq C_{\tilde{G}}(s) \subseteq \tilde{S}$, and therefore, $\tilde{S}' = \tilde{S}$.

To prove (ii), note that $\tilde{g}^{-1}\tilde{s}\tilde{g} = \tilde{g}^{-1}C_{\tilde{G}}(s)\tilde{g} = C_{\tilde{G}}(\tilde{g}^{-1}s\tilde{g}) = \tilde{T}$.

For (iii), it follows immediately from the assumptions that $\tilde{g}^{-1}s\tilde{g} = \mathcal{N}(\tilde{g}^{-1}\varepsilon(\tilde{g})) \in \mathcal{N}(\tilde{T}(k)) \subseteq T(k)$. From (ii), $\tilde{g}^{-1}\tilde{s}\tilde{g} = \tilde{T}$. From (i) and Proposition 1, it is thus enough to show that $(\tilde{g}^{-1}\tilde{s}\tilde{g})^\varepsilon = \tilde{g}^{-1}\tilde{s}\tilde{g}$. For $x \in \tilde{S}(k)$,

$$\varepsilon(\tilde{g}^{-1}x\tilde{g}) = \varepsilon(\tilde{g})^{-1}\varepsilon(x)\varepsilon(\tilde{g}) = [\tilde{g}^{-1}\varepsilon(\tilde{g})]^{-1} \cdot \tilde{g}^{-1}\varepsilon(x)\tilde{g} \cdot [\tilde{g}^{-1}\varepsilon(\tilde{g})] = \tilde{g}^{-1}\varepsilon(x)\tilde{g},$$

so $\varepsilon(x) = x$ if and only if $\varepsilon(\tilde{g}^{-1}x\tilde{g}) = \tilde{g}^{-1}x\tilde{g}$.

To prove (iv), note that as above, $\tilde{g}^{-1}\varepsilon(\tilde{g}) \in \tilde{T}(k)$ implies $\tilde{g}^{-1}s\tilde{g} \in T(k)$. By (ii), we have $\tilde{g}^{-1}s\tilde{g} \in \tilde{T}(k)$. Therefore,

$$\tilde{g}^{-1}\varepsilon(\tilde{g}) = (\tilde{g}^{-1}s\tilde{g}) (\tilde{g}^{-1}\varepsilon(\tilde{g}))^{-1} \in \tilde{T}(k).$$

\[ \square \]

Now we consider a property of certain double coset spaces, whose proof is straightforward.

Lemma 3. Let $\tilde{R}$ denote a set of representatives for the double coset space

$$G(k) \backslash (\tilde{G}(k)/\tilde{T}(k))^\varepsilon.$$

Define the map $\phi: G(k) \times \tilde{R} \to (\tilde{G}(k)/\tilde{T}(k))^\varepsilon$ by $(g, \tilde{r}) \mapsto g\tilde{r}\tilde{T}(k)$. Then

(i) the map $\phi$ is surjective;

(ii) we have $\phi(g, \tilde{r}) = \phi(g', \tilde{r}')$ if and only if $\tilde{r} = \tilde{r}'$ and $g^{-1}g' \in \tilde{T}(k)$.

Now we recall some facts about Deligne–Lusztig virtual characters.

Lemma 4. One has the following:

(i) If $x \in G(k)$ is a regular element and $\theta$ is a complex character of $T(k)$, then

$$(R_{\tilde{T}}^{\tilde{G}} \theta)(x) = \sum_{\substack{g \in G(k)/T(k) \\tilde{g}^{-1}xg \in T(k)}} \theta(g^{-1}xg).$$

(ii) Suppose that $\tilde{x} \in \tilde{G}(k)$ and that $\tilde{x}\varepsilon$ is a regular element of $\tilde{G}(k) \rtimes (\varepsilon)$. Let $\tilde{\theta}$ be an $\varepsilon$-invariant character of $\tilde{T}(k)$, extended trivially to $\tilde{T}(k) \rtimes (\varepsilon)$. Then

$$(R_{\tilde{T}}^{\tilde{G}} \tilde{\theta})_\varepsilon(\tilde{x}) = \frac{1}{|\tilde{T}(k) \rtimes (\varepsilon)|} \sum_{\tilde{h} \in \tilde{G}(k) \rtimes (\varepsilon)} \tilde{\theta}(\tilde{h}^{-1}(\tilde{x}\varepsilon)\tilde{h}).$$
Proof. For each formula, see [Digne and Michel 1994, Proposition 2.6]. For the second formula, note that \( C_G(\tilde{s}\varepsilon) \) contains no nontrivial unipotent elements. Thus, if we let \( S \) denote its connected part, then \( S \) is a torus, and the Green function \( Q_{S(k)}^S(k) \) that arises in this proposition takes the value \(|S(k)|\) at (1, 1).

2. Proof of the main theorem

From Lemma 2(i), we know \( \tilde{S} \) is contained in an \( \varepsilon \)-invariant Borel subgroup of \( \tilde{G} \), so it follows from Proposition 1 that \( S := \tilde{S} \cap G \) is a maximal \( k \)-torus in \( G \), and \( \tilde{S} = C_G(S) \).

Since \( (\tilde{s}\varepsilon)^{\ell} = N(\tilde{s}) \), which is assumed regular in \( \tilde{G} \) and thus in \( \tilde{G} \rtimes \langle \varepsilon \rangle \), we must have that \( \tilde{s}\varepsilon \) is also regular in \( \tilde{G} \rtimes \langle \varepsilon \rangle \). Lemma 4(ii) then implies that the left-hand side of (0-1) (hereafter denoted LHS) is equal to

\[
\frac{1}{|T(k)|} \sum_{\tilde{h}} \tilde{\theta}(\tilde{h}^{-1}(\tilde{s}\varepsilon)\tilde{h}) = \frac{1}{\ell|T(k)|} \sum_{\tilde{h}} \tilde{\theta}(\tilde{h}^{-1} \cdot \tilde{s} \cdot \varepsilon(\tilde{h}) \cdot \varepsilon),
\]

where each sum is over the set

\[
\{ \tilde{h} \in \tilde{G}(k) \rtimes \langle \varepsilon \rangle \mid \tilde{s}\varepsilon \in \tilde{h}(\tilde{T}(k) \rtimes \langle \varepsilon \rangle)\tilde{h}^{-1} \}.
\]

If \( \tilde{g} \in \tilde{G}(k) \), then \( \tilde{g}e^i \) belongs to the index set if and only if \( \tilde{g}^{-1}\tilde{s}\varepsilon(\tilde{g}) \in \tilde{T}(k) \). The set of such elements \( \tilde{g} \) is a union of left cosets of \( \tilde{T}(k) \). Thus,

\[
\text{LHS} = \frac{1}{\ell|T(k)|} \sum_{i=0}^{\ell-1} \sum_{\tilde{g} \in \tilde{G}(k) \atop \tilde{g}^{-1}\tilde{s}\varepsilon(\tilde{g}) \in \tilde{T}(k)} \tilde{\theta}((\tilde{g}e^i)^{-1} \cdot \tilde{s} \cdot \varepsilon(\tilde{g}e^i) \cdot \varepsilon)
\]

\[
= \frac{1}{|T(k)|} \sum_{\tilde{g} \in \tilde{G}(k) \atop \tilde{g}^{-1}\tilde{s}\varepsilon(\tilde{g}) \in \tilde{T}(k)} \tilde{\theta}(\tilde{g}^{-1}\tilde{s}\varepsilon(\tilde{g}))
\]

\[
= \sum_{\tilde{g} \in \tilde{G}(k)/\tilde{T}(k) \atop \tilde{g}^{-1}\tilde{s}\varepsilon(\tilde{g}) \in \tilde{T}(k)} \tilde{\theta}(\tilde{g}^{-1}\tilde{s}\varepsilon(\tilde{g}))
\]

\[
= \sum_{\tilde{g} \in (\tilde{G}(k)/\tilde{T}(k))/^\varepsilon \atop \tilde{g}^{-1}\tilde{s}\varepsilon(\tilde{g}) \in \tilde{T}(k)} \tilde{\theta}(\tilde{g}^{-1}\tilde{s}\varepsilon(\tilde{g}))
\]

where the last equality follows from Lemma 2(iv). Let \( s = N(\tilde{s}) \) and note that \( N(\tilde{g}^{-1}\tilde{s}\varepsilon(\tilde{g})) = \tilde{g}^{-1}s\tilde{g} \) for \( \tilde{g} \in \tilde{G}(k) \). Thus LHS is equal to

\[
\sum_{\tilde{g} \in (\tilde{G}(k)/\tilde{T}(k))/^\varepsilon \atop \tilde{g}^{-1}\tilde{s}\varepsilon(\tilde{g}) \in \tilde{T}(k)} \tilde{g} \theta(s).
\]
On the other hand, it follows from Lemma 4(i) that the right-hand side of (0-1) is equal to
\[
\sum_{\tilde{x} \in G(\bar{k}) \setminus (\tilde{G}(\bar{k}) / \tilde{T}(\bar{k}))^c} (\mathbf{R}^G_{\tilde{T}} \tilde{x} \theta)(s) = \sum_{\tilde{x} \in G(\bar{k}) \setminus (\tilde{G}(\bar{k}) / \tilde{T}(\bar{k}))^c} \sum_{g \in G(\bar{k}) / \tilde{T}(\bar{k})} \tilde{x} \theta(g^{-1} s g) \\
= \sum_{\tilde{x} \in G(\bar{k}) \setminus (\tilde{G}(\bar{k}) / \tilde{T}(\bar{k}))^c} \sum_{g \in G(\bar{k}) / \tilde{T}(\bar{k})} g \tilde{x} \theta(s) \\
= \sum_{\tilde{g} \in (\tilde{G}(\bar{k}) / \tilde{T}(\bar{k}))^c} \tilde{g} \theta(s),
\]
where the final equality follows from Lemma 3. The last sum above is equal to (2-1) by Lemma 2(ii) and (iii), which together imply that for \( \tilde{g} \in (\tilde{G}(\bar{k}) / \tilde{T}(\bar{k}))^c \), we have \( \tilde{g}^{-1} s \tilde{g} \in T(\bar{k}) \) if and only if \( \tilde{g}^{-1} s \tilde{g} \in \tilde{T}(\bar{k}) \).
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Spectrum of a composition operator with automorphic symbol

Robert F. Allen, Thong M. Le and Matthew A. Pons
(Communicated by Stephan Garcia)

We give a complete characterization of the spectrum of composition operators, induced by an automorphism of the open unit disk, acting on a family of Banach spaces of analytic functions that includes the Bloch space and BMOA. We show that for parabolic and hyperbolic automorphisms the spectrum is the unit circle. For the case of elliptic automorphisms, the spectrum is either the unit circle or a finite cyclic subgroup of the unit circle.

1. Introduction

For an analytic self-map $\varphi$ of the open unit disk $\mathbb{D}$ and a Banach space $X$ of functions analytic on $\mathbb{D}$, we define the composition operator with symbol $\varphi$, denoted $C\varphi$, by the rule $C\varphi f = f \circ \varphi$ for all $f \in X$. The study of composition operators began formally with Nordgren’s paper [1968], where he explored properties of composition operators acting on the Hardy Hilbert space $H^2$. Since then the study has proved to be an active area of research, most likely due to the fact that the study of such operators lies at the intersection of complex function theory and operator theory.

The spectrum of $C\varphi$ has been studied on many classical spaces of analytic functions, such as the Hardy spaces, Bergman spaces, weighted Hardy and Bergman spaces, Besov spaces, and the Dirichlet space. The interested reader is directed to [Cowen and MacCluer 1995] for general references.

The motivation for this paper was to determine the spectrum of a composition operator, induced by a disk automorphism, acting on the Bloch space. The Bloch space is the largest space of analytic functions on $\mathbb{D}$ that is Möbius invariant. This is one reason the Bloch space is a welcoming environment to study composition operators. The techniques developed apply to a larger class of spaces that includes the Bloch space.

The purpose of this paper is to determine the spectrum of $C\varphi$ acting on a family of Banach spaces, where $\varphi$ is a disk automorphism. The spectrum will depend on
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the fixed point classification of the automorphisms of \( \mathbb{D} \). This is a standard approach to the study of composition operators induced by automorphisms. We show the spectrum of \( C_\varphi \), acting on a particular family of Banach spaces, induced by a disk automorphism, must be a subset of the unit circle \( \partial \mathbb{D} \), and in some instances is the entire unit circle. Finally, we compare these results to particular examples of classical spaces.

2. Preliminaries

2A. Automorphisms. The automorphisms of the open unit disk \( \mathbb{D} = \{ z \in \mathbb{C} : |z| < 1 \} \) are precisely the analytic bijections on \( \mathbb{D} \) which have the form

\[
\varphi(z) = \lambda \frac{a - z}{1 - \bar{a}z},
\]

where \( \lambda \) is a unimodular constant and \( a \) is a point in \( \mathbb{D} \). These automorphisms form a group under composition denoted by \( \text{Aut}(\mathbb{D}) \). Every element of \( \text{Aut}(\mathbb{D}) \) has two fixed points (counting multiplicity), and thus can be classified by the location of the fixed points:

- **elliptic:** one fixed point in \( \mathbb{D} \) and one in the complement of \( \overline{\mathbb{D}} \);
- **parabolic:** one fixed point on the unit circle \( \partial \mathbb{D} \) (of multiplicity 2);
- **hyperbolic:** two distinct fixed points on \( \partial \mathbb{D} \).

Two disk automorphisms \( \varphi \) and \( \psi \) are conformally equivalent if there exists a disk automorphism \( \tau \) for which \( \psi = \tau \circ \varphi \circ \tau^{-1} \). Many properties of automorphisms are preserved under conformal equivalence. The main advantage of conformal equivalence is in the placement of the fixed points. Every elliptic disk automorphism is conformally equivalent to one whose fixed point in \( \mathbb{D} \) is the origin.

**Lemma 2.1.** Let \( \varphi \) be an elliptic disk automorphism with fixed point \( a \) in \( \mathbb{D} \). Then \( \varphi \) is conformally equivalent to \( \psi(z) = \lambda z \) where \( \lambda = \varphi'(a) \).

**Proof.** Let \( \tau_a \) be the involution automorphism which interchanges 0 and \( a \), that is

\[
\tau_a(z) = \frac{a - z}{1 - \bar{a}z}.
\]

Define \( \psi = \tau_a \circ \varphi \circ \tau_a^{-1} \) on \( \mathbb{D} \). Since \( a \) is a fixed point of \( \varphi \), \( \psi \) fixes the origin, and is a rotation. So there is a unimodular constant \( \lambda \) such that \( \psi(z) = \lambda z \). To complete the proof, we will show \( \lambda = \varphi'(a) \). Observe \( \psi'(z) = \lambda \) for all \( z \in \mathbb{D} \). In particular

\[
\lambda = \psi'(0) = \tau'_a\left( \varphi(\tau_a(0)) \right) \varphi'(\tau_a(0)) \tau'_a(0) = \varphi'(a) \tau'_a(a) \tau'_a(0) = \varphi'(a).
\]

Thus \( \varphi \) is conformally equivalent to the rotation \( \psi(z) = \varphi'(a)z \). \( \square \)
Every parabolic disk automorphism is conformally equivalent to one whose fixed point (of multiplicity 2) is 1. The following lemma is found as Exercise 2.3.5c of [Cowen and MacCluer 1995], and a complete proof can be found in [Pons 2007].

**Lemma 2.2** [Pons 2007, Lemma 4.1.2]. Let $\varphi$ be a parabolic disk automorphism. Then $\varphi$ is conformally equivalent to either

$$
\psi_1(z) = \frac{(1+i)z - 1}{z + i - 1} \quad \text{or} \quad \psi_2(z) = \frac{(1-i)z - 1}{z - i - 1}.
$$

Every hyperbolic disk automorphism is conformally equivalent to one whose fixed points in $\partial \mathbb{D}$ are $\pm 1$.

**Lemma 2.3** [Nordgren 1968, Theorem 6]. Let $\varphi$ be a hyperbolic disk automorphism. Then, for some $r \in (0, 1)$, $\varphi$ is conformally equivalent to

$$
\psi(z) = \frac{z + r}{1 + rz}.
$$

### 2B. The space of bounded analytic functions.

The set of analytic functions on $\mathbb{D}$ is denoted by $H(\mathbb{D})$. The space of bounded analytic functions on $\mathbb{D}$, denoted $H^\infty = H^\infty(\mathbb{D})$, is a Banach space under the norm

$$
\|f\|_\infty = \sup_{z \in \mathbb{D}} |f(z)|.
$$

The bounded analytic functions on $\mathbb{D}$ is a rich space containing many interesting types of functions, such as polynomials and Blaschke products. In addition, the disk algebra $A(\mathbb{D})$, the set of analytic functions on $\mathbb{D}$ continuous to $\partial \mathbb{D}$, is a closed subspace of $H^\infty$.

The following two families of functions will be used in the next section. To prove these functions are in $H^\infty$, we take a geometric approach using conformal mappings of the plane. To this effect let $H_\ell$ and $H_r$ denote the open left and right half planes respectively, i.e., $H_\ell = \{\text{Re } z < 0\}$ and $H_r = \{\text{Re } z > 0\}$.

**Lemma 2.4.** For $s \geq 0$, the function

$$f_s(z) = \exp \frac{s(z + 1)}{z - 1}$$

is in $H^\infty$.

**Proof.** If $s = 0$, then $f_s$ is identically 1. So, $f_s(z)$ is in $H^\infty$. Now suppose $s > 0$. The function $f_s$ is comprised of the functions

1. $z \mapsto (z + 1)/(z - 1)$ (mapping $\mathbb{D}$ onto $H_\ell$),
2. $z \mapsto sz$ (mapping $H_\ell$ onto $H_\ell$),
3. $z \mapsto e^z$ (mapping $H_\ell$ onto $\mathbb{D} \setminus \{0\}$).
Figure 1. Map $f_s(z) = \exp\frac{s(z+1)}{z-1}$ for $s > 0$.

So $f_s$ maps $\mathbb{D}$ into $\mathbb{D}$, as in Figure 1, and thus $f_s(z)$ is an element of $H^\infty$.

Lemma 2.5. For real value $t$, the function

$$f_t(z) = \left(\frac{1+z}{1-z}\right)^{it}$$

is in $H^\infty$.

Proof. For $t = 0$, $f_t$ is identically 1, and thus is in $H^\infty$. Now suppose $t > 0$. We will rewrite the function $f_t$ as

$$f_t(z) = \exp\left(it \log \frac{1+z}{1-z}\right),$$

where log is the principle branch of the logarithm. Then $f_t$ is comprised of the functions

1. $z \mapsto (1+z)/(1-z)$ (mapping $\mathbb{D}$ onto $\mathbb{H}_r$),
2. $z \mapsto \log z$ (mapping $H_r$ onto the horizontal strip $S_h = \{0 < \text{Im} z < 2\pi\}$),
3. $z \mapsto iz$ (mapping $S_h$ onto the vertical strip $S_v = \{-2\pi < \text{Re} z < 0\}$),
4. $z \mapsto e^z$ (mapping $S_v$ into $A(e^{-2\pi}, 1) = \{e^{-2\pi} < |z| < 1\}$).

So $f_t$ maps $\mathbb{D}$ into $A(e^{-2\pi}, 1) \subseteq \mathbb{D}$, as depicted in Figure 2. In the case of $t < 0$, the vertical strip $S_v$ becomes $\{0 < \text{Re} z < 2\pi\}$. The map $z \mapsto e^z$ takes $S_v$ into $A(1, e^{2\pi}) \subseteq e^{2\pi} \mathbb{D}$, as depicted in Figure 3. In either case, $f_t(z)$ is an element of $H^\infty$ since $\|f_t\|_{H^\infty} < e^{2\pi}$ for all $t \in \mathbb{R}$. □

Figure 2. Map $f_t(z) = \exp\left(it \log \frac{1+z}{1-z}\right)$ for $t > 0$. 
Figure 3. Map $f_t(z) = \exp\left(it \log \frac{1+z}{1-z}\right)$ for $t < 0.$

These functions above, together with the monomials, play such a pivotal role in Section 3 that we denote the union of these functions by $\mathcal{F}$, i.e.,

$$\mathcal{F} = \{f_s : s \geq 0\} \cup \{f_t : t \in \mathbb{R}\} \cup \{z^k : k \in \mathbb{N}\}.$$

2C. Spectrum of $C_\varphi$. In this section we collect useful results regarding the spectrum of operators on Banach spaces. For a bounded linear operator $T$ on a Banach space $X$, the spectrum of $T$ is given by

$$\sigma(T) = \{\lambda \in \mathbb{C} : T - \lambda I \text{ is not invertible}\}$$

where $I$ denotes the identity operator on $X$. The spectrum is a nonempty, closed subset of $\mathbb{C}$. The spectral radius of $T$ is given by

$$\rho(T) = \sup \{|\lambda| : \lambda \in \sigma(T)\}.$$ 

Due to the fact that the spectrum is closed, we have the spectrum of $T$ is contained in the closed disk centered at the origin of radius $\rho(T)$.

Determining the spectrum of a particular composition operator can be difficult depending on the symbol of the operator and the space on which it is acting. However, the difficulties can be avoided if the operator is similar to a “simpler” operator. Linear operators $S$ and $T$ (not necessarily bounded) on a Banach space $X$ are similar if there exists a bounded linear operator $U$ on $X$, having bounded inverse, such that $T = USU^{-1}$. If $S$ and $T$ are both bounded operators, then similarity preserves the spectrum.

**Theorem 2.6.** Let $S$ and $T$ be bounded operators on a Banach space $X$. If $S$ and $T$ are similar, then $\sigma(S) = \sigma(T)$.

**Proof.** Suppose $S$ and $T$ are similar operators on $X$. By definition, there exists an invertible, bounded operator $U$ such that $T = USU^{-1}$. Let $\lambda \in \mathbb{C}$ and observe that

$$T - \lambda I = USU^{-1} - \lambda I$$

$$= USU^{-1} - \lambda UU^{-1}$$

$$= USU^{-1} - U(\lambda I)U^{-1}$$

$$= U(S - \lambda I)U^{-1}.$$
Thus, we have that $S - \lambda I$ is not invertible if and only if $T - \lambda I$ is not invertible. Therefore $\sigma(S) = \sigma(T)$.

3. Main results

In this section, we determine the spectrum of $C_\varphi$ for $\varphi$ a disk automorphism acting on a particular family of Banach spaces of analytic functions. The spaces we consider will be denoted by $\mathcal{X}$ and have the following properties:

(i) $\mathcal{X}$ contains $\mathcal{F}$,

(ii) for all $\varphi \in \text{Aut}(\mathbb{D})$, $C_\varphi$ is bounded on $\mathcal{X}$ and $\rho(C_\varphi) = 1$.

The set of automorphisms of $\mathbb{D}$, as seen previously, is a very nice subset of the analytic self-maps of $\mathbb{D}$. By property (ii), every composition operator induced by a disk automorphism is bounded on $\mathcal{X}$. In fact, every such composition operator is invertible. This result, that we prove below, can be viewed as a consequence of Theorem 1.6 of [Cowen and MacCluer 1995].

**Proposition 3.1.** Let $\varphi$ be a disk automorphism and $C_\varphi$ the induced composition operator on $\mathcal{X}$. Then $C_\varphi$ is invertible with inverse $C_\varphi^{-1} = C_{\varphi^{-1}}$.

**Proof.** Since $\varphi \in \text{Aut}(\mathbb{D})$, $\varphi$ is invertible, and $\varphi^{-1}$ is an automorphism. The composition operator $C_{\varphi^{-1}}$ is bounded by property (ii) and

$$C_\varphi(C_{\varphi^{-1}}(f)) = C_\varphi(f \circ \varphi^{-1}) = f \circ \varphi^{-1} \circ \varphi = f,$$

$$C_{\varphi^{-1}}(C_\varphi(f)) = C_{\varphi^{-1}}(f \circ \varphi) = f \circ \varphi \circ \varphi^{-1} = f.$$ 

Therefore, $C_\varphi$ is invertible with $C_\varphi^{-1} = C_{\varphi^{-1}}$.

Since the spectral radius of $C_\varphi$ on $\mathcal{X}$ is 1 for $\varphi \in \text{Aut}(\mathbb{D})$, we see that the search for the spectrum can be restricted to subsets of $\mathbb{D}$. However, our search can be refined further to subsets of the unit circle.

**Theorem 3.2.** Let $\varphi$ be a disk automorphism and $C_\varphi$ the induced composition operator on $\mathcal{X}$. Then $\sigma(C_\varphi) \subseteq \partial \mathbb{D}$.

**Proof.** By property (ii) of $\mathcal{X}$, we have $\rho(C_\varphi) = 1$. So, $\sigma(C_\varphi) \subseteq \overline{\mathbb{D}}$. Since, by Proposition 3.1, $C_\varphi$ is invertible with the inverse $C_{\varphi^{-1}} = C_{\varphi^{-1}}$, then $0 \notin \sigma(C_\varphi)$. So, the function $f(z) = z^{-1}$ is analytic in some neighborhood of $\sigma(C_\varphi)$. By the Spectral Mapping Theorem (see Theorem 5.14 of [MacCluer 2009]), we have $\sigma(f \circ C_\varphi) = f(\sigma(C_\varphi))$, and so,

$$\sigma(C_{\varphi^{-1}}) = \sigma(C_{\varphi^{-1}}) = \sigma(C_{\varphi})^{-1} = \{\lambda^{-1} : \lambda \in \sigma(C_\varphi)\}.$$ 

Since $\varphi^{-1} \in \text{Aut}(\mathbb{D})$, $\sigma(C_{\varphi^{-1}}) \subseteq \overline{\mathbb{D}}$. Thus for $\lambda \in \sigma(C_\varphi)$, both $\lambda$ and $\lambda^{-1}$ are in $\overline{\mathbb{D}}$. This implies $\lambda \in \partial \mathbb{D}$. So $\sigma(C_\varphi) \subseteq \partial \mathbb{D}$, as desired.
Since the disk automorphisms are classified into three categories, according to fixed points, we will treat each type of automorphism separately. However, the strategy to determine $\sigma(C_\psi)$ is the same. For a disk automorphism $\varphi$, we have shown $\varphi$ to be conformally equivalent to a particularly “nice” disk automorphism: in the elliptic case a disk automorphism that fixes $0$, in the parabolic case a disk automorphism that fixes $1$, and in the hyperbolic case a disk automorphism that fixes $\pm 1$. In the next result, we show that conformally equivalent automorphisms induce similar composition operators on $\mathcal{X}$. This result is not unique to the space $\mathcal{X}$, but is true for any space for which automorphisms induce bounded composition operators (see p. 250 of [Cowen and MacCluer 1995]).

**Proposition 3.3.** Let $\varphi$ and $\psi$ be conformally equivalent disk automorphisms. Then the induced composition operators $C_\varphi$ and $C_\psi$ on $\mathcal{X}$ are similar.

**Proof.** Suppose $\varphi$ and $\psi$ are conformally equivalent disk automorphisms. Then there exists a disk automorphism $\tau$ such that $\psi = \tau \circ \varphi \circ \tau^{-1}$. For $f \in \mathcal{X}$, observe

$$C_{\psi}f = f \circ (\tau \circ \varphi \circ \tau^{-1}) = ((f \circ \tau) \circ \varphi) \circ \tau^{-1} = (C_\tau^{-1}C_\varphi C_\tau)f.$$ 

Since $C_\tau^{-1}$ is bounded and invertible on $\mathcal{X}$ with $C_\tau^{-1} = C_\tau$, then $C_{\psi} = C_{\tau^{-1}}C_\varphi C_{\tau^{-1}}$. Therefore $C_{\varphi}$ and $C_{\psi}$ are similar.

With Proposition 3.3 and Lemmas 2.1, 2.2, and 2.3, it suffices to determine the spectrum of composition operators induced by these “nice” disk automorphisms, since similarity of bounded operators preserves the spectrum.

**Theorem 3.4.** Let $\varphi$ be an elliptic disk automorphism with fixed point $a$ in $\mathbb{D}$. Then the spectrum of $C_{\psi}$ acting on $\mathcal{X}$ is the closure of the positive powers of $\varphi'(a)$. Moreover, this closure is a finite subgroup of the unit circle if $\varphi'(a)^n = 1$ for some natural number $n$, and is the unit circle otherwise.

**Proof.** By Lemma 2.1, $\varphi$ is conformally equivalent to $\psi(z) = \lambda z$ where $\lambda = \varphi'(a)$. By Proposition 3.3, it suffices to show that $\sigma(C_{\psi})$ is the closure of the positive powers of $\lambda$. Let $G = \langle \lambda \rangle = \{\lambda^k : k \in \mathbb{N}\}$, which is a subset of $\partial \mathbb{D}$ since $|\lambda| = 1$. For each $k \in \mathbb{N}$, the function $f_k(z) = z^k$ is in $\mathcal{X}$ by property (i), and we have $(C_{\psi}f_k)(z) = \lambda^k f_k(z)$. Thus $\lambda^k$ is an eigenvalue of $C_{\psi}$ corresponding to the eigenfunction $f_k$. So $G \subseteq \sigma(C_{\psi})$, and since the spectrum is closed, we have $\overline{G} \subseteq \sigma(C_{\psi}) = \sigma(C_{\psi})$. If the order of $\lambda$ is infinite, then $G$ is dense in $\partial \mathbb{D}$, and so $\overline{G} = \partial \mathbb{D}$.

Now suppose $\lambda$ has order $m < \infty$. Then $G = \{\lambda^k : k = 1, \ldots, m\}$. So, $\overline{G} = G$. We now wish to show $\sigma(C_{\psi}) \subseteq \overline{G}$. Since $\sigma(C_{\psi}) \subseteq \partial \mathbb{D}$ by Theorem 3.2 it suffices to show that if $\mu \in \partial \mathbb{D} \setminus \overline{G}$ then $\mu \notin \sigma(C_{\psi})$. Suppose $\mu \in \partial \mathbb{D} \setminus \overline{G}$.

Since $\mu \notin \overline{G}$, it clear that $\mu \notin G$ and $\mu^m \neq 1$. In order to show $\mu \notin \sigma(C_{\psi})$, we will show that $C_{\psi} - \mu I$ is invertible by proving that for every $g \in \mathcal{X}$, there exists a unique $f \in \mathcal{X}$ such that $f \circ \psi - \mu f = g$. 

Since the order of $\lambda$ is $m$, we have

$$\psi^{(m)}(z) = (\underbrace{\psi \circ \cdots \circ \psi}_{m\text{-times}})(z) = \lambda^m z = z.$$  

By repeated composition with $\psi$, we obtain the system of linear equations:

$$f \circ \psi - \mu f = g$$
$$f \circ \psi^{(2)} - \mu (f \circ \psi) = g \circ \psi$$
$$\vdots$$
$$f - \mu (f \circ \psi^{(m-1)}) = g \circ \psi^{(m-1)}.$$  

This system of linear equations can be expressed as the matrix equation $A\vec{x} = \vec{b}$ where

$$A = \begin{bmatrix} -\mu & 1 & 0 & 0 & \cdots & 0 \\ 0 & -\mu & 1 & 0 & \cdots & 0 \\ \vdots & 0 & \ddots & \ddots & \ddots & \vdots \\ \vdots & \vdots & \ddots & \ddots & \ddots & \vdots \\ 0 & \vdots & \cdots & \cdots & 1 \\ 1 & 0 & \cdots & \cdots & 0 & -\mu \end{bmatrix}, \quad \vec{x} = \begin{bmatrix} f \\ f \circ \psi \\ \vdots \\ f \circ \psi^{(m-2)} \\ f \circ \psi^{(m-1)} \end{bmatrix}, \quad \text{and} \quad \vec{b} = \begin{bmatrix} g \\ g \circ \psi \\ \vdots \\ g \circ \psi^{(m-2)} \\ g \circ \psi^{(m-1)} \end{bmatrix}.$$  

The determinant of $A$ is $(-1)^m(\mu^m - 1)$, which is not zero since $\mu \notin G$. Thus there is a unique solution for $\vec{x}$. It gives us the unique solution $f$, which is a finite linear combination of function in $\mathcal{X}$ of the form $g \circ \psi^{(j-1)}$ for $j = 1, \ldots, m$, and thus $f$ is in $\mathcal{X}$. It follows that $C_\psi - \mu I$ is invertible. So, $\mu \notin \sigma(C_\psi)$. Therefore, $\sigma(C_\psi) = \sigma(C_\psi) \subseteq \overline{G}$.  

**Theorem 3.5.** Let $\varphi$ be a parabolic disk automorphism. Then the spectrum of $C_\varphi$ acting on $\mathcal{X}$ is the unit circle.

**Proof.** From Lemma 2.2, $\varphi$ is conformally equivalent to either

$$\psi_1(z) = \frac{(1+i)z - 1}{z + i - 1} \quad \text{or} \quad \psi_2(z) = \frac{(1-i)z - 1}{z - i - 1}.$$  

By Theorems 3.2 and 3.3 it suffices to show that $\partial \mathbb{D}$ is a subset of $\sigma(C_{\psi_1})$ and $\sigma(C_{\psi_2})$.

First suppose $\varphi$ is conformally equivalent to $\psi_1$. Consider the function

$$f_s(z) = \exp \frac{s(z + 1)}{z - 1}.$$  


for \( s \geq 0 \). By property (i), \( f_s \) is in \( \mathcal{X} \). Observe
\[
(C_{\psi_1} f_s)(z) = f_s(\psi_1(z)) = f_s \left( \frac{(1+i)z - 1}{z + i - 1} \right)
\]
\[
= \exp \left[ s \left( \frac{(1+i)z - 1 + 1}{z + i - 1} - 1 \right) \right] = \exp \left[ s(1+i)z - 1 - z - i + 1 \right]
\]
\[
= \exp \left[ s((2+i)z + i - 2) \right] = \exp \left[ s((1-2i)z + 1 + 2i) \right]
\]
\[
= \exp \left( s(z + 1) \right) = e^{i(-2s)} f_s(z).
\]
So, \( f_s \) is an eigenfunction of \( C_{\psi_1} \) for \( s \geq 0 \). Then, \( \partial \mathbb{D} = \{ e^{i(-2s)} : s \geq 0 \} \) is a subset of \( \sigma(C_{\psi_1}) \). If \( \varphi \) is conformally equivalent to \( \psi_2 \), then by a similar calculation, we have
\[
(C_{\psi_2} f_s)(z) = e^{2is} f_s(z),
\]
and so \( \partial \mathbb{D} = \{ e^{2is} : s \geq 0 \} \) is a subset of \( \sigma(C_{\psi_2}) \). Therefore, \( \sigma(C_{\psi}) = \partial \mathbb{D} \), as desired.

\textbf{Theorem 3.6.} Let \( \varphi \) be a hyperbolic disk automorphism. Then the spectrum of \( C_{\varphi} \) acting on \( \mathcal{X} \) is the unit circle.

\textbf{Proof.} From Lemma 2.3, \( \varphi \) is conformally equivalent to \( \psi(z) = (z + r)/(1 + rz) \) for some \( r \in (0, 1) \). By Theorems 3.2 and 3.3 it suffices to show that \( \partial \mathbb{D} \subseteq \sigma(C_{\psi}) \). Consider the function
\[
f_t(z) = \left( \frac{1 + z}{1 - z} \right)^{it}
\]
for \( t \in \mathbb{R} \). By property (i), \( f_t \) is in \( \mathcal{X} \). Observe
\[
(C_{\psi} f_t)(z) = f_t(\psi(z)) = f_t \left( \frac{z + r}{1 + rz} \right)
\]
\[
= \left( \frac{1 + \frac{z + r}{1 + rz}}{1 - \frac{z + r}{1 + rz}} \right)^{it} = \left( \frac{1 + rz + z + r}{1 + rz - z - r} \right)^{it}
\]
\[
= \left( \frac{(r + 1)z + (r + 1)}{(r - 1)z - (r - 1)} \right)^{it}
\]
\[
= \left( \frac{r + 1}{r - 1} \right)^{it} f_t(z).
\]
So, \( f_t \) is an eigenfunction of \( C_{\psi} \) for \( t \) real. Then \( \partial \mathbb{D} = \{ ((r + 1)/(r - 1))^{it} : 0 < r < 1, t \in \mathbb{R} \} \) is a subset of \( \sigma(C_{\psi}) = \sigma(C_{\varphi}) \). Therefore \( \sigma(C_{\varphi}) = \partial \mathbb{D} \), as desired. \( \Box \)
4. Examples and comparisons

In this section we first consider examples of spaces that satisfy the properties of $\mathcal{X}$. For these spaces, our results characterize the spectrum of composition operators induced by disk automorphisms. Lastly, we consider spaces that do not satisfy the properties of $\mathcal{X}$ but for which the spectrum of composition operators induced by automorphisms is known. We will compare the spectra for those spaces with the characterization for $\mathcal{X}$.

4A. Examples. First, we will discuss examples of spaces that satisfy the properties of $\mathcal{X}$.

4A1. Bounded analytic functions. The property (i) of $\mathcal{X}$ is satisfied by $H^\infty$ by Lemmas 2.4 and 2.5. In fact, on $H^\infty$, any analytic self-map of $\mathbb{D}$ induces a bounded composition operator $C_\varphi$ such that $\|C_\varphi\| = 1$. Equality is achieved since $H^\infty$ contains the constant function 1. The spectral radius formula (see Theorem 5.15 of [MacCluer 2009]) then implies that $\rho(C_\varphi) = 1$. Thus, property (ii) is satisfied. Thus $H^\infty$ belongs to the family of Banach spaces of analytic functions $\mathcal{X}$.

4A2. Bloch space. The Bloch space on $\mathbb{D}$, denoted $\mathcal{B} = \mathcal{B}(\mathbb{D})$, is the space of analytic functions on $\mathbb{D}$ such that $\beta_f = \sup_{z \in \mathbb{D}} (1 - |z|^2) |f'(z)| < \infty$. The quantity $\beta_f$ is a seminorm, called the Bloch seminorm. The Bloch space is a Banach space under the norm $\|f\|_{\mathcal{B}} = |f(0)| + \beta_f$.

It is well-known that $\mathcal{B}$ is a Banach space of analytic functions that contains $H^\infty$, and thus satisfies property (i) of $\mathcal{X}$. In fact, every analytic self-map of $\mathbb{D}$ induces a bounded composition operator on $\mathcal{B}$ (see [Arazy et al. 1985, p. 126]). Donaway, in his Ph.D. thesis, proved the spectral radius of every composition operator induced by an analytic function on $\mathbb{D}$, and in particular the disk automorphisms, is 1, by [Donaway 1999, Corollary 3.9]. So the Bloch space satisfies all the properties of $\mathcal{X}$.

4A3. Analytic functions of bounded mean oscillation. The space of analytic functions on $\mathbb{D}$ with bounded mean oscillation on $\partial \mathbb{D}$, denoted $\text{BMOA}$, is defined to be the set of functions in $H(\mathbb{D})$ such that

$$\|f\|_* = \sup_{z \in \mathbb{D}} \|f \circ \tau_a - f(z)\|_{H^2} < \infty,$$

where $H^2$ is defined in Section 4B1. The space $\text{BMOA}$ is a Banach space under the norm $\|f\|_{\text{BMOA}} = |f(0)| + \|f\|_*$. It is well-known that $\text{BMOA}$ is a Banach space of analytic functions, a subspace of the Bloch space, and contains $H^\infty$ as a subspace since $\|f\|_{\text{BMOA}} \leq 3 \|f\|_\infty$. 
Thus property (i) is satisfied by BMOA. The following result shows property (ii) is satisfied by BMOA also.

**Theorem 4.1.** Let $\varphi$ be an analytic self-map of $\mathbb{D}$. Then $C_\varphi$ acting on BMOA is bounded and $\rho(C_\varphi) = 1$.

**Proof.** As a result of the Littlewood subordination principle (see Theorem 1.7 of [Duren 1970]), every analytic self-map $\varphi$ of $\mathbb{D}$ induces a bounded composition operator on BMOA.

To compute the spectral radius of $C_\varphi$ acting on BMOA, we first estimate the norm. By Corollary 2.2 of [Laitila 2009] there is a constant $M > 0$, independent of $\varphi$, such that

$$
\|C_\varphi\| \leq M \left( \sup_{a \in \mathbb{D}} \| \tau_{\varphi(a)} \circ \varphi \circ \tau_a \|_{H^2} + \log \frac{2}{1 - |\varphi(0)|^2} \right).
$$

(4-1)

Since the function $\tau_{\varphi(a)} \circ \varphi \circ \tau_a$ is a composition of self-maps of the disk, the first term on the right is bounded above by 1. Also,

$$
\frac{1}{1 - |\varphi(0)|^2} \leq \frac{1 + |\varphi(0)|}{1 - |\varphi(0)|} \leq \frac{2}{1 - |\varphi(0)|}
$$

and hence

$$
\log \left( \frac{2}{1 - |\varphi(0)|^2} \right) \leq \log \left( \frac{4}{1 - |\varphi(0)|} \right) \leq 2 \log 2 - \log(1 - |\varphi(0)|).
$$

Applying these estimates to Equation (4-1), we have

$$
\|C_\varphi\| \leq M (1 + 2 \log 2) - M \log(1 - |\varphi(0)|).
$$

This immediately implies that

$$
\|C_{\varphi_n}\| \leq M (1 + 2 \log 2) - M \log(1 - |\varphi_n(0)|)
$$

and it follows that $\rho(C_\varphi) = 1$ for all bounded composition operators acting on BMOA by Theorem 3.7 of [Donaway 1999]. □

Thus BMOA satisfies all the properties of $\mathcal{X}$.

### 4B. Comparisons

We now investigate spaces that do not satisfy the properties of $\mathcal{X}$. We compare the spectrum of induced composition operators on these spaces with those on $\mathcal{X}$.

#### 4B1. Hardy spaces

For $1 \leq p < \infty$, the Hardy space, denoted $H^p = H^p(\mathbb{D})$, is the space of analytic functions on $\mathbb{D}$ such that

$$
\|f\|_{H^p}^p = \sup_{0 < r < 1} \int_{\mathbb{D}} |f(re^{i\theta})|^p \frac{d\theta}{2\pi} < \infty.
$$
Under this norm, the Hardy spaces are Banach spaces and for \( p = 2 \) it is a Hilbert space.

It is well known that \( H^p \) is a Banach space of analytic functions that contains \( H^\infty \) as a subspace. For the cases of an elliptic or parabolic automorphism \( \varphi \), it is the case that \( \rho(C_\varphi) = 1 \) and the spectrum of \( C_\varphi \) on \( H^p \) is the same as for \( C_\varphi \) acting on \( \mathcal{X} \) (see Theorem 3.9 of [Cowen and MacCluer 1995]). However, it is not the case that the spectral radius is 1 for every composition operator induced by an automorphism. In fact, if \( \varphi \) is hyperbolic, then \( \rho(C_\varphi) = \max \{1, \varphi'(a)^{-1/p} \} \) where \( a \) is the Denjoy–Wolff point of \( \varphi \) (see Theorem 3.9 of [Cowen and MacCluer 1995]). In this situation, \( \varphi'(a) < 1 \) thus making \( \rho(C_\varphi) > 1 \). In turn, the spectrum is the annulus \( \varphi'(a)^{1/p} \leq |z| \leq \varphi'(a)^{-1/p} \) (see Theorem 4.9 of [Hyvärinen et al. 2013]).

**4B2. Weighted Bergman spaces.** For \( 1 \leq p < \infty \) and \( \alpha > -1 \), the standard weighted Bergman space, denoted \( A^p_\alpha = A^p_\alpha(\mathbb{D}) \), is the space of analytic functions on \( \mathbb{D} \) such that

\[
\|f\|_{A^p_\alpha}^p = \int_{\mathbb{D}} (1 - |z|^2)^\alpha |f(z)|^p \, dA(z) < \infty,
\]

where \( dA(z) \) is the normalized Lebesgue area measure on \( \mathbb{D} \). The weighted Bergman spaces are Banach spaces under the norm \( \|\cdot\|_{A^p_\alpha} \).

It is well known that \( A^p_\alpha \) is a Banach space of analytic functions that contains \( H^\infty \) as a subspace. For the cases of an elliptic or parabolic automorphism \( \varphi \), it is the case that \( \rho(C_\varphi) = 1 \) and the spectrum of \( C_\varphi \) on \( A^p_\alpha \) is the same as for \( C_\varphi \) acting on \( \mathcal{X} \) (see Lemma 4.2 and Theorem 4.14 of [Hyvärinen et al. 2013]). However, as was the case for the Hardy spaces, it is not the case that the spectral radius is 1 for every composition operator induced by an automorphism. In fact, if \( \varphi \) is hyperbolic, then

\[
\rho(C_\varphi) = \max \left\{ \frac{1}{\varphi'(a)^s}, \frac{1}{\varphi'(b)^s} \right\}
\]

where \( s = (\alpha + 2)/p \), \( a \) is the Denjoy–Wolff point and \( b \) is the other fixed point of \( \varphi \) (see Theorem 4.6 of [Hyvärinen et al. 2013]). In turn, the spectrum contains the annulus

\[
\min \left\{ \frac{1}{\varphi'(a)^s}, \frac{1}{\varphi'(b)^s} \right\} \leq |z| \leq \max \left\{ \frac{1}{\varphi'(a)^s}, \frac{1}{\varphi'(b)^s} \right\}
\]

(see Corollary 4.7 of [Hyvärinen et al. 2013]).

**4B3. Weighted Banach spaces.** For \( 0 < p < \infty \), the standard weighted Banach space on \( \mathbb{D} \), denoted \( H^\infty_p = H^\infty_p(\mathbb{D}) \), is the space of analytic functions on \( \mathbb{D} \) such that

\[
\|f\|_{H^\infty_p} = \sup_{z \in \mathbb{D}} (1 - |z|^2)^p |f(z)| < \infty,
\]

The weighted Banach spaces are, not surprisingly, Banach spaces under \( \|\cdot\|_{H^\infty_p} \).
It is well known that $H_\infty^p$ is a Banach space of analytic functions that contain $H^\infty$ as a subspace. For the cases of an elliptic or parabolic automorphism $\varphi$, it is the case that $\rho(C_\varphi) = 1$ and the spectrum of $C_\varphi$ on $H_\infty^p$ is the same as for $C_\varphi$ acting on $X$ (see Lemma 4.2 and Theorem 4.14 of [Hyvärinen et al. 2013]). However, as was the case for the Hardy spaces, it is not the case that the spectral radius is 1 for every composition operator induced by an automorphism. In fact, if $\varphi$ is hyperbolic, then

$$\rho(C_\varphi) = \max\left\{\frac{1}{\varphi'(a)^p}, \frac{1}{\varphi'(b)^p}\right\}$$

where $a$ is the Denjoy–Wolff point and $b$ is the other fixed point of $\varphi$. In turn, the spectrum contains the annulus

$$\min\left\{\frac{1}{\varphi'(a)^p}, \frac{1}{\varphi'(b)^p}\right\} \leq \lvert z \rvert \leq \max\left\{\frac{1}{\varphi'(a)^p}, \frac{1}{\varphi'(b)^p}\right\}$$

(see Theorem 4.6 and Corollary 4.7 of [Hyvärinen et al. 2013]).

4B4. Dirichlet space. The Dirichlet space on $\mathbb{D}$, denoted $\mathcal{D}$, is the space of analytic functions on $\mathbb{D}$ such that

$$\int_\mathbb{D} |f'(z)|^2 \, dA(z) < \infty$$

where $dA$ denotes the normalized Lebesgue area measure on $\mathbb{D}$. Under the norm

$$\|f\|_\mathcal{D}^2 = |f(0)|^2 + \int_\mathbb{D} |f'(z)|^2 \, dA(z)$$

the Dirichlet space has a Hilbert space structure. Although not every analytic self-map of $\mathbb{D}$ induce bounded composition operators on $\mathcal{D}$, univalent maps, and thus the automorphisms, of $\mathbb{D}$ do.

Independently, Donaway [1999, Corollary 3.11] and Martín and Vukotić [2005, Theorem 7] showed that composition operators on $\mathcal{D}$ induced by univalent self-maps of $\mathbb{D}$, and thus the automorphisms, have spectral radius 1. However, by direct calculation, one can see that the functions in $\mathcal{F}$ are not contained in the Dirichlet space; for the case of $f_s$ this is shown in [Pons 2010] (see p. 455). Despite $\mathcal{D}$ not satisfying all the properties of $X$, the spectrum of automorphism induced composition operators on $\mathcal{D}$ are precisely the same as those on $X$.

To overcome the lack of eigenfunctions, the authors in [Higdon 1997] and [Gallardo-Gutiérrez and Montes-Rodríguez 2003] used two new approaches. In [Higdon 1997], the author produces approximate eigenfunctions and in [Gallardo-Gutiérrez and Montes-Rodríguez 2003] unitary similarity is the key tool.

Remark 4.2. For all of the spaces discussed in Sections 4A and 4B (and those discussed in the next section), the spectrum of $C_\varphi$ when $\varphi$ is elliptic will be the
same as that for \( C_\varphi \) acting on \( X' \). This is due to the fact that the eigenfunctions are the monomials, which are contained in all of these spaces.

5. Open questions

We end this paper with open questions which were inspired while developing the examples and comparisons in Sections 4A and 4B.

5A. The little Bloch space. While the Bloch space contains the polynomials, they are not dense in \( B \). The closure of the polynomials with respect to \( \| \cdot \|_B \) is called the little Bloch space, denoted \( B_0 = B_0(\mathbb{D}) \). More formally, the little Bloch space consists of the functions \( f \in B \) such that

\[
\lim_{|z| \to 1} (1 - |z|^2) |f'(z)| = 0.
\]

From Theorem 12 of [Arazy et al. 1985], bounded composition operators on \( B_0 \) are induced exactly by functions in \( B_0 \), which include the automorphisms. Donaway also proved the spectral radius of every bounded composition operator on \( B_0 \) is 1. Thus property (ii) is satisfied by \( B_0 \). However, the following result shows that \( \mathcal{F} \) is not contained in \( B_0 \), and thus property (i) of \( X' \) is not satisfied.

**Theorem 5.1.** The functions \( f_s \) and \( f_t \), for \( s > 0 \) and \( t \neq 0 \), are not contained in the little Bloch space.

**Proof.** Consider the function

\[
f_t(z) = \exp \left( it \log \frac{1 + z}{1 - z} \right).
\]

We show that this function is not in \( B_0 \) for \( t \in \mathbb{R} \setminus \{0\} \). Taking the derivative,

\[
f_t'(z) = f_t(z) \left( it \frac{1 - z}{1 + z} \right) \frac{2}{(1 - z)^2} = f_t(z) \frac{2it}{(1 - z)(1 + z)}.
\]

For \( t > 0 \), \( |f_t(z)| \geq e^{-2\pi} \) and, for \( t < 0 \), \( |f_t(z)| \geq 1 \). In either case, there is a constant \( C > 0 \) such that \( |f_t(z)| \geq C \) for all \( t \in \mathbb{R} \setminus \{0\} \) and all \( z \in \mathbb{D} \). Hence

\[
|f_t'(z)| \geq \frac{2C|t|}{|z - 1||z + 1|}.
\]

To show that \( f_t \not\in B_0 \), we need to show that

\[
\lim_{|z| \to 1} (1 - |z|^2)|f_t'(z)| \neq 0.
\]

To see this, first observe that

\[
\lim_{|z| \to 1} (1 - |z|^2)|f_t'(z)| \geq \lim_{|z| \to 1} (1 - |z|^2) \frac{2C|t|}{|z - 1||z + 1|}.
\]
by our estimate from above. If we now take a radial path to 1, that is, we set \( z = r \) and let \( r \uparrow 1 \), we have

\[
\lim_{r \to 1^-} (1 - r^2) \frac{2C|t|}{(1 - r)(1 + r)} = 2C|t| > 0
\]

when \( t \neq 0 \). Thus

\[
\lim_{|z| \to 1} (1 - |z|^2) \frac{2Ct}{|z - 1||z + 1|} \neq 0
\]

for \( t \neq 0 \), and hence \( f_t \) is not in \( B_0 \).

Next consider the function

\[
f_s(z) = \exp \frac{s(z + 1)}{z - 1}.
\]

We will show that this function is not in \( B_0 \) for \( s > 0 \). First observe that

\[
f'_s(z) = \left( \exp \frac{s(z + 1)}{z - 1} \right) \frac{-2s}{(z - 1)^2}
\]

and thus we aim to show that

\[
\lim_{|z| \to 1} (1 - |z|^2) |f'_s(z)| = \lim_{|z| \to 1} (1 - |z|^2) \left| \exp \frac{s(z + 1)}{z - 1} \right| \frac{2s}{|1 - z|^2} \neq 0.
\]

Fix \( x_0 < 0 \) and consider the sequence \( \{z_n\} \) defined by

\[
z_n = \frac{x_0 + in + 1}{x_0 + in - 1}.
\]

Since \( x_0 < 0 \), this sequence is contained in the unit disk and \( \{z_n\} \to 1 \) as \( n \to \infty \). To obtain our conclusion, we show

\[
\lim_{n \to \infty} (1 - |z_n|^2) \left| \exp \frac{s(z_n + 1)}{z_n - 1} \right| \frac{2s}{|1 - z_n|^2} \neq 0.
\]

First observe that the map \( \psi(z) = (z + 1)/(z - 1) \) is its own inverse and hence \( \psi(z_n) = x_0 + in \) for each \( n \in \mathbb{N} \). Thus

\[
\left| \exp \frac{s(z_n + 1)}{z_n - 1} \right| = |\exp(sx_0 + isn)| = e^{sx_0} > 0.
\]

Substituting,

\[
\lim_{n \to \infty} (1 - |z_n|^2) \left| \exp \frac{s(z_n + 1)}{z_n - 1} \right| \frac{2s}{|1 - z_n|^2} = \lim_{n \to \infty} e^{sx_0} (1 - |z_n|^2) \frac{2s}{|1 - z_n|^2}.
\]

Next,

\[
1 - |z_n|^2 = \frac{-4x_0}{(x_0 - 1)^2 + n^2}
\]
and
\[|1 - z_n|^2 = \frac{4}{(x_0 - 1)^2 + n^2}.\]
Thus
\[
\lim_{n \to \infty} e^{s x_0} (1 - |z_n|^2) \frac{2s}{|1 - z_n|^2} = \lim_{n \to \infty} e^{s x_0} \left( \frac{-4x_0}{(x_0 - 1)^2 + n^2} \right) \left( \frac{s((x_0 - 1)^2 + n^2)}{2} \right)
\]
\[= \lim_{n \to \infty} (-2sx_0)e^{sx_0} > 0\]
and hence \(f_s\) is not in \(B_0\) for \(s > 0\).

For the little Bloch space, we leave the reader with the following question.

**Question 1.** For \(\varphi\) a parabolic or hyperbolic automorphism, what is the spectrum of \(C_\varphi\) on the little Bloch space?

### 5B. Analytic functions of vanishing mean oscillation.
Like the Bloch space, the polynomials are contained in BMOA, but they are not dense in BMOA. We denote by VMOA the closure of the polynomials in \(\| \cdot \|_{\text{BMOA}}\). VMOA is the space of analytic functions with vanishing mean oscillation on \(\partial \mathbb{D}\), formally defined as the functions \(f \in \text{BMOA}\) such that
\[
\lim_{|a| \to 1} \| f \circ \tau_a - f(a) \|_{H^2} = 0.
\]

By Corollary 4.2 of [Laitila 2009], \(C_\varphi\) is bounded on VMOA if and only if \(\varphi \in \text{VMOA}\). So every automorphism induces a bounded composition operator on VMOA. By the same argument as in Section 4A3, the spectral radius of \(C_\varphi\) induced by a disk automorphism is 1. Thus property (ii) of \(X\) is satisfied. Since VMOA is a subspace of the little Bloch space (see [Gallardo-Gutiérrez et al. 2013]), it follows that VMOA does not satisfy property (i), a corollary of Theorem 5.1.

**Corollary 5.2.** The functions \(f_s\) and \(f_t\), for \(s > 0\) and \(t \neq 0\), are not contained in VMOA.

For VMOA, we leave the reader with the following question.

**Question 2.** For \(\varphi\) parabolic or hyperbolic automorphism, what is the spectrum of \(C_\varphi\) on VMOA?
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On nonabelian representations of twist knots

James C. Dean and Anh T. Tran
(Communicated by Jim Hoste)

We study representations of the knot groups of twist knots into \( \text{SL}_2(\mathbb{C}) \). The set of nonabelian \( \text{SL}_2(\mathbb{C}) \) representations of a twist knot \( K \) is described as the zero set in \( \mathbb{C} \times \mathbb{C} \) of a polynomial \( P_K(x, y) = Q_K(y) + x^2 R_K(y) \in \mathbb{Z}[x, y] \), where \( x \) is the trace of a meridian. We prove some properties of \( P_K(x, y) \). In particular, we prove that \( P_K(2, y) \in \mathbb{Z}[y] \) is irreducible over \( \mathbb{Q} \). As a consequence, we obtain an alternative proof of a result of Hoste and Shanahan that the degree of the trace field is precisely two less than the minimal crossing number of a twist knot.

1. Introduction

Let \( J(k, l) \) be the two-bridge knot/link in Figure 1, where \( k, l \neq 0 \) denote the numbers of half-twists in the boxes. Positive (resp. negative) numbers correspond to right-handed (resp. left-handed) twists. Note that \( J(k, l) \) is a knot if and only if \( kl \) is even. The knots \( J(2, 2n) \), where \( n \neq 0 \), are known as twist knots. Moreover, \( J(2, 2) \) is the trefoil knot and \( J(2, -2) \) is the figure-eight knot. For more information about \( J(k, l) \), see [Hoste and Shanahan 2004].

We study representations of the knot groups of twist knots into \( \text{SL}_2(\mathbb{C}) \), where \( \text{SL}_2(\mathbb{C}) \) denotes the set of all \( 2 \times 2 \) matrices with determinant 1. From now on we fix a twist knot \( J(2, 2n) \). By [Hoste and Shanahan 2001] the knot group of \( J(2, 2n) \) has a presentation \( \pi_1(J(2, 2n)) = \langle c, d \mid cu = ud \rangle \), where \( c, d \) are meridians and \( u = (cd^{-1}c^{-1}d)^n \). This presentation is closely related to the standard presentation of the knot group of a two-bridge knot. Note that \( J(2, 2n) \) is the twist knot \( K_{2n} \) in [Hoste and Shanahan 2001]. In this note we will follow [Tran 2015b, Lemma 1.1] and use a different presentation,

\[
\pi_1(J(2, 2n)) = \langle a, b \mid aw = wb \rangle,
\]

where \( a, b \) are meridians and \( w = (ab^{-1})^{-n}a(ab^{-1})^n \). This presentation has been shown to be useful for studying invariants of twist knots; see [Nagasato and Tran 2013; Tran 2013a; 2015a; 2015b].

MSC2010: primary 57N10; secondary 57M25.

Keywords: Chebychev polynomial, nonabelian representation, parabolic representation, trace field, twist knot.
A representation $\rho : \pi_1(J(2, 2n)) \to \text{SL}_2(\mathbb{C})$ is called nonabelian if the image of $\rho$ is a nonabelian subgroup of $\text{SL}_2(\mathbb{C})$. Suppose $\rho : \pi_1(J(2, 2n)) \to \text{SL}_2(\mathbb{C})$ is a nonabelian representation. Up to conjugation, we may assume that

$$\rho(a) = \begin{bmatrix} s & 1 \\ 0 & s^{-1} \end{bmatrix} \quad \text{and} \quad \rho(b) = \begin{bmatrix} s & 0 \\ 2-y & s^{-1} \end{bmatrix},$$

where $s \neq 0$ and $y \neq 2$ satisfy a polynomial equation $P_n(s, y) = 0$. The polynomial $P_n$ can be chosen so that $P_n(s, y) = P_n(s^{-1}, y)$, and hence it can be considered as a polynomial in the variables $x := s + s^{-1}$ and $y$. Note that $x = \text{tr} \, \rho(a) = \text{tr} \, \rho(b)$ and $y = \text{tr} \, \rho(ab^{-1})$. An explicit formula for $P_n(x, y)$ will be derived in Section 2 and it is given by

$$P_n(x, y) = 1 - (y + 2 - x^2)S_{n-1}(y)(S_{n-1}(y) - S_{n-2}(y)),$$

where the $S_k(z)$ are the Chebychev polynomials of the second kind defined by $S_0(z) = 1$, $S_1(z) = z$ and $S_k(z) = zS_{k-1}(z) - S_{k-2}(z)$ for all integers $k$. Note that $P_n(x, y)$ is different from the Riley polynomial [1984] of the two-bridge knot $J(2, 2n)$; see, e.g., [Nagasato and Tran 2013]. Moreover, $P_n(2, y)$ is also different from the polynomial $\Phi_{-n}(y)$ studied in [Hoste and Shanahan 2001].

In this note we prove the following two properties of $P_n(x, y)$.

**Theorem 1.** Suppose $x_0^2 \in \mathbb{R}$ such that $4 - 1/|n| < x_0^2 \leq 4$. Then the polynomial $P_n(x_0, y)$ has no real roots $y$ if $n < 0$, and has exactly one real root $y$ if $n > 0$.

**Theorem 2.** The polynomial $P_n(2, y) \in \mathbb{Z}[y]$ is irreducible over $\mathbb{Q}$. 

A nonabelian representation $\rho : \pi_1(J(2, 2n)) \to \text{SL}_2(\mathbb{C})$ is called parabolic if the trace of a meridian is equal to 2. The zero set in $\mathbb{C}$ of the polynomial $P_n(2, y)$ describes the set of all parabolic representations of the knot group of $J(2, 2n)$ into $\text{SL}_2(\mathbb{C})$. Theorem 1 is related to the problem of determining the existence of real parabolic representations in the study of the left-orderability of the fundamental groups of cyclic branched covers of two-bridge knots; see [Hu 2015; Tran 2015a].

As in the proof of [Hoste and Shanahan 2001, Theorem 1], Theorem 2 gives an alternative proof of a result of Hoste and Shanahan that the degree of the trace field is precisely two less than the minimal crossing number of a twist knot. Indeed, by definition the trace field of a hyperbolic knot $K$ is the extension field.
\( \mathbb{Q}(\text{tr } \rho_0(g) : g \in \pi_1(K)) \), where \( \rho_0 : \pi_1(K) \to \text{SL}_2(\mathbb{C}) \) is a discrete faithful representation. The representation \( \rho_0 \) is a parabolic representation. Since \( P_n(2, y) \) is irreducible over \( \mathbb{Q} \), the trace field of the twist knot \( J(2, 2n) \) is \( \mathbb{Q}(y_0) \), where \( y_0 \) is a certain complex root of \( P_n(2, y) \) corresponding to the presentation \( \rho_0 \). Consequently, the degree of \( P_n(2, y) \) gives the degree of the trace field. The conclusion follows, since the minimal crossing number of \( J(2, 2n) \) is \( 2n+1 \) if \( n > 0 \) and is \( 2-2n \) if \( n < 0 \).

The rest of this note is devoted to the proofs of Theorems 1 and 2.

2. Proofs of Theorems 1 and 2

In this section we first recall some properties of the Chebychev polynomials \( S_k(z) \). We then compute the polynomial \( P_n(x, y) \). Finally, we prove Theorems 1 and 2.

**Chebychev polynomials.** Recall that the \( S_k(z) \) are the Chebychev polynomials defined by
\[
S_0(z) = 1, \quad S_1(z) = z \quad \text{and} \quad S_k(z) = zS_{k-1}(z) - S_{k-2}(z) \quad \text{for all integers } k.
\]
Note that \( S_k(2) = k+1 \) and \( S_k(-2) = (-1)^k(k+1) \). Moreover, if \( z = t + t^{-1} \), where \( t \neq \pm 1 \), then
\[
S_k(z) = \frac{t^{k+1} - (-1)^{k+1}}{t - t^{-1}}.
\]
It is easy to see that \( S_{-k}(z) = -S_{k-2}(z) \) for all integers \( k \).

The following lemma is elementary; see, e.g., [Tran 2013b, Lemma 1.4].

**Lemma 2.1.** One has
\[
S_k^2(z) - zS_k(z)S_{k-1}(z) + S_{k-1}^2(z) = 1
\]
for all integers \( k \).

**Lemma 2.2.** For all \( k \geq 1 \) one has
\[
S_k(z) = \prod_{j=1}^{k} \left( z - 2 \cos \frac{j\pi}{k+1} \right),
\]
\[
S_k(z) - S_{k-1}(z) = \prod_{j=1}^{k} \left( z - 2 \cos \frac{(2j-1)\pi}{2k+1} \right).
\]

**Proof.** We prove the second formula. The first one can be proved similarly.

Since \( S_k(z) - S_{k-1}(z) \) is a polynomial of degree \( k \), it suffices to show that its roots are
\[
2 \cos \frac{(2j-1)\pi}{2k+1},
\]
where \( 1 \leq j \leq k \). Let
\[
\theta_j = \frac{(2j-1)\pi}{2k+1}.
\]
Then $e^{i(2k+1)\theta_j} = -1$. Hence, if $z = 2 \cos \theta_j = e^{i\theta_j} + e^{-i\theta_j}$ then we have

$$S_k(z) = \frac{e^{i(k+1)\theta_j} - e^{-i(k+1)\theta_j}}{e^{i\theta_j} - e^{-i\theta_j}} = \frac{-e^{-ik\theta_j} + e^{ik\theta_j}}{e^{i\theta_j} - e^{-i\theta_j}} = S_{k-1}(z).$$

This means that $z = 2 \cos \theta_j$ is a root of $S_k(z) - S_{k-1}(z)$. \hfill \Box

**Lemma 2.3.** Suppose $z \in \mathbb{R}$ such that $-2 \leq z \leq 2$. Then

$$|S_{k-1}(z)| \leq |k|$$

for all integers $k$.

**Proof.** See [Tran 2015a, Lemma 2.6]. \hfill \Box

**Lemma 2.4.** Suppose $M \in \text{SL}_2(\mathbb{C})$. Then

$$M^k = S_{k-1}(z)M - S_{k-2}(z)I$$

for all integers $k$, where $I$ is the $2 \times 2$ identity matrix and $z := \text{tr} M$.

**Proof.** Since $\det M = 1$, by the Cayley–Hamilton theorem we have $M^2 - zM + I = 0$. This implies that $M^k - zM^{k-1} + M^{k-2} = 0$ for all integers $k$. Then, by induction on $k$ we have $M^k = S_{k-1}(z)M - S_{k-2}(z)I$ for all $k \geq 0$.

For $k < 0$, since $\text{tr} M^{-1} = \text{tr} M = z$ we have

$$M^k = (M^{-1})^{-k} = S_{-k-1}(z)M^{-1} - S_{-k-2}(z)I$$

$$= -S_{k-1}(z)(zI - M) + S_k(z)I.$$

The lemma follows, since $zS_{k-1}(z) - S_k(z) = S_{k-2}(z)$. \hfill \Box

**The polynomial $P_n$.** Recall that the knot group of $J(2, 2n)$ has the presentation

$$\pi_1(J(2, 2n)) = \langle a, b \mid aw = wb \rangle,$$

where $a$, $b$ are meridians and $w = (ab^{-1})^{-n}a(ab^{-1})^n$. See [Tran 2015b, Lemma 1.1].

Suppose $\rho : \pi_1(J(2, 2n)) \to \text{SL}_2(\mathbb{C})$ is a nonabelian representation. Up to conjugation, we may assume that

$$\rho(a) = \begin{bmatrix} s & 1 \\ 0 & s^{-1} \end{bmatrix} \quad \text{and} \quad \rho(b) = \begin{bmatrix} s & 0 \\ 2 - y & s^{-1} \end{bmatrix},$$

where $s \neq 0$ and $y \neq 2$ satisfy a polynomial equation $P_n(s, y) = 0$. We now compute the polynomial $P_n$ from the matrix equation $\rho(aw) = \rho(wb)$.

Since

$$\rho(ab^{-1}) = \begin{bmatrix} y - 1 & s \\ s^{-1}(y - 2) & 1 \end{bmatrix},$$
by Lemma 2.4 we have
\[
\rho((ab^{-1})^n) = S_{n-1}(y)\rho(ab^{-1}) - S_{n-2}(y)1
\]
\[
= \begin{bmatrix}
(y - 1)S_{n-1}(y) - S_{n-2}(y) & sS_{n-1}(y) \\
-s^{-1}(y - 2)S_{n-1}(y) & S_{n-1}(y) - S_{n-2}(y)
\end{bmatrix}.
\]
Hence, by a direct (but lengthy) calculation we have
\[
\rho(aw) - \rho(wb) = \rho(a(ab^{-1})^{-n}a(ab^{-1})^n) - \rho((ab^{-1})^{-n}a(ab^{-1})^n) \\
= \begin{bmatrix}
(y - 2)P_n(s, y) & sP_n(s, y) \\
-s^{-1}(y - 2)P_n(s, y) & 0
\end{bmatrix},
\]
where
\[
P_n(s, y) = (s^2 + s^{-2} + 1 - y)S_{n-1}(y) - (s^2 + s^{-2})S_{n-1}(y)S_{n-2}(y) + S_{n-2}^2(y).
\]
By Lemma 2.1 we have
\[
S_{n-1}^2(y) - yS_{n-1}(y)S_{n-2}(y) + S_{n-2}^2(y) = 1.
\]
Hence
\[
P_n(s, y) = 1 - (y - s^2 - s^{-2})S_{n-1}(y)(S_{n-1}(y) - S_{n-2}(y)).
\]
Since \(P_n(s, y) = P_n(s^{-1}, y)\), from now on we consider \(P_n\) as a polynomial in the variables \(x = s + s^{-1}\) and \(y\). With these new variables we have
\[
P_n(x, y) = 1 - (y + 2 - x^2)S_{n-1}(y)(S_{n-1}(y) - S_{n-2}(y)).
\]

**Proof of Theorem 1.** We first prove the following lemma.

**Lemma 2.5.** Suppose \(x_0^2 \in \mathbb{R}\) such that \(4 - 1/|n| < x_0^2 \leq 4\). If \(y \in \mathbb{R}\) satisfies \(P_n(x_0, y) = 0\), then \(y > 2\).

**Proof.** Since \(P_n(x_0, y) = 0\), we have \(S_{n-1}(y)(S_{n-1}(y) - S_{n-2}(y)) = (y + 2 - x_0^2)^{-1}\). Hence
\[
((y + 2 - x_0^2)S_{n-1}(y))^{-2} = (S_{n-1}(y) - S_{n-2}(y))^2 \\
= 1 + (y - 2)S_{n-1}(y)S_{n-2}(y) \\
= 1 + (y - 2)(S_{n-1}^2(y) - (y + 2 - x_0^2)^{-1}),
\]
which implies that
\[
1 = (y + 2 - x_0^2)(4 - x_0^2)S_{n-1}^2(y) + (y - 2)(y + 2 - x_0^2)^2S_{n-1}^4(y).
\]
Assume \(y \leq 2\). Then it follows from the above equation that
\[
1 \leq (y + 2 - x_0^2)(4 - x_0^2)S_{n-1}^2(y).
\]
(2-1)
In particular, \(y > x_0^2 - 2 \geq -2\). Since \(-2 < y \leq 2\), by Lemma 2.3 we have \(S_{n-1}^2(y) \leq n^2\). Hence
\[
(y + 2 - x_0^2)(4 - x_0^2)S_{n-1}^2(y) \leq (4 - x_0^2)^2n^2 < 1.
\]
This contradicts (2-1).
We now complete the proof of Theorem 1. Suppose \( x_0^2 \in \mathbb{R} \) and \( 4 - 1/|n| < x_0^2 \leq 4 \). By Lemma 2.5, it suffices to consider \( P_n(x_0, y) \), where \( y \) is a real number greater than 2. The equation \( P(x_0, y) = 0 \) is equivalent to

\[
x_0^2 - 4 = y - 2 - \frac{1}{S_{n-1}(y)(S_{n-1}(y) - S_{n-2}(y))}.
\tag{2-2}
\]

Denote by \( f_n(y) \) the right-hand side of (2-2), where \( y > 2 \). We now use the factorizations of \( S_{n-1}(y) \) and \( S_{n-1}(y) - S_{n-2}(y) \) in Lemma 2.2.

If \( n = -1 \) then

\[
f_n(y) = y - 2 + \frac{1}{y-1} > 0 \geq x_0^2 - 4.
\]

Hence \( f_n(y) = x_0^2 - 4 \) has no solutions on \((2, \infty)\).

If \( n < -1 \) then, by letting \( m = -n > 1 \), we have

\[
f_n(y) = y - 2 + \frac{1}{S_{m-1}(y)(S_m(y) - S_{m-1}(y))}
= y - 2 + \frac{1}{\prod_{k=1}^{m-1} (y - 2 \cos \frac{k\pi}{m}) \prod_{l=1}^{m} (y - 2 \cos \frac{(2l-1)\pi}{2m+1})} > 0 \geq x_0^2 - 4.
\]

Hence \( f_n(y) = x_0^2 - 4 \) has no solutions on \((2, \infty)\).

If \( n = 1 \) then \( f_n(y) = y - 3 \). Since \( x_0^2 > 3 \), the equation \( f_n(y) = x_0^2 - 4 \) has a unique solution \( y = x_0^2 - 1 \) on \((2, \infty)\).

If \( n > 1 \) then we have

\[
f_n(y) = y - 2 - \frac{1}{\prod_{k=1}^{n-1} (y - 2 \cos \frac{k\pi}{n}) \prod_{l=1}^{n-1} (y - 2 \cos \frac{(2l-1)\pi}{2n-1})}.
\]

It is easy to see that \( f_n(y) \) is increasing on \((2, \infty)\). Moreover, \( \lim_{y \to \infty} f_n(y) = \infty \) and \( \lim_{y \to 2} f_n(y) = -1/n < x_0^2 - 4 \). Hence \( f_n(y) = x_0^2 - 4 \) has a unique solution on \((2, \infty)\).

The proof of Theorem 1 is complete.

**Proof of Theorem 2.** We write \( P_n(y) \) for \( P_n(2, y) \). Let \( y = t^2 + t^{-2} \). Then

\[
P_n(y) = (S_{n-1}(y) - S_{n-2}(y))^2 - (y - 2)S_{n-1}(y)
= \frac{(t^{2n} + t^{2-2n})^2 - t^2(t^{2n} - t^{-2n})^2}{(t^2 + 1)^2}
= \frac{(t^{2n} + t^{2-2n} + t^{2n+1} - t^{1-2n})(t^{2n} + t^{2-2n} - t^{2n+1} + t^{1-2n})}{(t^2 + 1)^2}.
\]

Up to a factor \( t^k \), each of \( t^{2n} + t^{2-2n} + t^{2n+1} - t^{1-2n} \) and \( t^{2n} + t^{2-2n} - t^{2n+1} + t^{1-2n} \) is obtained from the other by replacing \( t \) by \( t^{-1} \). To show that \( P_n(y) \) is irreducible
over $\mathbb{Q}$, it suffices to show that
\[ t^{4n} + t^{4n-1} + t - 1 = (t^2 + 1) Q_n(t), \] (2-3)
where $Q_n(t) \in \mathbb{Z}[t]$ is irreducible over $\mathbb{Q}$.

As in the proof of [Baker and Petersen 2013, Lemma 6.8], we will use the following theorem of Ljunggren [1960]. Consider a polynomial of the form $R(t) = t^{k_1} + \epsilon_1 t^{k_2} + \epsilon_2 t^{k_3} + \epsilon_3$, where $\epsilon_j = \pm 1$ for $j = 1, 2, 3$. Then, if $R$ has $r > 0$ roots of unity as roots then $R$ can be decomposed into two factors, one of degree $r$ which has these roots of unity as zeros and the other which is irreducible over $\mathbb{Q}$. Hence, to prove (2-3) it suffices to show that $\pm i$ are the only roots of unity which are roots of $t^{4n} + t^{4n-1} + t - 1$ and these occur with multiplicity 1.

Let $t$ be a root of unity such that $t^{4n} + t^{4n-1} + t - 1 = 0$. Write $t = e^{i\theta}$, where $\theta \in \mathbb{R}$. Since $t^{2n-1} + t^{1-2n} + t^{2n} - t^{-2n} = 0$, we have
\[ 2 \cos(2n-1)\theta + 2i \sin 2n\theta = 0, \]
which implies that both $\cos(2n-1)\theta$ and $\sin 2n\theta$ are equal to zero. There exist integers $k, l$ such that $(2n-1)\theta = (k + \frac{1}{2})\pi$ and $2n\theta = l\pi$. This implies that $(2k+1)/l = (2n-1)/n$. Since $(2n-1)/n$ is a reduced fraction, there exists an odd integer $m$ such that $2k+1 = m(2n-1)$ and $l = mn$. Hence $\theta = \frac{1}{2} m \pi$, which implies that $t = e^{i\theta} = \pm i$. It is easy to verify that $\pm i$ are roots of $t^{4n} + t^{4n-1} + t - 1 = 0$ with multiplicity 1.

Ljunggren’s theorem then completes the proof of Theorem 2.
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Envelope curves and equidistant sets

Mark Huibregtse and Adam Winchell
(Communicated by Kenneth S. Berenhaut)

Given two sets of points $A$ and $B$ in the plane (called the focal sets), the equidistant set (or midset) of $A$ and $B$ is the locus of points equidistant from $A$ and $B$. This article studies envelope curves as realizations of focal sets. We prove two results: First, given a closed convex focal set $A$ that lies within the convex region bounded by the graph of a concave-up function $h$, there is a second focal set $B$ (an envelope curve for a suitable family of circles) such that the graph of $h$ lies in the midset of $A$ and $B$. Second, given any function $y = h(t)$ with a continuous third derivative and bounded curvature, the envelope curves $A$ and $B$ associated to any family of circles of sufficiently small constant radius centered on the graph of $h$ will define a midset containing this graph.

1. Introduction

Given two sets of points $A$ and $B$ in the plane (called the focal sets), the equidistant set (or midset) of $A$ and $B$ is the locus of points equidistant from $A$ and $B$. For this definition to make sense, we need to know how to find the distance $d_A(p)$ from a point $p$ to a set $A$. Intuitively, this is the smallest distance from $p$ to a point of $A$; however, since the minimum distance may not exist if $A$ is not closed, we define

$$d_A(p) = \inf\{d(a, p) \mid a \in A\}. \quad (1)$$

If there is a point $a \in A$ such that $d_A(p) = d(p, a)$, we call $a$ a foot point of $p$ with respect to $A$.

We now present a few examples of equidistant sets (see Figure 1).

**Example 1.1.** It is well known that the locus of points equidistant from two points in the plane is the perpendicular bisector of the line segment joining the two points.

**Example 1.2.** It is equally well known that the locus of points equidistant from a point (the focus) and a line not containing the point (the directrix) is a parabola.
Figure 1. Clockwise from the upper left, the figures illustrate Examples 1.1, 1.2, 1.3, and 1.4.

Example 1.3. If two disjoint circles are taken as focal sets, the resulting midset is a conic section. Example 1.1 can be viewed as a special case in which the two circles have degenerated to two points, and the midset is a circle of infinite radius (the perpendicular bisector of the segment joining the two points).

Example 1.4. If the two focal sets are line segments, the midset is a curve pieced together from line segments and parabolic arcs.

The reader is encouraged to try to construct the midsets of other pairs of focal sets. It soon becomes clear that computing the exact midset of two focal sets can be a daunting problem even for relatively simple focal sets. In spite of this, certain general facts are known: For example, Ponce and Santibáñez [2014, Theorem 11, p. 28] show that under mild hypotheses on the focal sets, the equidistant sets vary continuously with the focal sets. They also suggest that the midsets associated to certain pairs of focal sets be viewed as generalized conics, by analogy with Examples 1.2 and 1.3.

In general, the results in the literature deal with the problem of describing the midset, given hypotheses on the focal sets. Our work arises from asking whether, given one focal set $A$ and a proposed midset $M$, it is possible to find a second focal set $B$ such that $M$ is the midset (or a subset thereof) defined by $A$ and $B$.

As an example, we can turn Example 1.2 on its head. Instead of being given a point (focus) and a line (directrix) and asked to find the parabolic midset they define, suppose that one is given a parabola and a point $A$ lying in the convex region bounded by the parabola. Taking the parabola as the set $M$, one can ask if there...
Figure 2. Another view of Example 1.2, showing how the family of circles with centers on the parabola and passing through the focus define the directrix (the line $y = -1$) as an envelope curve.

is a set $B$ such that $M$ is the midset of $A$ and $B$. If such a set $B$ were to exist, then for every point $m \in M$, the circle centered at $m$ and passing through $A$ would have to touch the boundary of $B$, since $m$ must be equidistant from $A$ and $B$ (see Figure 2). This suggests that we can find $B$ by constructing the envelope curves for the family of circles centered at points $m \in M$ and passing through $A$. In Section 4, we carry out this procedure for the more general situation in which $M$ is the graph of a concave-up function $y = h(t)$ (that is, $h''(t) > 0$ for all $t$), and the point $A$ is replaced by a closed convex set that lies “above” (in a sense to be made precise) the curve $M$. To set the stage, we first discuss convex sets $A$ and the distance functions $d_A$ they define in Section 2, and envelope curves of circles in Section 3.

In Section 5, we present our second result, which arose from asking what would happen if we started with a point $A$ and a midset curve $M$ that is not of uniform concavity, such as the graph of $h(t) = t^3$, and tried to find a second focal set $B$. We will see that the construction in Section 4 yields an envelope curve $B$ such that the midset of $A$ and $B$ contains only a subset of $M$ (not all of $M$). This leads to the question of how to realize the graph of $h(t) = t^3$ (or any sufficiently smooth graph $M$ of varying concavity) as a midset. Our solution is to use the two envelope curves determined by a suitable family of circles of constant radius with centers on $M$: the key point is that the radius of the circles must be less than the reciprocal of the maximum curvature of $M$.

2. Convex sets

Recall that a set $A \subseteq \mathbb{R}^n$ is convex if and only if for $p, q \in A$ the segment $pq$ lies in $A$. In the following discussion, we restrict attention to closed convex sets $A \subseteq \mathbb{R}^2$.

Lemma 2.1. For any point $p$ external to the (closed and convex) set $A$, there is a unique foot point $f(p)$ in $A$ (in fact, in the boundary of $A$).

Proof. Replacing $A$ by the nonempty compact set

$$A' = A \cap \{p' \mid d(p, p') \leq d_A(p) + 1\},$$
we see that there exists at least one point \( q \in A' \subseteq A \) such that \( d_A(p) = d(p, q) \), so a foot point exists. If there were two distinct foot points \( q_1 \) and \( q_2 \) for \( p \), then the segment \( q_1q_2 \) would be a subset of \( A \), since \( A \) is convex. From this it follows immediately that there would be a point of \( A \) lying closer to \( p \) than either foot point, which is a contradiction. Finally, it is clear that a foot point for \( p \) cannot lie in the interior of \( A \). \( \square \)

A line \( L \) is a support line of a plane set \( A \) if and only if \( L \) contains at least one boundary point of \( A \) and is such that the entire set \( A \) is contained in one of the two half-planes determined by \( L \).

**Lemma 2.2.** Let \( p \) be a point external to \( A \), and \( f(p) = q \) the associated foot point. Let \( L \) be the line through \( q \) that is orthogonal to the segment \( pq \). Then \( L \) is a support line of \( A \) such that \( A \) lies in the half-plane of \( L \) that does not contain \( p \).

**Proof.** Let \( d \) be the distance from \( p \) to \( q \). If all the points of \( A \) lie in the half-plane of \( L \) that does not contain \( p \), we are done. If not, then there is a point \( q' \) in the (open) half-plane of \( L \) containing \( p \). Since \( L \) is tangent at \( q \) to the circle \( C \) of radius \( d \) centered at \( p \), the line joining \( q \) and \( q' \) intersects \( C \) at two points, and therefore the segment \( qq' \) lies partially in the interior of \( C \). Since \( A \) is convex, \( qq' \) lies in \( A \); this implies that there are points of \( A \) that lie closer to \( p \) than \( d \). This is a contradiction, whence the result. \( \square \)

**Lemma 2.3.** The map \( p \mapsto f(p) = q \), sending each point not in \( A \) to its unique foot point, is continuous.

**Proof.** Let \((p_n)\) be a sequence of points external to \( A \) that converges to \( p \), and let \((q_n)\) be the associated sequence of foot points. By discarding the first \( N \geq 1 \) terms of this sequence, we may assume that \( d(p_n, p) < 1 \) for all \( n \). The triangle inequality then yields that
\
d(p_n, q) \leq d(p_n, p) + d(p, q) < d(p, q) + 1 \quad \text{for all } n.
\]

We claim that \( q_n \to q \). To see this, we first observe that since the distance from \( p_n \) to \( A \) is minimized at \( q_n \),
\
d(p, q_n) \leq d(p, p_n) + d(p_n, q_n) \leq d(p, p_n) + d(p, q) < d(p, q) + 2.
\]
In other words, the sequence \((q_n)\) lies in the (compact) intersection of \( A \) and the disk of radius \( d(p, q) + 2 \) centered at \( p \), whence the sequence has a convergent subsequence \((q_{n_k})\) with limit \( q^* \). We then have
\
d(p, q^*) \leq d(p, p_{n_k}) + d(p_{n_k}, q_{n_k}) + d(q_{n_k}, q^*) \quad \text{for all } n_k;
\]
since \((p_{n_k}) \to p \) and \((q_{n_k}) \to q^* \), we obtain \( d(p, q^*) \leq d(p, q) \). The uniqueness of foot points (Lemma 2.1) then yields \( q^* = q \). Indeed, the same argument shows that any subsequential limit of \((q_n)\) must equal \( q \); it follows that \((q_n)\) converges to \( q \). \( \square \)
Corollary 2.4. Let $A \subseteq \mathbb{R}^2$ be closed and convex. Then the distance function $d_A$ (restricted to points $p \notin A$) is continuous.

Proof. Let $(p_n) \to p$ be a sequence external to $A$, and $q_n$ the associated sequence of foot points. Then by the preceding lemma,

$$d_A(p_n) = d(p_n, q_n) \to d(p, q) = d_A(p),$$

which yields the result. □

The situation is even better than this; indeed, we have the following (see [Gi-Aquinta and Modica 2012, Theorem 2.21 (Motzkin), p. 75]):

Lemma 2.5. Let $A \subseteq \mathbb{R}^2$ be closed and convex. Then the distance function $d_A$ (restricted to points $p \notin A$) is differentiable. □

Before proceeding to the next section, we need one more result connected to the convexity of the set $A$.

Lemma 2.6. Let $p_1 \neq p_2$ be two points external to $A$, and let their foot points be $q_1, q_2$, respectively. Then $d(q_1, q_2) \leq d(p_1, p_2)$.

Proof. Consider the segments $p_1q_1$ and $p_2q_2$. All the points on $p_iq_i$ ($i = 1, 2$), except for $q_i$, are external to $A$; otherwise $q_i$ would not be the foot point of $p_i$. We claim that exactly one of the following cases holds:

Case 1: One of the segments contains the other, in which case $q_1 = q_2$.

Case 2: The two segments intersect (only) at $q_1 = q_2$.

Case 3: The two segments are disjoint.

To prove the claim, we consider the various possibilities: If the two segments are disjoint, we are in Case 3. If they meet, then they either overlap or they meet in exactly one point. If they overlap, then a moment’s reflection shows that we are in Case 1. If they meet in one point $p^*$, then it is possible that $p^* = q_1 = q_2$, which is Case 2. If we had (say) $p^* = q_1 \neq q_2$, then $p^* \in A$ would be closer to $p_2$ than $q_2$, contradicting that $q_2$ is the foot point of $p_2$. Since we are assuming $p_1 \neq p_2$, we see that if the segments meet in a single point $p^*$ and we are not in Case 2, then $p^*$ must be in the interior of both segments. Supposing this to be the case, we now complete the proof of the claim by deriving a contradiction: Let $L$ denote the line perpendicular to $p_1q_1$ at $q_1$, which by Lemma 2.2 is a support line of $A$. Since $q_2 \in A$, we know that $q_2$ must lie in the half-plane of $L$ that does not contain $p_1$. There are now two subcases (see Figure 3):

Subcase 1: The point $p_2$ lies in the same (open) half-plane of $L$ as does $p_1$. In this case, we see that the angle $p_2q_1q_2$ must be obtuse, which implies that $d(p_2, q_1) < d(p_2, q_2)$, contradicting that $q_2$ is the foot point of $p_2$. 
Subcase 2: The point $p_2$ lies in the (closed) half-plane of $L$ that does not contain $p_1$. Then, since $p^*$ is in the other half-plane of $L$, we see that the segment $p_2p^*$ intersects $L$. From this it follows that $q_2$ lies in the open half-plane of $L$ that contains $p_1$, which in turn implies that $q_2 \notin A$, and again we have a contradiction.

Since both cases lead to contradictions, the claim is proved.

In Cases 1 and 2, we have that $d(q_1, q_2) = 0$ and $d(p_1, p_2) > 0$, so the desired inequality is immediate. It remains to prove the inequality in Case 3. To this end, consider the segment $q_1q_2$ and the angles that the segments $p_iq_i$ make with it for $i = 1, 2$ (see Figure 4). Since $q_1q_2 \subseteq A$, the support line $L$ perpendicular to $p_iq_i$ at $q_i$ must be such that the segment $q_1q_2$ lies in the (closed) half-plane not containing $p_i$; this implies that the angle $\theta_i$ between $p_iq_i$ and $q_1q_2$ is either right or obtuse. It is then a routine geometric exercise to show that $d(q_1, q_2) \leq d(p_1, p_2)$. \[\square\]
3. Envelopes of circles

In this section we recall the definition of the envelope of a family of circles, and show how to find parametric equations of the envelope curves. We will assume that the circles have centers on the graph of a differentiable function \( y = h(t) \), and radii given by a differentiable function \( r(t) \). Then the family of circles is described by

\[
F(x, y, t) = (x - t)^2 + (y - h(t))^2 - r^2(t) = 0; \tag{2}
\]

that is, a point \((x, y)\) lies on one of the circles if and only if there is a value of \( t \) such that (2) holds. As explained in, e.g., [Bruce and Giblin 1992, Chapter 5, pp. 99–103] or [Cox et al. 1992, Chapter 3, Section 4, pp. 139–144], the point \((x, y)\) lies on one of the envelope curves if and only if there is a \( t \) such that both (2) and the following equation hold:

\[
\frac{\partial F(x, y, t)}{\partial t} = -2(x - t) - 2(y - h(t))h'(t) - 2r(t)r'(t) = 0. \tag{3}
\]

Solving (3) for \( x \), we obtain

\[
x = t - (y - h(t))h'(t) - r(t)r'(t); \tag{4}
\]

substituting this into (2) yields a quadratic equation for \( y \):

\[
\left(- (y - h(t))h'(t) - r(t)r'(t)\right)^2 + (y - h(t))^2 - r^2(t) = 0. \tag{5}
\]

From the quadratic formula, we obtain parametric equations for the two envelope curves \((i = 1, 2)\):

\[
y_i(t) = \frac{h(t) + h(t) h'(t)^2 - r(t) r'(t) h'(t) + (-1)^{i+1} \sqrt{r(t)^2 (1 + h'(t)^2 - r'(t)^2)}}{1 + h'(t)^2}, \tag{6}
\]

\[
x_i(t) = t - (y_i(t) - h(t)) h'(t) - r(t) r'(t).
\]

For example, when \( h(t) = \sin t \) and \( r(t) = 2/(2 + t^2) \), the two envelope curves are shown in Figure 5. Also note that in order for the envelope curves to be defined as real curves, the expression under the radical must be nonnegative, which in turn requires that

\[
1 + h'(t)^2 - r'(t)^2 \geq 0. \tag{7}
\]

In other (less precise) words, the radius function cannot change too rapidly.

We conclude this section with one more lemma concerning the envelope curves of families of circles. We begin by defining the following vector-valued functions \((i = 1, 2)\), viewing \( \mathbb{R}^2 \) as the \( xy \)-plane in \( \mathbb{R}^3 \):

\[
v(t) = (1, h'(t), 0),
\]

\[
f_i(t) = (x_i(t) - t, y_i(t) - h(t), 0). \tag{8}
\]
Figure 5. The envelope curves for the circles with centers on the curve \( y = \sin x \) and radii given by \( r(t) = 2/(2+t^2) \) are shown. The vectors \( f_i(t) = (x_i(t) - t, y_i(t) - h(t)) \) make equal angles with the vector \( v(t) = (1, h'(t)) \), as asserted by Lemma 3.1.

**Lemma 3.1.** The angles between \( v(t) \) and the vectors \( f_i(t), i = 1, 2, \) are equal and lie on opposite sides of \( v(t) \) at \((t, h(t))\) (see Figure 5). Concomitantly, the cross products \( v(t) \times f_i(t) \) have nonzero third components that are equal in magnitude and opposite in sign, with the sign being positive for \( i = 1 \).

**Proof.** By direct computation, one obtains the following equations (note that the first is equivalent to (3)):

\[
\begin{align*}
  v(t) \cdot f_i(t) &= -r(t) r'(t), \\
  v(t) \times f_i(t) &= (-1)^i+1 (0, 0, \sqrt{r(t)^2 (h'(t)^2 - r'(t)^2 + 1)}). 
\end{align*}
\] (9)

Since \( v(t) \cdot f_1(t) = v(t) \cdot f_2(t) \), we obtain the equality of the angles. Moreover, it is clear that the third components of the cross products \( v(t) \times f_i(t), i = 1, 2, \) are equal in magnitude and opposite in sign, with the sign being positive for \( i = 1 \). □

We will say that the envelope curve \((x_i(t), y_i(t))\) lies above (resp. below) the curve \((t, h(t))\) if and only if the sign of the third component of \( v(t) \times f_i(t) \) is positive (resp. negative) (see Figure 5).

4. Generating a focal set \( B \) from a midset \( M \) and a focal set \( A \)

Let \( y = h(t) \) be a function satisfying \( h''(t) > 0 \) for all \( t \) on some open interval \((a, b)\), so that the graph of \( h \) is concave up on \((a, b)\). (The graph of \( h \) is our intended midset \( M \).) Let \( A \) be a closed and convex set, and \( f \) the foot-point map taking each point \( p \notin A \) to its unique foot point \( f(p) = q \in A \). For points \( p = (t, h(t)) \) on the
ENVELOPE CURVES AND EQUIDISTANT SETS

A \((x(t), y(t))\) \(f(t)\) \(v(t)\)

\(f(t) = (x(t) - t, y(t) - h(t), 0)\). \hspace{1cm} (10)

We assume that \(A\) lies above the graph of \(h\) in the sense that \(v(t) \times f(t)\) is nonzero and points in the positive \(z\)-direction for all \(t \in (a, b)\) (see Figure 6).

We define the radius function \(r\) as

\[ r(t) = d((t, h(t)), (x(t), y(t))) = \|f(t)\|. \hspace{1cm} (11) \]

Lemma 2.5 yields the following result.

**Lemma 4.2.** The radius function \(r(t)\) is (continuous and) differentiable.

**Proof.** This is an immediate consequence of the fact that \(r(t) = (d_A \circ h)(t)\) is a composition of differentiable functions. \(\square\)
We now consider the envelope curves (6) for the family of circles with centers on the curve \( y = h(t) \) and radii given by \( r(t) \) for \( t \in (a, b) \). Note that condition (7) holds in this case, since the rate at which \( r(t) \) changes cannot possibly be greater than the speed with which the point \((t, h(t))\) moves, which is equivalent to (7). Our first main result is the following:

**Proposition 4.3.** The first envelope curve \((x_1(t), y_1(t))\) is equal to the foot-point curve \((x(t), y(t))\).

**Proof.** Assume for the moment that we know that \((x(t), y(t))\) is one of the two envelope curves. Then, since \( v(t) \times f(t) \) has positive third component by hypothesis, \( \text{Lemma 3.1} \) implies that \((x(t), y(t)) = (x_1(t), y_1(t))\), as desired. So we are reduced to showing that the foot-point curve \((x(t), y(t))\) satisfies conditions (2) and (3) defining the envelope curves.

It is clear that \((x(t), y(t))\) satisfies (2), since \((x(t), y(t))\) lies at distance \( r(t) \) from \((t, h(t))\), by definition. We proceed to show that \((x(t), y(t))\) satisfies (3), which (as noted in the proof of \( \text{Lemma 3.1} \)) can be rearranged to read

\[
r(t) r'(t) = -(1, h'(t)) \cdot (x(t) - t, y(t) - h(t)) = -v(t) \cdot f(t). \tag{12}
\]

It is in fact straightforward to prove (12) at any point \( t \) at which the foot-point curve \((x(t), y(t))\) is differentiable. We simply differentiate the (differentiable, by \( \text{Lemma 4.2} \)) function \( r(t)^2 = (x(t) - t)^2 + (y(t) - h(t))^2 \) at \( t \) using the chain rule:

\[
2 r(t) r'(t) = 2(x(t) - t)(x'(t) - 1) + 2(y(t) - h(t))(y'(t) - h'(t)),
\]

\[
r(t) r'(t) = (x(t) - t, y(t) - h(t)) \cdot (x'(t), y'(t)) - (x(t) - t, y(t) - h(t)) \cdot (1, h'(t)).
\]

We see that (3) will hold at \( t \) provided that the first term on the right-hand side of the last equation vanishes, but this follows immediately from the fact that the function

\[
dd(u) = d((t, h(t)), (x(u), y(u)))^2 = (x(u) - t)^2 + (y(u) - h(t))^2
\]

has a global minimum at the point \( u = t \), so that

\[
\frac{d}{du} \left( \frac{\dd(u)}{d} \right)(t) = \left( (x(t) - t, y(t) - h(t)) \cdot (x'(t), y'(t)) \right) = 0. \tag{13}
\]

The proof of the proposition is now complete for any case in which the foot-point curve \((x(t), y(t))\) is differentiable everywhere on its domain. (Such cases include \( A \) being a point or a disk.) Unfortunately, \((x(t), y(t))\) is not in general differentiable everywhere; however, we claim that it is always differentiable almost everywhere (that is, off of a set of measure 0). Indeed, we already know from \( \text{Lemma 4.1} \) that \((x(t), y(t))\) is continuous, so that each component function is continuous. We will presently show that each component function has bounded variation on any closed interval \([c, d]\) in its domain, from which it follows that each component function is differentiable almost everywhere on \([c, d]\) (see, e.g., [Bressoud 2008,
Theorem 7.4, p. 213]). The foregoing then implies that \((x(t), y(t))\) and the envelope curve \((x_1(t), y_1(t))\) agree almost everywhere, whence, since both of these curves are continuous, it follows that they are equal.

It remains to show that the functions \(x(t)\) and \(y(t)\) have bounded variation on any closed interval \([c, d]\) in the domain of \(h\). The argument for \(x(t)\) proceeds as follows; the argument for \(y(t)\) is similar. By definition, we must show that there is a real number \(B > 0\) such that, for every partition \(P = \{t_0, t_1, \ldots, t_n\}\) of \([c, d]\),

\[
\sum_{i=1}^{n} |x(t_i) - x(t_{i-1})| \leq B.
\]

However,

\[
\sum_{i=1}^{n} |x(t_i) - x(t_{i-1})| \leq \sum_{i=1}^{n} d((x(t_i), y(t_i)), (x(t_{i-1}), y(t_{i-1})))
\]

\[
\leq \sum_{i=1}^{n} d((t_i, h(t_i)), (t_{i-1}, h(t_{i-1})))
\]

\[
\leq \int_{c}^{d} \sqrt{1 + h'(t)^2} = \text{length of curve } (t, h(t)) \text{ on } [c, d].
\]

The first inequality is obvious, the second follows from Lemma 2.6, and the third is due to the fact that \((t, h(t))\) is concave up, so that every polygonal approximation to its length obtained from a partition is an underestimate. □

We now want to show that the envelope curve \((x_2(t), y_2(t))\) gives us a second focal set \(B\) such that the midset of \(A\) and \(B\) contains all the points \((t, h(t))\) for \(t \in (a, b)\). To do this, we must show that the distance from \((t, h(t))\) to the curve \(B\) is equal to \(r(t) = d((t, h(t)), (x_2(t), y_2(t)))\), or, in other words, that the point \((x_2(t), y_2(t))\) in \(B\) is a foot point for the point \((t, h(t))\). Proposition 4.3 tells us that \((x_1(t), y_1(t)) = (x(t), y(t))\) is the foot point of \((t, h(t))\) in \(A\), which implies that the following inequality holds for all \(u, t \in (a, b)\):

\[
(x_1(u) - t)^2 + (y_1(u) - h(t))^2 - ((x_1(t) - t)^2 + (y_1(t) - h(t))^2) \geq 0. \tag{14}
\]

**Theorem 4.4.** Let \(B\) be the set of points of the envelope curve \((x_2(t), y_2(t))\). Then the point \((x_2(t), y_2(t))\) is a foot point of \((t, h(t))\) in \(B\); consequently, \((t, h(t))\) is in the midset of \(A\) and \(B\).

**Proof.** We will show that the inequality obtained from (14) by replacing \(x_1(t), y_1(t)\) by \(x_2(t), y_2(t)\), respectively, holds. This will imply that the distance from \((t, h(t))\) to \(B\) is minimized at the point \((x_2(t), y_2(t))\), from which the theorem follows at
Figure 7. Another look at the example shown in Figure 6. The second envelope curve \((x_2(t), y_2(t))\) is indicated with large black dots. A subset of the circles forming the two envelope curves is shown; the result of Proposition 4.3 — that the first envelope curve \((x_1(t), y_1(t))\) is the same as the foot point curve \((x(t), y(t))\) — is also illustrated.

Once. In fact, we will prove that

\[
(x_2(u) - t)^2 + (y_2(u) - h(t))^2 - ((x_2(t) - t)^2 + (y_2(t) - h(t))^2)
\geq (x_1(u) - t)^2 + (y_1(u) - h(t))^2 - ((x_1(t) - t)^2 + (y_1(t) - h(t))^2) \geq 0.
\]

Define \(x_1(t), x_2(t), y_1(t),\) and \(y_2(t)\) as in (6). Let

\[
dd_i(u) = (x_i(u) - t)^2 + (y_i(u) - h(t))^2 \quad \text{for} \quad i = 1, 2.
\]

Using Mathematica to simplify \((\dd_2(u) - \dd_2(t)) - (\dd_1(u) - \dd_1(t))\), we arrive at

\[
-\frac{4(-h(t) + h(u) + (t - u)h'(u))\sqrt{r(u)(1 + h'(u)^2 - r''(u)^2)}}{1 + h'(u)^2}.
\]

Recalling that the constraint (7) holds, the above Mathematica computation shows that the desired inequality will hold if and only if

\[-h(t) + h(u) + (t - u)h'(u) \leq 0.
\]

Since this factor vanishes when \(u = t\), we must show that it is nonpositive when \(u \neq t\). However, this follows from our hypothesis that \(h\) is concave up \((h'' > 0)\). Indeed, if \(t < u\), then by the mean value theorem, there is a \(v \in (t, u)\) such that

\[
\frac{h(u) - h(t)}{u - t} = h'(v) < h'(u) \Rightarrow h'(u)(u - t) - h(u) + h(t) > 0
\Rightarrow h'(u)(t - u) + h(u) - h(t) < 0,
\]

as desired, and a similar proof applies if \(u < t\). This completes the proof of the theorem. \(\square\)

Figure 7 illustrates the theorem in the case previously shown in Figure 6.
Figure 8. The first focal set $A$ is the circle of radius $\frac{1}{4}$ centered at $(0, 1)$. The dashed curve is the second envelope curve $B$ for the family of circles centered on the graph of $y = t^3$ and with radii $r(t)$ equal to the distance from $(t, t^3)$ to $A$. The point $p_1$ appears to be equidistant from $A$ and $B$, but this is clearly not the case for $p_2$ and $p_3$.

5. Envelopes of curves as focal sets

The investigation in this section was undertaken in response to the question of how to realize the graph of $y = h(t) = t^3$ as a midset. The idea of the preceding section doesn’t work, as Figure 8 shows. Instead, we will explore the idea of using the envelope curves $A$ and $B$ defined by a family of circles of constant radius centered on the graph of $h$ as the focal sets. Figure 9 shows the envelope curves corresponding to two different radii; it becomes apparent that for this idea to work, the radius cannot be chosen too large. (Note that if $r(t) = c$ is constant, then $r'(t) = 0$ and the constraint (7) is automatically satisfied.)

We now generalize to the case of a function $y = h(t)$ with at least a continuous third derivative defined on an open interval $(a, b)$. We no longer assume $h$ has constant concavity, as in the preceding section. We study the envelope curves (6) defined by the family of circles of constant radius $r(t) = c$ and centered on the graph of $h$. It is clear that under these conditions $x_i(t)$ and $y_i(t)$ have continuous second derivatives on $(a, b)$.

Referring to Figure 9, it appears that one constraint to the envelope curves serving as focal sets is the presence of singularities. A parametrized curve $(x(t), y(t))$ with differentiable component functions has singularities only at points where $x'(t) = 0$ and $y'(t) = 0$. We proceed to find these points on the parametrized curves
Figure 9. The envelope curves associated to the families of circles of constant radius $\frac{1}{4}$ and 1 and centered on the curve $y = t^3$. It is plausible that the dashed envelope curves have the central cubic as their midset, but this visibly cannot be the case for the solid envelope curves.

\[(x_i(t), y_i(t));\] solving the system of equations $x'_i(t) = 0$ and $y'_i(t) = 0$ for $c$ (using Mathematica), we obtain

\[c = \pm \frac{(1 + h'(t)^2)^{3/2}}{h''(t)}.\]

The keen observer will notice that the right-hand side is (up to sign) equal to the reciprocal of the curvature of the graph of $h$ at $(t, h(t))$ (see, e.g., [Stewart 2012, Equation 11, p. 881]). To avoid singularities in the envelope curves, we should (if possible\(^1\)) choose $c$ such that

\[0 < c < \inf_{t \in (a, b)} \frac{(1 + h'(t)^2)^{3/2}}{|h''(t)|}. \quad (15)\]

We will refer to this upper bound for $c$ (if it exists) as the critical radius; henceforth we will assume that $h$ is such that the critical radius on $(a, b)$ exists. Thus we have proved the following proposition.

**Proposition 5.1.** If $c$ is less than the critical radius, then the envelope curves $(x_i(t), y_i(t))$ will have no singularities. \[\square\]

For the proof of our main result, we need two more lemmas that also rely on $c$ being less than the critical radius.

**Lemma 5.2.** If $c$ is less than the critical radius, then $x'_i(t) > 0$ for all $t$.

\(^1\)For example, the function $h(t) = \sin(1/t)$ does not have a critical radius on the interval $(0, 1)$, since the curvature at the extreme points $t_n = 1/(n\pi + \pi/2)$ is unbounded as $n \to \infty$. 
Proof. Setting $r(t) = c$ (so $r'(t) = 0$), we find that

$$x'_i(t) = \frac{(-1)^i h''(t) \sqrt{c^2(h'(t)^2 + 1)} + h'(t)^4 + 2h'(t)^2 + 1}{(h'(t)^2 + 1)^2}.$$  

The quantity will be positive so long as

$$|h''(t)|\sqrt{c^2(h'(t)^2 + 1)} \leq (h'(t)^2 + 1)^2,$$

but this holds provided that

$$c \leq \frac{(h'(t)^2 + 1)^{3/2}}{|h''(t)|},$$

which certainly holds for all $t$ if $c$ is less than the critical radius. \hfill \Box

Lemma 5.3. For a fixed $t$, let $d_i$ denote the function

$$d_i(u) = d((t, h(t)), (x_i(u), y_i(u))).$$

If $c$ is less than the critical radius, then $d_i(t) = c$ is a local minimum value of $d_i$; indeed, $d_i(u) > d_i(t) = c$ for all $u$ in some deleted neighborhood of $t$.

Proof. With $r(t) = c$, we again define the function

$$dd_i(u) := (x_i(u) - t)^2 + (y_i(u) - h(t))^2,$$

that is, $dd_i(u) = d^2_i(u)$. Our hypothesis on $h$ implies that $dd_i$ has a continuous second derivative. We find that using Mathematica to simplify $dd'_i(t)$ returns 0 and simplifying $dd''_i(t)$ returns

$$\frac{2(1 + 2h'(t)^2 + h'(t)^4 + (-1)^i \sqrt{c^2(1 + h'(t)^2)} h''(t))}{1 + h'(t)^2}.$$  

An argument similar to that used in the proof of the preceding lemma shows that this quantity is positive if $c$ is less than the critical radius, whence the first assertion follows from the second derivative test. The second assertion now follows from the fact that $dd''_i$ is continuous and positive at $u = t$, and so $dd_i$ is concave up on a neighborhood of $t$. \hfill \Box

With these lemmas in hand we now present the main theorem of this section.

Theorem 5.4. Given any function $h(t)$ on an interval $(a, b)$ with a continuous third derivative and having a critical radius, the minimum distance from the point $(t, h(t))$ to either envelope curve (for the family of circles of constant radius $c$ less than the critical radius) is equal to $c$, so that $(x_i(t), y_i(t))$ is a foot point for $(t, h(t))$ on the $i$-th envelope curve.
Proof. We begin by defining the vector-valued functions

$$w_i(t) = (x'_i(t), y'_i(t), 0) \quad \text{for } i = 1, 2. \quad (16)$$

Machine computation yields that

$$w_i(t) \times f_i(t)$$

$$= \left(0, 0, (-1)^{i+1} \frac{(-1)^i c^2 h''(t) + h'(t)^2 \sqrt{c^2 (h'(t)^2 + 1) + \sqrt{c^2 (h'(t)^2 + 1)}}}{h'(t)^2 + 1}\right)$$

$$= \left(0, 0, (-1)^{i+1} c \frac{(-1)^i c h''(t) + (1 + h'(t)^2)^{3/2}}{h'(t)^2 + 1}\right), \quad (17)$$

where $f_i(t)$ is defined in (8). Arguing as in the preceding lemmas, we see that whenever $c$ is less than the critical radius, the sign $(-1)^{i+1}$ of the third component of these cross products is an invariant of the envelope curve $(x_i, y_i)$ for $i = 1, 2$. We claim that $c = \|f_i(t)\|$ is the global minimum distance from $(t, h(t))$ to the $i$-th envelope curve. We will prove this for $i = 1$, and invite the reader to check that a similar proof applies when $i = 2$.

We first observe that $w_1(t)$ is perpendicular to $f_1(t)$, since, by Lemma 5.3, the function $dd_1(u)$ has a local minimum at $u = t$ (as in (13)). Hence, since $x'_1(t)$ is always positive, by Lemma 5.2, the vector $w_1(t)$ is never parallel to the $y$-axis; therefore, the point $(x_1(t), y_1(t))$ lies in either the upper or lower (open) semicircle of the circle $C$ of radius $c$ centered at $(t, h(t))$. From (17) we learn that $w_1(t) \times f_1(t)$ has positive third component, whence $(x_1(t), y_1(t))$ must lie in the upper semicircle (see Figure 10). (Put more simply, $(x_1(t), y_1(t))$ is the upper envelope curve, and $(x_2(t), y_2(t))$ is the lower.)
Figure 11. The graph of the curvature function $\kappa(t)$ for the function $h(t) = t^3$ is shown, along with the horizontal line $y = \frac{9}{5}$. This demonstrates that the critical radius on $(-\infty, \infty)$ exists and is slightly larger than $\frac{5}{9}$.

Arguing by contradiction, suppose that there is a point $(x_1(t'), y_1(t'))$ such that its distance from the point $(t, h(t))$ is less than $c$; we suppose that $t < t'$ and leave to the reader to check that a similar argument applies when $t > t'$. Since $x'_1(t)$ is always positive, we know that $(x_1(t'), y_1(t'))$ lies to the right of $(x_1(t), y_1(t))$ (indeed, this is so for any parameter value greater than $t$). Furthermore, by Lemma 5.3, we know that $d_1(u) > c$ for some $u \in (t, t')$. We let $S = \{t^* \in (t, t') \mid d_1(t^*) \geq c\}$, and let $t'' = \text{lub}(S)$. By continuity, we know that $d_1(t'') = c$, and we also know, since $d_1(t^*) < c$ for $t^* \in (t'', t')$, that the tangent vector $w_1(t'')$ must either be tangent to $C$ or must enter $C$, as shown in Figure 10. The corresponding point $(t'', h(t''))$ must lie on the line perpendicular to the vector $w_1(t'')$ at $(x_1(t''), y_1(t''))$, and at distance $c$ from this point. There are consequently two possible positions for $(t'', h(t''))$, to the left or to the right of $(x_1(t''), y_1(t''))$. However, it is easy to verify that, as Figure 10 suggests, the left possibility implies that $(t'', h(t''))$ lies to the left of $(t, h(t))$ (or, more precisely, that $t'' \leq t$ holds), which contradicts $t < t''$, and that the right possibility implies that $w_1(t'') \times f_1(t'')$ has negative third component, which contradicts our earlier observation that this sign is always positive for $(x_1, y_1)$. Since both possibilities lead to contradictions, we see that no point $(x_1(t'), y_1(t'))$ can lie closer than $c$ to $(t, h(t))$, and we are done.

Corollary 5.5. Under the hypotheses of the theorem, the points $(t, h(t))$ all lie on the midset determined by the two envelope curves taken as focal sets.

Remark 5.6. For $h(t) = t^3$, the curvature function

$$\kappa(t) = \frac{|6t|}{(1 + (3t^2)^2)^{3/2}}$$

has the graph shown in Figure 11. We see that $\frac{9}{5}$ is a slight overestimate of the maximum curvature on $(-\infty, \infty)$, which implies that $\frac{5}{9}$ is a slight underestimate.
of the critical radius. Since $\frac{1}{4} < \frac{5}{9}$, we now have proved that the envelope curves associated to the family of circles centered on the graph of $h(t) = t^3$ and having constant radius $\frac{1}{4}$ are indeed a pair of focal sets for which the graph of $h$ is their midset, as Figure 9 suggests.
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New examples of Brunnian theta graphs
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The Kinoshita graph is the most famous example of a Brunnian theta graph, a nontrivial spatial theta graph with the property that removing any edge yields an unknot. We produce a new family of diagrams of spatial theta graphs with the property that removing any edge results in the unknot. The family is parameterized by a certain subgroup of the pure braid group on four strands. We prove that infinitely many of these diagrams give rise to distinct Brunnian theta graphs.

1. Introduction

A spatial theta graph is a theta graph (two vertices and three edges, each joining the two vertices) embedded in the 3-sphere $S^3$. There is a rich theory of spatial theta graphs and they show up naturally in knot theory. (For instance, the union of a tunnel number 1 knot with a tunnel having distinct endpoints is a spatial theta graph.) A trivial spatial theta graph is any spatial theta graph which is isotopic into a 2-sphere in $S^3$. A spatial theta graph $G \subset S^3$ has the Brunnian property if for each edge $e \subset G$ the knot $K_e = G \setminus e$ which is the result of removing the interior of $e$ from $G$ is the unknot. A spatial theta graph is Brunnian (or almost unknotted or minimally knotted) if it is nontrivial and has the Brunnian property.

By far the best known Brunnian theta graph is the Kinoshita graph [1958;1972]. The Kinoshita graph was generalized by Wolcott [1987] to a family of Brunnian theta graphs now called the Kinoshita–Wolcott graphs. They are pictured in Figure 1. Inspection shows that they have the Brunnian property. There are several approaches to showing that the Kinoshita graph (and perhaps all of the Kinoshita–Wolcott graphs) are nontrivial: Wolcott [1987] uses double branched covers; Litherland [1989] uses a version of the Alexander polynomial; Scharlemann [1992] and Livingston [1995] use representations of certain associated groups; McAtee et al. [2001] use quandles; Thurston [1997] showed that the Kinoshita graph is hyperbolic (i.e., the exterior supports a complete hyperbolic structure with totally geodesic boundary).

MSC2010: 57M25.
Keywords: spatial graph, almost unknotted graph, Brunnian, theta graph, theta curve, rational tangle.
Figure 1. The Kinoshita–Wolcott graphs (figure based on [Litherland 1989, Figure 4]). The labels \(-i\), \(-j\), and \(-k\) indicate the number of full twists in each box (with the sign of \(-i\), \(-j\), \(-k\) indicating the direction of the twisting). If \(i = j = k = 1\), the graph is the Kinoshita graph. If one of \(i\), \(j\) or \(k\) is zero, then the graph is trivial; otherwise, it is Brunnian [Wolcott 1987, Theorem 2.1].

In this paper, we produce an infinite family of diagrams for spatial theta graphs \(G(A, t_1, t_2)\) having the Brunnian property. These graphs depend on braids \(A\) lying in a certain subgroup of the pure braid group on 4 strands and on integers \(t_1, t_2\) which represent certain twisting parameters. Our main theorem shows that infinitely many braids \(A\) give rise to Brunnian theta graphs.

**Theorem 5.1 (rephrased).** For all \(n \in \mathbb{Z}\), there exists a braid \(A_n\) such that for all \(m \in \mathbb{Z}\), the graph \(\Gamma(n, m) = G(A_n, -n, m)\) is a Brunnian theta graph. Furthermore, suppose that for a given \((n, m) \in \mathbb{Z} \times \mathbb{Z}\), the set \(S(n, m) \subset \mathbb{Z} \times \mathbb{Z}\) has the property that if \((a, b) \in S(n, m)\) then \(\Gamma(a, b)\) is isotopic to \(\Gamma(n, m)\) and if \((a, b), (a', b') \in S(n, m)\) are distinct, then \(a + b \neq a' + b'\). Then \(S(n, m)\) has at most three distinct elements. In particular, there exist infinitely many \(n \in \mathbb{Z}\) such that the graphs \(\Gamma(n, 0)\) are pairwise nonisotopic Brunnian theta graphs.

2. Notation

We work in either the PL or smooth category. For a topological space \(X\), we let \(|X|\) denote the number of components of \(X\). If \(Y \subset X\) then \(\eta(Y)\) is a closed regular neighborhood of \(Y\) in \(X\) and \(\tilde{\eta}(Y)\) is an open regular neighborhood. More generally, \(\tilde{\cdot}\) denotes the interior of \(\cdot\).

3. Constructing new Brunnian theta graphs

There are two natural methods for constructing new Brunnian theta graphs: vertex sums and clasping.
**Vertex sums.** Suppose that $G_1 \subset S^3$ and $G_2 \subset S^3$ are spatial theta graphs. Let $v_1 \in G_1$ and $v_2 \in G_2$ be vertices. We can construct a new spatial theta graph $G_1 \#_3 G_2 \subset S^3$ by taking the connected sum of $S^3$ with $S^3$ by removing regular open neighborhoods of $v_1$ and $v_2$ and gluing the resulting 3-balls $B_1$ and $B_2$ together by a homeomorphism $\partial B_1 \to \partial B_2$ taking the punctures $G_1 \cap \partial B_1$ to the punctures $G_2 \cap \partial B_2$. See Figure 2. The subscripted 3 represents the fact that we are performing the connected sum along a trivalent vertex and is used to distinguish the vertex sum from the connected sum of graphs occurring along edges of a graph (which, when both $G_1$ and $G_2$ are theta graphs, does not produce a theta graph).

An orientation on a spatial theta graph is a choice of one vertex to be the source, one vertex to be the sink, and a choice of a total order on the edges of the graph. If $G_1$ and $G_2$ are oriented theta graphs, we insist that the connected sum produce an oriented theta graph (so that the sink vertex of $G_1$ is glued to the source vertex of $G_2$ and so that the edges of $G_1 \#_3 G_2$ can be given an ordering which restricts to the given orderings on the edges of $G_1$ and $G_2$). Wolcott [1987] showed that the vertex sum of oriented theta graphs is independent (up to ambient isotopy of the graph) of the choice of homeomorphism $\partial B_1 \to \partial B_2$.

If $G_1$ and $G_2$ both have the Brunnian property, then $G_1 \#_3 G_2$ does as well since the connected sum of two knots is the unknot if and only if both of the original knots are unknots. If $G_1$ (say) is trivial, then $G_1 \#_3 G_2$ is isotopic to $G_2$. Similarly, if at least one of $G_1$ or $G_2$ is nontrivial then $G_1 \#_3 G_2$ is nontrivial [Wolcott 1987]. Consequently:

**Theorem 3.1** (Wolcott). If $G_1$ and $G_2$ are Brunnian theta graphs so is $G_1 \#_3 G_2$.

We say that a spatial theta graph is vertex-prime if it is not the vertex sum of two other nontrivial spatial theta graphs. The Kinoshita graph is vertex prime [Calcut and Metcalf-Burton 0]. Using Thurston’s hyperbolization theorem for Haken manifolds, it is possible to show that if $G_1$ and $G_2$ are theta graphs, then $G_1 \#_3 G_2$ is hyperbolic if and only if $G_1$ and $G_2$ are hyperbolic.
Figure 3. The clasp move in the case when all three edges of the graph are involved.

Clasping. Clasping [Simon and Wolcott 1990] is a second method for converting a Brunnian theta graph into another theta graph with the Brunnian property. Suppose that $G$ is a spatial theta graph in $S^3$ which has been isotoped so that its intersection with a 3-ball $B \subset S^3$ consists of four unknotted arcs (as on the left of Figure 3), numbered $\alpha_1, \alpha_2, \alpha_3, \alpha_4,$ and $\alpha_5$. Assume that the first arc and the last two arcs belong to the same edge (the “red edge”) of $G$ and that the others belong to different, distinct edges of $G$ (the “green edge” and the “blue edge”). We require that as we traverse the red edge, the arc $\alpha_1$ is traversed between $\alpha_4$ and $\alpha_5$. Letting $e'$ be the subarc of the red edge containing $\alpha_4 \cup \alpha_1 \cup \alpha_5$, we also require that there is an isotopy of $e'$, in the complement of the rest of the graph, to an unknotted arc in $B$. As in Figure 3, we may then perform crossing changes to introduce a clasps between adjacent arcs. It is easily checked that this clasp move preserves the Brunnian property.

Although the clasp move creates many Brunnian theta graphs, it is not clear how to keep track of fundamental properties (such as hyperbolicity) under the clasp move. Additionally, very little is known about sequences of clasp moves relating two Brunnian theta graphs.

We can, however, use clasping to show that there exist Brunnian theta graphs which are not hyperbolic. Figure 4 shows an example of a Brunnian theta graph with

Figure 4. A toroidal Brunnian theta graph. The swallow-follow torus for the double-stranded trefoil on the right is an essential torus in the exterior of the theta graph.
an essential torus in its exterior. It was created by isotoping a Kinoshita–Wolcott graph to the position required to apply the clasping move via an isotopy which moved a point on one of the edges around a trefoil knot. A graph with an essential torus in its exterior is neither hyperbolic nor a trivial graph.

4. New examples of Brunnian theta graphs

Besides the Kinoshita graph and vertex sums of the Kinoshita graph with itself, are there other hyperbolic Brunnian theta graphs? In this section, we give a new infinite family of examples of diagrams of spatial theta curves. In the next section we will prove that infinitely many of them are also nontrivial. These examples have the property that they are of low bridge number. Forthcoming work of Taylor and Tomova will show that this implies that these graphs are vertex-prime. Furthermore, since they are low bridge number it is likely that they are hyperbolic. Section 6 concludes this paper with some questions for further research.

Let \( Q = \{ (x, y, z) \in \mathbb{R}^3 : -1 \leq z \leq 1 \} \). A pure \( n \)-braid representative consists of \( n \) arcs (called strands) in \( Q \) such that the \( i \)-th strand has endpoints at \((i, 0, \pm 1)\) and for each arc projecting onto the \( z \)-axis is a strictly monotonic function. Two pure \( n \)-braid representatives are equivalent if there is an isotopy in \( Q \) from one to the other which fixes \( \partial Q \). The set of equivalence classes is \( \text{PB}(n) \). Two pure \( n \)-braid representatives can be “stacked” to create another pure \( n \)-braid representative by placing one on top of the other and then scaling in the \( z \)-direction by \( \frac{1}{2} \). Applying this operation to equivalence classes we obtain the group operation for \( \text{PB}(n) \). If \( \sigma \) and \( \rho \) are elements of \( \text{PB}(n) \), we let \( \sigma \rho \) denote the braid having a representative created by stacking a representative for \( \sigma \) on top of a representative for \( \rho \) and then scaling in the \( z \)-direction by \( \frac{1}{2} \).

Let \( \phi : \text{PB}(4) \to \text{PB}(2) \) be the homomorphism which forgets the last two strands. For each \( A \in \ker \phi \) we will construct a family \( G(A, t_1, t_2) \) for \( t_1, t_2 \in \mathbb{Z} \) of theta graphs with the Brunnian property. We will construct \( G(A, t_1, t_2) \) by placing braids into the boxes in the template shown in Figure 5. Let \( \rho : \text{PB}(4) \to \text{PB}(6) \) be a monomorphism which “doubles” each of the last two strands of \( A \in \text{PB}(4) \) (i.e., in \( \rho(A) \) the fourth strand is parallel to the third and the sixth strand is parallel to the fifth). For a given \( A \in \ker \phi \), we place \( \rho(A) \) into the top braid box of Figure 5. The shading indicates the doubled strands. There is more than one choice for the monomorphism \( \rho \), as the doubled strands may be allowed to twist around each other (i.e., we may vary the framing). We will always choose the homomorphism determined by the “blackboard framing” (i.e., in our diagram the doubled strands are two edges of a rectangle embedded in the plane). Into the second and fourth boxes from the top we place the braid \( A^{-1} \). In the third box we place the element from \( \text{PB}(2) \) consisting of two strands with \( t_1 \) full twists. We use the convention
Figure 5. The template for the graph $G_A$.

that, giving the strands a downward orientation, if $t_1 > 0$ there are $2|t_1|$ left-handed crossings and if $t_1 < 0$ there are $2|t_1|$ right-handed twists. Into the bottom box we place $t_2$ full twists, using the same orientation convention as for $t_1$.

Considering the plane of projection in Figure 5 as the $xy$ plane, the plane $\Pi$ perpendicular to the plane of projection and cutting between the second and third boxes from the top functions as a “bridge plane” for $G(A, t_1, t_2)$. Observe that if we measure the height of a point $x \in G(A, t_1, t_2)$ by its projection onto the $y$-axis, each edge of $G(A, t_1, t_2)$ has a single local minimum for the height function and no other critical points in its interior. This implies that $\Pi$ cuts $G(A, t_1, t_2)$ into trees with special properties. The two trees above $\Pi$ have a single vertex which is not a leaf and their union is isotopic (relative to endpoints) into $\Pi$. The three trees below $\Pi$ are all edges (i.e., each is a tree with two vertices and single edge) and their union can be isotoped relative to the endpoints into $\Pi$. Thus, $\Pi$ is a bridge plane for $G(A, t_1, t_2)$ and $|G(A, t_1, t_2) \cap \Pi| = 6$. We might, therefore, say that $G(A, t_1, t_2)$ has “bridge number at most 3”. The precise definition of bridge number for theta graphs has been a matter of dispute (see [Motohashi 2000]). The forthcoming paper of Taylor and Tomova explores bridge number for spatial graphs in detail.

**Theorem 4.1.** For each $A \in \ker \phi$ and $t_1, t_2 \in \mathbb{Z}$, the graph $G(A, t_1, t_2)$ has the Brunnian property.
Proof. The proof is easy and diagrammatic. Color the edges coming out of the top vertex in the diagram in Figure 5 by blue, red, and verdant from left to right. Then the edges entering into the bottom vertex are also blue, red, and verdant from left to right. In Figure 6, we have the knots $K_B$, $K_R$, and $K_V$ obtained by removing the blue, red, and verdant edges respectively. Observe that the top braid box of $K_R$ and $K_V$ contains the braid $A$. In each of the diagrams for $K_B$, $K_R$, and $K_V$ we have labeled certain portions with lower case letters. We now explain those regions and why each diagram can be simplified to the standard diagram for the unknot.

Consider the diagram for $K_B$. Since the third and fourth strands of the top braid box of $G(A, t_1, t_2)$ are parallel, we may untwist the diagram at region $a$ and at region $b$. At regions $c$ and $d$, we may also untwist at the minima. The end result is a diagram of a knot having a single crossing. The knot $K_B$ must, therefore, be the unknot.

Consider the diagram for $K_R$. At region $a$ we have the trivial 2-braid since $A \in \ker \phi$. The braid $A$ in the top braid box may therefore be canceled with the braid $A^{-1}$ in the third-from-the-top braid box. Finally, we may untwist the $t_2$ full twists in the final braid box to arrive at the standard diagram for the unknot.

Consider the diagram for $K_V$. The braids $A$ and $A^{-1}$ cancel, at which point we may untwist the $t_1$ full twists. We may also untwist at region $a$. Thus, $K_V$ is also the unknot.

Given a graph $G(A, t_1, t_2)$ we can construct other theta graphs of bridge number at most 3 with the Brunnian property by using the clasp ing technique in such a way that we do not introduce any additional critical points in the interior of any edge, so it is highly unlikely that the template in Figure 5 encompasses all possible theta graphs of bridge number at most 3 with the Brunnian property. On the other
hand, there are infinitely many braids $A$ such that $G(A, 0, 0)$ is a diagram of the trivial theta graph (see below), so the question as to what braids in $\ker \phi$ produce nontrivial theta graphs is somewhat subtle.

### 5. Braids producing Brunnian theta graphs

In this section we produce an infinite family of braids $A \in \ker \phi \subset \Pi B(4)$ such that there exists $t_1$ such that $G(A, t_1, t_2)$ is Brunnian for all $t_2$. To describe the braids $A$ more precisely, we recall the standard generating set for $\Pi B(4)$. For $i, j \in \{1, 2, 3, 4\}$ with $i < j$, let $P_{ij}$ denote the element of $\Pi B(4)$ obtained by “looping” the $i$-th strand around the $j$-th strand, as in Figure 7. Observe that $P_{23}^k$ produces a twist box in the second and third strands with $k$ full twists, using the sign convention from earlier.

There are nontrivial braids $A$ for which $G(A, 0, 0)$ is trivial. For example, for every $n, t_1$, and $t_2$, the graphs $G(P_{23}^n, t_1, t_2)$ are all trivial. To show that there are infinitely many braids producing nontrivial graphs, let $A_n = P_{23}^{-n} P_{13}$ and for $m \in \mathbb{Z}$, let $\Gamma(n, m) = G(A_n, -n, m)$ (see Figure 8 for a diagram of $A_2$).

![Figure 7](image)

**Figure 7.** The generators for $\Pi B(4)$.

![Figure 8](image)

**Figure 8.** The braid $A_2$. 
Theorem 5.1. For all \( n, m \in \mathbb{Z} \), the graph \( \Gamma(n, m) \) is a Brunnian theta graph. Furthermore, suppose that for a given \((n, m) \in \mathbb{Z} \times \mathbb{Z}\), the set \( S(n, m) \subset \mathbb{Z} \times \mathbb{Z} \) has the properties that if \((a, b) \in S(n, m)\) then \( \Gamma(a, b) \) is isotopic to \( \Gamma(n, m) \) and if \((a, b), (a', b') \in S(n, m)\) are distinct, then \( a + b \neq a' + b' \). Then \( S(n, m) \) has at most three distinct elements. In particular, there exist infinitely many \( n \in \mathbb{Z} \) such that the graphs \( \Gamma(n, 0) \) are pairwise distinct Brunnian theta graphs.

Before proving the theorem, we establish some background. A handlebody is the regular neighborhood of a finite graph embedded in \( S^3 \) and its genus is the genus of the boundary surface. We will be considering genus 2 handlebodies. A disc \( D \) properly embedded in a handlebody \( H \) whose boundary does not bound a disc in \( \partial H \) is called an essential disc in \( H \). If \( H \) has genus 2 and if \( D \subset H \) is an essential nonseparating disc, the space \( H \setminus \hat{\eta}(D) \) is homeomorphic to \( S^1 \times D^2 \). A knot isotopic to the core of that solid torus is called a constituent knot of \( H \). If \( G \subset S^3 \) is a spatial theta graph and if \( H = \eta(G) \), then a disc \( D \subset H \) intersecting an edge \( e \) of \( G \) exactly once transversally and disjoint from the other edges of \( G \) is called a meridian disc for \( e \). Thus, if \( D \) is a meridian disc for \( e \), then \( H \setminus \hat{\eta}(D) \) is a regular neighborhood of \( K_e \). Observe that if \( G \) is a theta graph and if \( e \subset G \) is an edge, then any meridian disc \( D \) for \( e \) is an essential disc in the handlebody \( \eta(G) \), as \( D \) does not separate \( \eta(G) \).

If \( G \) and \( G' \) are spatial theta graphs such that \( G \) is isotopic to \( G' \) then the isotopy can be extended to an isotopy of the handlebody \( \eta(G) \) to the handlebody \( \eta(G') \). Furthermore, if the isotopy takes an edge \( e \subset G \) to an edge \( e' \subset G' \) then the isotopy takes any meridian disc for \( e \) to a meridian disc for \( e' \). On the other hand, an isotopy of \( \eta(G) \) to \( \eta(G') \) does not necessarily correspond to an isotopy of \( G \) to \( G' \). Instead, an isotopy of \( \eta(G) \) to \( \eta(G') \) corresponds to a sequence of isotopies and “edge slides” of \( G \). An edge slide of an edge \( e \subset G \) of a graph involves sliding one end of \( e \) across edges of \( G \) (see [Scharlemann and Thompson 1994]). As in Figure 9, an edge slide of a theta graph may convert a theta graph into a spatial graph that is not a theta graph. Conversely, any sequence of edge slides and isotopies of a graph \( G \) corresponds to an isotopy of \( \eta(G) \).

Given a spatial theta graph \( G \) and an edge \( e \), an essential nonseparating disc \( E \) in \( \eta(G) \) is along \( e \) if it lies in a regular neighborhood of \( e \), is not a meridian of \( e \), if there is a meridian disc \( D \) for \( e \) such that \( |D \cap E| \) (the number of components of \( D \cap E \)) is equal to 1. Observe that if \( E \) is along \( e \), then \( \eta(G) \setminus \hat{\eta} \) is a solid torus.
Figure 10. Two ways of unzipping an edge of a spatial theta graph. As is suggested by the picture, the \( \theta \)-graph may be embedded in \( S^3 \) in some, potentially complicated, way. We do, however, require that the unzipping produce a knot and not a 2-component link.

since \( E \) is nonseparating. If \( E \) is along \( e \), then we say that the knot which is the core of \( \eta(G) \setminus \hat{\eta}(E) \) is obtained by \textit{unzipping} the edge \( e \). Figure 10 shows two different ways of unzipping an edge. The proof of Lemma 5.5 will also be helpful in understanding the relationship between the definition of unzipping given above and the diagrams in Figure 10. The term “unzipping” is taken from Bar-Natan and D. Thurston (see, for example, [Thurston 2002]). It is a form of an operation also known as “attaching a band” to \( K_e \) or “distance 1 rational tangle replacement” on \( K_e \).

Since an isotopy of a handlebody in \( S^3 \) to another handlebody takes discs in the first handlebody to discs in the second and preserves the number of intersections between discs, we have:

\[ \text{Lemma 5.2.} \] Suppose that \( G \) and \( G' \) are isotopic spatial theta graphs such that the isotopy takes an edge \( e \) of \( G \) to an edge \( e' \) of \( G' \). If \( K \subset S^3 \) is a knot obtained by unzipping the edge \( e \), then there is a knot \( K' \subset S^3 \) which is obtained by unzipping the edge \( e' \) such that \( K \) and \( K' \) are isotopic.

\textbf{Rational tangles.} The key step in our proof of Theorem 5.1 is to show that unzipping \( \Gamma(n, m) \) does not produce any knot that can be obtained by unzipping a trivial theta graph along one of its edges. Analyzing the knots we do get will show, as a by-product, that infinitely many of the \( \Gamma(n, m) \) are distinct. We use rational tangles to analyze our knots.

A \textit{rational tangle} is a pair \((B, \tau)\) where \( B \) is a 3–ball and \( \tau \subset B \) is a properly embedded pair of arcs which are isotopic into \( \partial B \) relative to their endpoints. We mark the points \( \partial \tau \subset \partial B \) by NW, NE, SW, and SE as in Figure 11. Two rational tangles \((B, \tau)\) and \((B', \tau')\) are \textit{equivalent} if there is a homeomorphism of pairs \( h : (B, \tau) \to (B', \tau') \) which fixes \( \partial B \) pointwise. Conway [1970] showed how to associate a rational number \( r \in \mathbb{Q} \cup \{1/0\} \) to each rational tangle in such a way
that two rational tangles are equivalent if and only if they have the same associated rational number. We briefly explain the association, using the conventions of [Gordon 2009, Lecture 4]. Using the 3-ball with marked points as in Figure 11, we let the rational tangle $R(0/1)$ consist of a pair of horizontal arcs having no crossings and we associate to it the rational number $0 = 0/1$. The rational tangle $R(1/0)$, consisting of a pair of vertical arcs having no crossings, is given the rational number $1/0$ (thought of as a formal object). Let $h : B \to B$ and $v : B \to B$ be the horizontal and vertical half-twists, as shown in Figure 11. Observe that the rational tangle $v^{2k}R(0/1)$ is a twist box with $-k$ full twists, using the orientation convention from earlier.

Let $a_1, a_2, \ldots, a_k$ be a finite sequence of integers such that $a_2, \ldots, a_k \neq 0$. Let $R(a_1, \ldots, a_k)$ be the rational tangle defined by

$$R(a_1, a_2, \ldots, a_k) = \begin{cases} h^{a_1}v^{a_2} \cdots h^{a_{k-1}}v^{a_k}R(1/0) & \text{if } k \text{ is even}, \\ h^{a_1}v^{a_2} \cdots v^{a_{k-1}}h^{a_k}R(0/1) & \text{if } k \text{ is odd}. \end{cases}$$

We assign the rational number

$$\frac{p}{q} = a_1 + \frac{1}{a_2 + \frac{1}{a_3 + \frac{1}{\cdots + \frac{1}{a_k}}}}$$

to $R(a_1, a_2, \ldots, a_k)$ and we define $R(p/q) = R(a_1, \ldots, a_k)$, with $p$ and $q$ relatively prime.

We define the distance between two rational tangles $R(p/q)$ and $R(p'/q')$ to be $\Delta(p/q, p'/q') = |pq' - p'q|$. Observe that in the 3-ball $B$, there is a disc

---

**Figure 11.** The basic transformations of a rational tangle.
Figure 12. On the left is the denominator closure $\mathcal{D}(\mathcal{R}(p/q))$ of the rational tangle $\mathcal{R}(p/q)$. On the right, we see that the right-handed trefoil is the denominator closure of the rational tangle $\mathcal{R}(1/3)$.

$D \subset B$ such that $\partial D$ partitions the marked points \{NW, SW, NE, SE\} into pairs and which separates the strands of a given rational tangle $\mathcal{R}(p/q)$. Indeed, given a disc $D \subset B$ whose boundary partitions the marked points into pairs, there is a rational tangle $\mathcal{R}(p/q)$ (unique up to equivalence of rational tangles) such that $D$ separates the strands of $\mathcal{R}(p/q)$. We call $D$ a defining disc for $\mathcal{R}(p/q)$. If $D$ is a defining disc for $\mathcal{R}(p/q)$ and $D'$ is a defining disc for $\mathcal{R}(p'/q')$ such that, out of all such discs, $D$ and $D'$ have been isotoped to intersect minimally, then it is not difficult to show that $\Delta(p/q, p'/q') = |D \cap D'|$ (i.e., the distance between the rational tangles is equal to the minimum number of arcs of intersection between defining discs).

From a rational tangle $\mathcal{R}(p/q)$ we can create the unknot or a 2-bridge knot or link $\mathcal{K}(p/q) = \mathcal{D}(\mathcal{R}(p/q))$ by taking the so-called denominator closure $\mathcal{D}$ of $\mathcal{R}(p/q)$ where we attach the point NW to the point SW and the point NE to the point SE by an unknotted pair of arcs lying in the exterior of $B$, as in Figure 12. Thus, the right-handed trefoil is $\mathcal{K}(1/3)$ and the left-handed trefoil is $\mathcal{K}(-1/3)$.

**Theorem 5.3** [Schubert 1956]. Let $p/q, p'/q' \in \mathbb{Q} \cup \{1/0\}$ with $q, q' > 0$ and the pairs $p, q$ and $p', q'$ relatively prime. The knot or link $\mathcal{K}(p/q)$ is isotopic (as an unoriented knot or link) in $S^3$ to the knot or link $\mathcal{K}(p'/q')$ if and only if $q = q'$ and either $p \equiv p' \mod q$ or $pp' \equiv 1 \mod q$.

**Remark 5.4.** For more on Schubert’s theorem, see [Cromwell 2004, Theorem 8.7.2] or [Kauffman and Lambropoulou 2003, Theorem 3]. Since we are using the denominator closure of rational tangles our convention and the statement of Schubert’s theorem differ from the usual convention and statement by exchanging numerators and denominators. See the discussion following Theorem 3 of [Kauffman and Lambropoulou 2003].

**Unzipping the trivial graph.** Since we want to show that each graph in a certain family of graphs is nontrivial, the following will be useful.

**Lemma 5.5.** Suppose that $G \subset S^3$ is the trivial theta graph and that $K$ is a knot obtained by unzipping an edge $e$ of $G$. Then either $K$ is the unknot or there exists $k \in \mathbb{Z}$, odd such that $K$ is a $(2, k)$ torus knot.
Proof. Let $G$ be the trivial theta graph and let $e \subset G$ be an edge. Observe that there is an isotopy of $G$ which interchanges any two edges. Thus, we may consider $G$ to be the union of the unit circle in $\mathbb{R}^2$ with a horizontal diameter $e$, as in Figure 13. We may consider the neighborhood $\eta(e)$ of $e$ as a 3-ball $B$ with a vertical disc as a meridian disc for $e$. The graph $G$ intersects $B$ in four punctures, which we label NW, NE, SW, and SE as usual. Take $D$ to be the meridian disc for $e$ and let $E \subset B$ be a disc with boundary an essential curve in $\partial B \setminus G$, which cannot be isotoped to be disjoint from $D$, and for which $|D \cap E| = 1$. Observe that $D$ is the defining disc for the rational tangle $R(1/0)$. If $E$ is the defining disc for the rational tangle $R(k/\ell)$, then

$$1 = \Delta(1/0, k/\ell) = |\ell|.$$ 

Consequently, the rational tangle $R(k/1)$ consists of $k$ horizontal half twists. Thus the knot which is the core of $\eta(G) \setminus \tilde{\eta}(E)$ is a $(2, \pm k)$ twist knot. □

The following corollary follows immediately from Lemmas 5.2 and 5.5.

**Corollary 5.6.** Suppose that $G \subset S^3$ is a trivial spatial theta graph. Then for all edges $e \subset G$ and for any knot $K$ obtained by unzipping $e$ there exists an odd $k \in \mathbb{Z}$ such that $K$ is a $(2, k)$ torus knot, i.e., $\mathcal{K}(1/k)$.

**Proof of Theorem 5.1.** The proof is similar in spirit to [Wolcott 1987, §3]. We do not, however, use Wolcott’s theorem 3.11 as that theorem would require us to work with links, rather than with knots. Potentially, however, a clever use of Wolcott’s theorem would show that a much wider class of braids $A$ create nontrivial graphs $G(A, t_1, t_2)$. Our method, however, also allows us, using a result of Eudave-Muñoz [1992] concerning reducible surgeries on strongly invertible knots, to show that we have infinitely many distinct Brunnian theta graphs.

Let $n, m \in \mathbb{Z}$, and let $G = \Gamma(n, m)$. To prove that $G$ is a Brunnian theta graph, by Theorem 4.1, we need only show that $G$ is nontrivial.

![Figure 13. Upper Left: The trivial graph $G$. Upper Right: the ball $B = \eta(e)$. Lower Left: A disc $E$. Lower Right: The rational tangle $R(-3)$ with defining disc $E$.](image-url)
Figure 14. On the left we have isotoped the template so that $R$ has no crossings. The shaded boxes denote doubled strands. In the middle we have unzipped along $R$ using a particular choice of unzipping disc. On the right, we have simplified the unzipped knot by using the parallel strands from the top braid box.

Let $v_+$ be the upper vertex of $G$ in Figure 5 and let $v_-$ be the lower vertex. Recall that we color the edges of $G$ (from left to right at each vertex) as blue, red, and verdant. Isotope $G$ so that the endpoint of the verdant edge $V$ adjacent to $v_-$ is moved near $v_+$ by sliding it along the red edge, as on the left of Figure 14. This isotopy creates a diagram of $G$ such that red edge has no crossings. Let $K$ be the knot obtained by unzipping the red edge, as in the middle of Figure 14 (choosing the unzip so that no twists are inserted in the diagram along $V$). Using the doubled strands in the top braid box, isotope $K$ so that it has the diagram on the right of Figure 14.

Inserting the braid $A_n$ into the template, as specified in Figure 5, our knot $K$ has the diagram on the top left of Figure 15. Let $3_1$ be the right-handed trefoil. Now perform the isotopies indicated in Figure 15 to see that $K$ is the connected sum of $3_1$ and the knot

$$\mathcal{K}\left(-\frac{3}{6(m+n)+5}\right) = \mathcal{D}(R(0, -2(m+n) - 1, -1, -1, -1)).$$

Since torus knots are prime, $K$ is not a $(2, k)$ torus knot for any $k \in \mathbb{Z}$ unless $\mathcal{K}\left(-3/(6(m+n)+5)\right)$ is the trivial knot, that is $\mathcal{K}\left(-3/(6(m+n)+5)\right) = \mathcal{K}(1)$. 
Figure 15. The isotopies showing that $K$ is the connected sum of a right handed trefoil and $\mathcal{K}(-3/(6(m+n)+5))$. In the first step we combine the lower two twist boxes into a single twist box with $m+n$ full twists.

By Schubert’s theorem, this can only happen if $6(m+n)+5 = 1$, an impossibility. Thus, each $\Gamma(n,m)$ is a Brunnian theta graph.

To prove the part about distinctness, we use a theorem of Eudave-Muñoz [1992] and the Montesinos trick [Montesinos 1975] (see also [Gordon 2009] for a nice explanation). We begin by showing:

Claim. If $a + b \neq a' + b'$, then there is no isotopy from $\Gamma(a', b')$ to $\Gamma(a, b)$ which takes the red edge of $\Gamma(a', b')$ to the red edge of $\Gamma(a, b)$. 
We prove this by contradiction. Let \( B \subset S^3 \) be a regular neighborhood of the red edge of \( \Gamma(a, b) \) and let \( W = S^3 \setminus \hat{B} \) be the complementary 3–ball. Mark the points of \( \Gamma(a, b) \cap \partial B \) by NE, SE, NW, SW so that a meridian disc for the red edge of \( \Gamma(a, b) \) corresponds to the rational tangle \( \mathcal{R}(1/0) \) and the disc \( E \), along which we unzip \( \Gamma(a, b) \) to produce \( K = 3_1 \# \mathcal{K}(-3/(6(a + b) + 5)) \), corresponds to the rational tangle \( \mathcal{R}(0/1) \). Let \( \tau = K \cap W \).

The isotopy of \( \Gamma(a, b) \) to \( \Gamma(a', b') \) takes \( B \) to a regular neighborhood \( B' \) of the red edge of \( \Gamma(a', b') \). In \( B' \) there is a disc \( D' \) which is along the red edge of \( \Gamma(a', b') \) such that unzipping \( \Gamma(a', b') \) along \( D' \) produces \( (3_1 \# \mathcal{K}(-3/(6(a' + b') + 5))) \). Reversing the isotopy, takes \( D' \) to a disc \( D \subset B \) which is along \( e \). Let \( \mathcal{R}(p/q) \) be the rational tangle corresponding to \( D \). The knot \( K' = \tau \cup \mathcal{R}(p/q) \) is isotopic to the result of unzipping \( \Gamma(a', b') \) along \( D' \) and so \( K' = (3_1 \# \mathcal{K}(-3/(6(a' + b') + 5))) \).

If the disc \( D \) is isotopic to the disc \( E \), the rational tangles \( \mathcal{R}(p/q) \) and \( \mathcal{R}(0/1) \) are equivalent. In which case, \( K \) is isotopic to \( K' \). But this implies that \( a + b = a' + b' \), a contradiction. Thus, the rational tangles \( \mathcal{R}(0/1) \) and \( \mathcal{R}(p/q) \) are distinct (since the discs are not isotopic).

Since \( \tau \cup \mathcal{R}(0/1) \) is the unknot in \( S^3 \), the double branched cover of \( W \) over \( \tau \) is the exterior of a strongly invertible knot \( L \subset S^3 \). Since \( K = \tau \cup \mathcal{R}(0/1) \) and \( K' = \tau \cup \mathcal{R}(p/q) \) are composite knots, the double branched covers of \( S^3 \) over \( K \) and \( K' \) are reducible. In particular there are distinct Dehn surgeries on \( L \) producing reducible manifolds. The surgeries are distinct since \( \mathcal{R}(0/1) \) is not equivalent to \( \mathcal{R}(p/q) \). However this contradicts that the Cabling Conjecture holds for strongly invertible knots [Eudave-Muñoz 1992, Theorem 4]. Proving the claim. \( \square \)

For a pair \( (n, m) \in \mathbb{Z} \times \mathbb{Z} \), let \( S(n, m) \subset \mathbb{Z} \times \mathbb{Z} \) be a subset with the property that for all \( (a, b) \in S(n, m) \), the graph \( \Gamma(a, b) \) is isotopic to the graph \( \Gamma(n, m) \) and which has the property that for all pairs \( (a, b), (a', b') \in S(n, m) \) if \( a + b = a' + b' \), then \( (a, b) = (a', b') \). Observe that \( (n, m) \in S(n, m) \). We will show that for all \( (n, m) \in \mathbb{Z} \times \mathbb{Z} \), the set \( S(n, m) \) has at most three elements.

Suppose, for a contradiction, that there exists \( (n, m) \) such that \( S(n, m) \) has at least 4 distinct elements \( (a_1, b_1), (a_2, b_2), (a_3, b_3), (n, m) \). Each isotopy between any two graphs \( \{\Gamma(a_1, b_1), \Gamma(a_2, b_2), \Gamma(a_3, b_3), \Gamma(n, m)\} \) induces a permutation of the set \( \{B, R, V\} \) of blue, red, and verdant edges. For each \( i \in \{1, 2, 3\} \), choose an isotopy \( f_i \) from \( \Gamma(n, m) \) to \( \Gamma(a_i, b_i) \) and let \( \sigma_i \) be the induced permutation of \( \{B, R, V\} \). By the claim and the definition of \( S(n, m) \) no \( \sigma_i \mid R \) and, whenever \( i \neq j \), the permutation \( \sigma_i \sigma_j^{-1} \) also does not fix \( R \). Hence, \( \sigma_i \neq \sigma_j \) if \( i \neq j \). In the permutations of the set \( \{B, R, V\} \), there are exactly four that do not fix \( R \) and of those, two are transpositions. Thus, without loss of generality, we may assume that \( \sigma_1 \) is a transposition.

Suppose that \( \sigma_1 \) is the transposition \( (B, R, V) \rightarrow (B, V, R) \). Since neither \( \sigma_2 \sigma_1^{-1} \) nor \( \sigma_3 \sigma_1^{-1} \) fixes \( R \) and since \( \sigma_2 \neq \sigma_3 \), the permutations \( \sigma_2 \) and \( \sigma_3 \) are the two permutations taking \( R \) to \( B \). But then the composition \( \sigma_2 \sigma_3^{-1} \) takes \( R \) to \( R \), a contradiction.
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The case when $\sigma_1$ is the transposition $(B, R, V) \to (R, B, V)$ similarly gives rise to a contradiction. Thus, for every $(n, m) \in \mathbb{Z} \times \mathbb{Z}$, the set $S(n, m)$ has at most three elements (including $(n, m)$).

Define a sequence $(n_i)$ in $\mathbb{Z}$ recursively. Let $n_1 \in \mathbb{Z}$ and recall that, by the above, $\Gamma(n_1, 0)$ is a Brunnian theta graph. Assume we have defined $n_1, \ldots, n_i$ so that the graphs $\Gamma(n_j, 0)$ for $1 \leq j \leq i$ are pairwise nonisotopic Brunnian theta graphs. Let $P \subset \mathbb{Z}$ be such that $n \in P$ if and only if $\Gamma(n, 0)$ is isotopic to $\Gamma(n_j, 0)$ for some $1 \leq j \leq i$. Since for each $j$ with $1 \leq j \leq i$ there are at most 3 elements $n$ of $\mathbb{Z}$ such that $\Gamma(n, 0)$ is isotopic to $\Gamma(n_j, 0)$, the set $P$ is finite. Hence, we may choose $n_{i+1} \in \mathbb{Z} \setminus P$. Thus, we may construct a sequence $(n_i)$ in $\mathbb{Z}$ so that the graphs $\Gamma(n_i, 0)$ are pairwise disjoint Brunnian theta graphs.

6. Questions and conjectures

Using the software [Heard 2013], and a lot of patience, it is possible to compute (approximations to) hyperbolic volumes for some of the graphs $G(A, t_1, t_2)$. Our explorations suggest that “most” of the braids $A \in PB(4)$ produce hyperbolic Brunnian theta graphs for all $t_1, t_2 \in \mathbb{Z}$. Indeed, the software suggests that for a “sufficiently complicated” braid $A \in PB(4)$, and for fixed $t_1, t_2$ the volume of the exterior of $G(A^n, t_1, t_2)$ grows linearly in $n$. This is to be contrasted with the belief, based on the Thurston $2\pi$ theorem, that for a fixed $A$ and $t_1$, the volumes of $G(A, t_1, t_2)$ will converge as $t_2 \to \infty$. Furthermore, calculations of hyperbolic volumes using Orb indicate that the graphs $\Gamma(n, m)$ of Theorem 5.1 are likely not Kinoshita–Wolcott graphs. Since the calculations of hyperbolic volume are only approximate and since we can only calculate the volumes of finitely many of the graphs, we do not have a proof of that fact.

These investigations raise the following questions:

(1) For what braids $A \in \ker \phi$ is $G(A, 0, 0)$ a Brunnian theta graph?

(2) Can Litherland’s Alexander polynomial (or some other algebraic invariant) prove that there are infinitely many braids $A \in \ker \phi$ such that $G(A, t_1, t_2)$ is a Brunnian theta graph for some $t_1, t_2 \in \mathbb{Z}$?

(3) Is any one of the Brunnian graphs $\Gamma(n, m)$ a Kinoshita–Wolcott graph?

(4) Are there infinitely many braids $A$ such that the graph $G(A, 0, 0)$ is a Brunnian theta graph which is not a Kinoshita–Wolcott graph? We conjecture the answer to be yes.

(5) For what $A \in \ker \phi$ and $t_1, t_2 \in \mathbb{Z}$ is $G(A, t_1, t_2)$ a hyperbolic Brunnian theta graph? We conjecture that whenever $G(A, t_1, t_2)$ is a Brunnian theta graph, then it is hyperbolic.
(6) Is it true that if $G(A, t_1, t_2)$ is hyperbolic then $G(A^n, t_1, t_2)$ is hyperbolic for all $n \in \mathbb{N}$? Does the hyperbolic volume of the exterior of $G(A^n, t_1, t_2)$ grow linearly in $n$?

Acknowledgements

We thank the attendees at the 2013 Spatial Graphs conference for helpful discussions, particularly Erica Flapan and Danielle O’Donnol. We are also grateful to Ryan Blair, Ilya Kofman, Jessica Purcell, and Maggy Tomova for helpful conversations. This research was partially funded by Colby College.

References


NEW EXAMPLES OF BRUNNIAN THETA GRAPHS


Received: 2015-08-17 Revised: 2015-10-20 Accepted: 2015-10-22

byoungwookjang@gmail.com Department of Mathematics and Statistics, Colby College c/o Scott Taylor, Waterville, ME 04901-8858, United States

abkronau@colby.edu Department of Mathematics and Statistics, Colby College, Waterville, ME 04901-8858, United States

luitelpratap@gmail.com Department of Mathematics and Statistics, Colby College c/o Scott Taylor, Waterville, ME 04901-8858, United States

demedici@colby.edu Department of Mathematics and Statistics, Colby College, Waterville, ME 04901-8858, United States

scott.taylor@colby.edu Department of Mathematics and Statistics, Colby College, 5832 Mayflower Hill, Waterville, ME 04901-8858, United States

zupan@unl.edu Department of Mathematics, University of Nebraska-Lincoln, 1400 R Street, Lincoln, NE 68588, United States

mathematical sciences publishers
Some nonsimple modules for centralizer algebras of the symmetric group
Craig Dodge, Harald Ellers, Yukihide Nakada and Kelly Pohland

(Communicated by Kenneth S. Berenhaut)

James classified the simple modules over the group algebra \( k \Sigma_n \) using modules denoted \( D^\lambda \), where \( \lambda \) is a partition of \( n \). In particular, he showed that \( D^\lambda \) is simple or zero for every partition \( \lambda \) and, furthermore, that for every simple \( k \Sigma_n \)-module \( S \) there exists a partition \( \lambda \) such that \( D^\lambda \cong S \). This paper is an extension of a paper of Dodge and Ellers in which they studied analogous modules \( D^{(\lambda, \mu)} \) over the centralizer algebra \( k \Sigma_{nl} \), where \( \lambda \) is a partition of \( n \) and \( \mu \) a partition of \( l \). For every positive prime \( p \) we find counterexamples to their conjecture that the \( k \Sigma_{nl} \)-modules \( D^{(\lambda, \mu)} \) are always simple or zero, where \( k \) is a field of characteristic \( p \). We also study the relationship between \( D^{(\lambda, \mu)} \) and \( \text{Hom}_{k \Sigma_{nl}}(D^\mu, \text{res}_{\Sigma nl} D^\lambda) \) in special cases.

1. Introduction

Let \( n \) be a positive integer and \( k \) an algebraically closed field of characteristic \( p \). James [1978] studied simple modules over the group algebra \( k \Sigma_n \), where \( \Sigma_n \) is the symmetric group on \( n \) letters. He defined for each partition \( \lambda \vdash n \) the permutation module \( M^\lambda \) with basis consisting of all \( \lambda \)-tabloids. The Specht module \( S^\lambda \) is defined to be the submodule of \( M^\lambda \) generated by polytabloids. The kernel intersection theorem can be used to characterize \( S^\lambda \) as

\[
S^\lambda = \bigcap \{ \ker \varphi \mid \varphi : M^\lambda \rightarrow M^{\lambda'}, \lambda' \triangleright \lambda \},
\]

where \( \triangleright \) is the dominance order on partitions [James 1998, p. 97]. He also defined a bilinear form on \( M^\lambda \) using the set of tabloids as an orthonormal basis and proved in [James 1998, 2.2] using the characterization of \( S^\lambda \) above that

\[
S^\lambda \perp = \sum \{ \text{im} \varphi \mid \varphi : M^{\lambda'} \rightarrow M^\lambda, \lambda' \succ \lambda \}.
\]

MSC2010: 20C05, 20C20.
Keywords: centralizer algebras, symmetric groups, modular representations.
James then defined the module $D^\lambda$ by

$$D^\lambda = S^\lambda / (S^\lambda \cap S^\lambda_\perp)$$

and proved that $D^\lambda$ is always zero or simple, that $D^\lambda \neq 0$ if and only if $\lambda$ is $p$-regular, and that all simple $k\Sigma_n$-modules occur exactly once as $\lambda$ runs through all $p$-regular partitions.

Dodge and Ellers applied similar ideas to study representations of centralizer algebras of the symmetric group. In general, let $G$ be a finite group, let $H$ be a subgroup of $G$, and let $k$ be an algebraically closed field of characteristic $p$. The centralizer algebra $kG^H$ is defined by

$$kG^H = \{a \in kG \mid ah = ha, \forall h \in H\}.$$  

Given a $kG$-module $M$ and a $kH$-module $N$ we can construct a $kG^H$-module in a very natural way. The space

$$\text{Hom}_{kH}(N, \text{res}^G_HM)$$

can be given a natural action by $kG^H$ in the following manner:

$$(a\varphi)(t) = a(\varphi(t))$$

for all $a \in kG^H$, $t \in N$ and $\varphi \in \text{Hom}_{kH}(N, \text{res}^G_HM)$.

Dodge and Ellers [2016] studied the representation theory of $k\Sigma_l^l_n$, where $\Sigma_n$ is the symmetric group on $n$ letters, $l \leq n$, and $\Sigma_l$ is identified with a subgroup of $\Sigma_n$ permuting the first $l$ letters. Here we review the notation and definitions they used. Let $\mu \vdash l$ and $\lambda \vdash n$. Define a dominance relation on such partition pairs $(\lambda, \mu)$ by

$$(\lambda', \mu') \triangleright (\lambda, \mu) \text{ if } \lambda' \triangleright \lambda \text{ or } (\lambda' = \lambda \text{ and } \mu' \triangleright \mu).$$

Define the $k\Sigma_l^l_n$-module

$$M^{(\lambda, \mu)} = (M^\mu, M^\lambda).$$

This module is designed to be analogous to the permutation modules of the symmetric group. They then define the modules

$$S^{(\lambda, \mu)} = \bigcap \{\ker \varphi \mid \varphi : M^{(\lambda, \mu)} \to M^{(\lambda', \mu')}, (\lambda', \mu') \triangleright (\lambda, \mu)\},$$

$$S^{(\lambda, \mu)}_\perp = \sum \{\text{im } \varphi \mid \varphi : M^{(\lambda', \mu')} \to M^{(\lambda, \mu)}, (\lambda', \mu') \triangleright (\lambda, \mu)\},$$

$$D^{(\lambda, \mu)} = S^{(\lambda, \mu)} / (S^{(\lambda, \mu)} \cap S^{(\lambda, \mu)}_\perp).$$

In the above definitions $\varphi$ is a $k\Sigma_l^l_n$-module homomorphism. Note that a bilinear form on $M^{(\lambda, \mu)}$ has not been defined; the notation for the module $S^{(\lambda, \mu)}_\perp$ was chosen to highlight its similarity to $S^\lambda_\perp$ in [James 1978]. Paralleling the approach to the representation theory of $k\Sigma_n$ in [James 1978], Dodge and Ellers [2016] proved that
if $\lambda \vdash n$ and $\mu \vdash l$, and $l < p$, then $D^{(\lambda, \mu)}$ is either simple or zero, in agreement with James’ result. In addition, they showed that

$$D^{(\lambda, \mu)} \cong \text{Hom}_{k\Sigma_l}(D^\mu, \text{res}_{\Sigma_n} D^\lambda)$$

under the same conditions. They conjectured that these facts hold in general when $\lambda$ and $\mu$ are $p$-regular. In this paper we compute explicit examples to test their conjectures.

For all positive prime $p$, we explicitly compute the structures of

$$\text{Hom}_{k\Sigma_p}(D^{(p)}) \text{ res}_{\Sigma_p} D^{(p+2,1)}$$

in Sections 3, 4, and 5 and the structures of $D^{((p+2,1),(p))}$ in Sections 6 and 7. In particular, we show that the space $\text{Hom}_{k\Sigma_p}(D^{(p)}, \text{res}_{\Sigma_p} D^{(p+2,1)})$ is neither simple nor zero and prove the following characterizations of $D^{((p+2,1),(p))}$:

**Proposition 1.1.** Let $k$ be a field of characteristic $p$, where $p \neq 3$. Then

$$D^{((p+2,1),(p))} \cong \text{Hom}_{k\Sigma_p}(D^{(p)}, \text{res}_{\Sigma_p} D^{(p+2,1)})$$

as $k\Sigma_{p+3}$-modules and therefore $D^{((p+2,1),(p))}$ is neither simple nor zero.

**Proposition 1.2.** Let $k$ be a field of characteristic 3. Then

$$D^{((5,1),(3))} \cong \text{Hom}_{k\Sigma_3}(D^{(3)}, \text{res}_{\Sigma_3} D^{(5,1)}) / L$$

as $k\Sigma_6$-modules, where $L$ is a submodule isomorphic to $M^{((6),(3))}$. Moreover, $D^{((5,1),(3))}$ is neither simple nor zero.

Thus neither is simple nor zero for any characteristic $p$, contrary to the conjectures of Dodge and Ellers. In addition, this shows that the isomorphism conjectured above does not hold in characteristic 3. Finally, in Section 9 we show that in characteristic 2 there is no ordering on pairs of partitions for which the conjectures hold when $n = 5$ and $l = 2$.

2. $M^{((p+3),\mu)}$ in arbitrary characteristic $p$

We consider the relationship between the spaces $\text{Hom}_{k\Sigma_p}(D^{(p)}, \text{res}_{\Sigma_p} D^{(p+2,1)})$ and $D^{((p+2,1),(p))}$ when $p$ is a positive prime. Since the pairs of partitions $(\lambda, \mu)$ such that $(\lambda, \mu) \triangleright ((p + 2, 1), (p))$ are those of the form $((p + 3), \mu)$, where $\mu \vdash p$, we first study the modules corresponding to such pairs.

**Proposition 2.1.** Let $k$ be a field of characteristic $p$. Then all modules of the form $M^{((p+3),\mu)}$, where $\mu \vdash p$, are one-dimensional and mutually isomorphic as $k\Sigma_{p+3}$-modules.
Proof. Fix a partition $\mu \vdash p$ and a nonzero tabloid $y_0 \in M(\mu)$. From [James 1978, Theorem 13.19] we know that $M((p+3),\mu)$ is nonzero, so we may choose a nonzero $f \in M((p+3),\mu)$. Since $f(y_0) \in M(p+3) \cong k$, we have

$$f(y_0) = \sigma f(y_0) = f(\sigma y_0)$$

for all $\sigma \in \Sigma_p$, and since $M(\mu)$ is a cyclic $k \Sigma_p$-module generated by any nonzero tabloid, it follows that $f(y) = f(y_0)$ for any tabloid $y \in M(\mu)$. Thus if $f_0 \in M((p+3),\mu)$ is defined by $f_0(y_0) = 1$ then $M((p+3),\mu) = \text{span}\{f_0\}$ as a $k \Sigma_{p+3}$-module. In particular, it is one-dimensional.

We now describe a generating set for $k \Sigma_{p+3}$. From [Kleshchev 2005, Proposition 2.1.1] we have

$$k \Sigma_{p+3} = \langle Z(k \Sigma_p), (p+1 \ p+2), (p+1 \ p+2 \ p+3), L_{p+1}, L_{p+2}, L_{p+3} \rangle,$$

where $Z(k \Sigma_p)$ is the center of $k \Sigma_p$ and $L_k$ is the Jucys–Murphy element defined as

$$L_k = \sum_{1 \leq m < k} (m k).$$

It is well known that $Z(k \Sigma_p)$ is spanned by elements $s_\tau \in k \Sigma_p$ for $\tau$ a partition of $p$, where $s_\tau$ denotes the sum of all elements in $\Sigma_p$ with cycle type corresponding to the partition $\tau$. Let $K_\tau$ denote the conjugacy class corresponding to the partition $\tau$. Since any element of $\Sigma_{p+3}$ acts trivially on the codomain of $\text{Hom}_{k \Sigma_p}(D^\mu, \text{res}_{\Sigma_{p+3}}\ D^{(p+3)}) = M((p+3),\mu)$, we deduce that the action of the module is described by the table

<table>
<thead>
<tr>
<th>Element</th>
<th>$f_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$s_\tau$</td>
<td>$</td>
</tr>
<tr>
<td>$(p+1 \ p+2)$</td>
<td>$f_0$</td>
</tr>
<tr>
<td>$(p+1 \ p+2 \ p+3)$</td>
<td>$f_0$</td>
</tr>
<tr>
<td>$L_{p+1}$</td>
<td>$0$</td>
</tr>
<tr>
<td>$L_{p+2}$</td>
<td>$f_0$</td>
</tr>
<tr>
<td>$L_{p+3}$</td>
<td>$2f_0$</td>
</tr>
</tbody>
</table>

Since our choice of $\mu$ was arbitrary, it follows that all modules of the form $M((p+3),\mu)$ are mutually isomorphic, as claimed. 

3. $\text{Hom}_{k \Sigma_2}(D^{(2)}, \text{res}_{\Sigma_2}^\Sigma D^{(4,1)})$ in characteristic 2

Next we determine the structure of $\text{Hom}_{k \Sigma_2}(D^{(2)}, \text{res}_{\Sigma_2}^\Sigma D^{(4,1)})$. In this and all following sections, when $D^\lambda \cong S^\lambda$ we will identify a coset in $D^\lambda$ with its corresponding element in $S^\lambda$ as an abuse of notation. We first note that $D^{(2)}$ is trivial by definition.
We have that $M^{(4,1)}$ is spanned by
\[
\left\{ \begin{array}{cccc}
\frac{1}{2} & 3 & 4 & 5 \\
\frac{1}{2} & 3 & 4 & 5 \\
\frac{1}{3} & 4 & 5 \\
\frac{1}{4} & 2 & 3 & 5 \\
\frac{1}{5} & 2 & 3 & 4 \\
\end{array} \right\}.
\]

We will denote these tabloids by $x_1, x_2, x_3, x_4, x_5$, respectively. Since $x_2, \ldots, x_5$ correspond to the standard tableau in $M^{(4,1)}$, we know from [James 1978, Theorem 8.4] that the Specht module $S^{(4,1)}$ has basis \{\(x_2 - x_1, x_3 - x_1, x_4 - x_1, x_5 - x_1\)\}. For simplicity we denote each element in this basis by $c_i = x_i - x_1$ for $2 \leq i \leq 5$.

To compute $S^{(4,1)}\perp$, note that since the map $\mathcal{M}((5),(2)) \rightarrow \mathcal{M}((4,1),(2))$ defined by $1 \mapsto x_1 + x_2 + x_3 + x_4 + x_5$ is a $k\Sigma_5\Sigma_2$-module homomorphism, it follows that $x_1 + x_2 + x_3 + x_4 + x_5 \in S^{(4,1)}\perp$. Moreover, since $S^{(4,1)}$ is four-dimensional we can conclude from [James 1978, 1.3] that $S^{(4,1)}\perp$ has dimension 1 and hence that $S^{(4,1)}\perp$ has basis \{\(x_1 + x_2 + x_3 + x_4 + x_5\)\}. Notice that $S^\perp \cap S^{\perp} = 0$, so $D^{(4,1)} \cong S^{(4,1)}$.

Now, fix $z \in D^{(2)}$ with $z \neq 0$, and let
\[
f : D^{(2)} \rightarrow \text{res}_{\Sigma_2}^\Sigma_5 D^{(4,1)}
\]
be defined by
\[
f(z) = a_2 c_2 + a_3 c_3 + a_4 c_4 + a_5 c_5.
\]

Observe that since $D^{(2)} \cong k$ and $k$ is a field of characteristic 2, we have $f \in \text{Hom}_{k\Sigma_2}(D^{(2)}, \text{res}_{\Sigma_2}^\Sigma_5 D^{(4,1)})$ if and only if $[(1) + (12)] f = 0$. Therefore, we need
\[
[(1) + (12)] f(z) = a_2 c_2 + a_3 c_3 + a_4 c_4 + a_5 c_5 - a_2 c_2 \\
+ a_3(c_3 - c_2) + a_4(c_4 - c_2) + a_5(c_5 - c_2) \\
= -a_3 c_2 - a_4 c_2 - a_5 c_2 \\
= -(a_3 + a_4 + a_5)c_2 = 0.
\]

Thus $f$ is a $k\Sigma_2$-module homomorphism exactly when $a_3 + a_4 + a_5 = 0$. Hence $f$ has the form
\[
f(z) = a_2 c_2 + a_3 c_3 + a_4 c_4 + (-a_3 - a_4)c_5 \\
= a_2 c_2 + a_3(c_3 - c_5) + a_4(c_4 - c_5).
\]

Therefore a basis for $\text{Hom}_{k\Sigma_2}(D^{(2)}, \text{res}_{\Sigma_2}^\Sigma_5 D^{(4,1)})$ is
\[
\alpha(z) = c_2 = x_1 + x_2, \quad \beta(z) = c_3 - c_5 = x_3 - x_5, \quad \gamma(z) = c_4 - c_5 = x_4 - x_5.
\]

Next we examine how $k\Sigma_5\Sigma_2$ acts on $\{\alpha, \beta, \gamma\}$. As our generators for $k\Sigma_5\Sigma_2$, we will be using the generating set from Proposition 2.1, namely
\[
k\Sigma_5\Sigma_2 = \langle (1), (12), (34), (345), L_3, L_4, L_5 \rangle.
The action of the module is described by the table

<table>
<thead>
<tr>
<th></th>
<th>α</th>
<th>β</th>
<th>γ</th>
</tr>
</thead>
<tbody>
<tr>
<td>(12)</td>
<td>α</td>
<td>β</td>
<td>γ</td>
</tr>
<tr>
<td>(34)</td>
<td>α</td>
<td>γ</td>
<td>β</td>
</tr>
<tr>
<td>(345)</td>
<td>α</td>
<td>γ − β</td>
<td>−β</td>
</tr>
<tr>
<td>L_3</td>
<td>α</td>
<td>α</td>
<td>0</td>
</tr>
<tr>
<td>L_4</td>
<td>0</td>
<td>γ</td>
<td>α + β</td>
</tr>
<tr>
<td>L_5</td>
<td>0</td>
<td>−α − γ</td>
<td>−α − β</td>
</tr>
</tbody>
</table>

Thus we can see that \( \text{span}\{α\} \) is a submodule of \( \text{Hom}_k \Sigma_2(D(2), \text{res}_{\Sigma_2} D^{(4,1)}) \). Comparing this table with that on page 880 describing \( M((5), (2)) \), we see that \( \text{span}\{α\} \not\cong M((5), (2)) \). The quotient by this one-dimensional submodule has basis \( \{\bar{β}, \bar{γ}\} \), and the action of the module is described by the table

<table>
<thead>
<tr>
<th></th>
<th>( \bar{β} )</th>
<th>( \bar{γ} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>(12)</td>
<td>( \bar{β} )</td>
<td>( \bar{γ} )</td>
</tr>
<tr>
<td>(34)</td>
<td>( \bar{γ} )</td>
<td>( \bar{β} )</td>
</tr>
<tr>
<td>(345)</td>
<td>( \bar{γ} − \bar{β} )</td>
<td>( −\bar{β} )</td>
</tr>
<tr>
<td>L_3</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>L_4</td>
<td>( \bar{γ} )</td>
<td>( \bar{β} )</td>
</tr>
<tr>
<td>L_5</td>
<td>( −\bar{γ} )</td>
<td>( −\bar{β} )</td>
</tr>
</tbody>
</table>

We will show that this is a simple two-dimensional module. If this is not simple, it must contain a one-dimensional submodule. We leave to the reader the easy confirmation that \( \text{span}\{\bar{β}\} \) and \( \text{span}\{\bar{γ}\} \) are not submodules. So suppose \( a_0, a_1 \neq 0 \) and assume for contradiction that the one-dimensional \( k \)-vector space \( \text{span}\{a_0\bar{β} + a_1\bar{γ}\} \) is a submodule. It follows then that

\[(34) + (345))(a_0\bar{β} + a_1\bar{γ}) \in \text{span}\{a_0\bar{β} + a_1\bar{γ}\},\]

so we have

\[(34) + (345))(a_0\bar{β} + a_1\bar{γ}) = a_0(34)\bar{β} + a_1(34)\bar{γ} + a_0(345)\bar{β} + a_1(345)\bar{γ} = a_0\bar{γ} + a_1\bar{β} + a_0\bar{γ} − a_0\bar{β} − a_1\bar{β} = −a_0\bar{β}.

Thus, it must be that \( a_0 = 0 \), a contradiction. Thus, for all \( a_0, a_1 \in k \), we have that \( \text{span}\{a_0\bar{β} + a_1\bar{γ}\} \) is not a submodule of \( \text{Hom}_k \Sigma_2(D(2), \text{res}_{\Sigma_2} D^{(4,1)})/\text{span}\{α\} \), so the quotient is a two-dimensional simple module.
4. Hom$_{k \Sigma_3}(D^{(3)}, \text{res}_{\Sigma_3}^{\Sigma_6} D^{(5,1)})$ in characteristic 3

Let $k$ be a field of characteristic 3. We now determine the structure of

$$\text{Hom}_{k \Sigma_3}(D^{(3)}, \text{res}_{\Sigma_3}^{\Sigma_6} D^{(5,1)}).$$

Notice that $D^{(3)}$ is trivial. We have that $M^{(5,1)}$ is spanned by

$$\begin{vmatrix} 2 & 3 & 4 & 5 & 6 \\ 1 \\ 2 \\ 3 \\ 4 \\ 5 \\ 6 \end{vmatrix} \begin{vmatrix} 1 \\ 2 \\ 3 \\ 4 \\ 5 \\ 6 \end{vmatrix} \begin{vmatrix} 1 \\ 2 \\ 3 \\ 4 \\ 6 \\ 5 \\ 6 \end{vmatrix}.$$

We will again denote these standard tabloids by $x_1, x_2, x_3, x_4, x_5, x_6$, respectively. Since $x_2, \ldots, x_6$ correspond to the standard tableau in $M^{(5,1)}$, we know from [James 1978, Theorem 8.4] that the Specht module $S^{(5,1)}$ is spanned by $\{x_2 - x_1, x_3 - x_1, x_4 - x_1, x_5 - x_1, x_6 - x_1\}$. For simplicity we denote each element in this basis by $c_i = x_i - x_1$ for $2 \leq i \leq 6$. To compute $S^{(5,1)\perp}$, note that since the map $M^{((6),(2))} \to M^{((5,1),(2))}$ defined by $1 \mapsto x_1 + x_2 + x_3 + x_4 + x_5 + x_6$ is a $k \Sigma_3 \Sigma_3$-module homomorphism, it follows that $x_1 + x_2 + x_3 + x_4 + x_5 + x_6 \in S^{(5,1)\perp}$. Moreover, since $S^{(5,1)}$ is five-dimensional, we can conclude from [James 1978, 1.3] that $S^{(5,1)\perp}$ has dimension 1 and hence that $S^{(5,1)\perp}$ has basis $\{x_1 + x_2 + x_3 + x_4 + x_5 + x_6\}$. From this, it is clear that $S^{(5,1)} \cap S^{(5,1)\perp} = 0$, so $D^{(5,1)} \cong S^{(5,1)}$. We now fix $z \in D^{(3)}$ with $z \neq 0$ and let

$$f : D^{(3)} \to \text{res}_{\Sigma_3}^{\Sigma_6} D^{(5,1)}$$

be defined by

$$f(z) = a_2 c_2 + a_3 c_3 + a_4 c_4 + a_5 c_5 + a_6 c_6.$$

Since $\Sigma_3$ is generated by (12) and (13), we have $f \in \text{Hom}_{k \Sigma_3}(D^{(3)}, \text{res}_{\Sigma_3}^{\Sigma_6} D^{(5,1)})$ exactly when $f(z) = (12) f(z)$ and $f(z) = (13) f(z)$. Thus we must have

(12) $f(z) = a_2(-c_2) + a_3(c_3 - c_2) + a_4(c_4 - c_2) + a_5(c_5 - c_2) + a_6(c_6 - c_2)$

$$= (-a_2 - a_3 - a_4 - a_5 - a_6)c_2 + a_3 c_3 + a_4 c_4 + a_5 c_5 + a_6 c_6,$$

so $a_2 = -a_2 - a_3 - a_4 - a_5 - a_6$. Similarly,

(13) $f(z) = a_2(c_2 - c_3) + a_3(-c_3) + a_4(c_4 - c_3) + a_5(c_5 - c_3) + a_6(c_6 - c_3)$

$$= a_2 c_2 + (-a_2 - a_3 - a_4 - a_5 - a_6)c_3 + a_4 c_4 + a_5 c_5 + a_6 c_6,$$

so $a_3 = -a_2 - a_3 - a_4 - a_5 - a_6$. Thus $a_2 = a_3$, and since $a_2 = -a_2 - a_3 - a_4 - a_5 - a_6$ and $k$ has characteristic 3, we get that $0 = a_4 + a_5 + a_6$. Consequently,

$f(z) = a_2 c_2 + a_3 c_3 + a_4 c_4 + a_5 c_5 + a_6 c_6 = a_2(c_2 + c_3) + a_4(c_4 - c_6) + a_5(c_5 - c_6).$

Therefore, we get that $\text{Hom}_{k \Sigma_3}(D^{(3)}, \text{res}_{\Sigma_3}^{\Sigma_6} D^{(5,1)})$ is spanned by $\{\alpha, \beta, \gamma\}$, where

$$\alpha(z) = c_2 + c_3 = x_1 + x_2 + x_3, \quad \beta(z) = c_4 - c_6 = x_4 - x_6, \quad \gamma(z) = c_5 - c_6 = x_5 - x_6.$$


The table describing the action on this basis is

<table>
<thead>
<tr>
<th></th>
<th>(\alpha)</th>
<th>(\beta)</th>
<th>(\gamma)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(12) + (13) + (23)</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>(123) + (132)</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>(45)</td>
<td>2(\alpha)</td>
<td>2(\beta)</td>
<td>2(\gamma)</td>
</tr>
<tr>
<td>(456)</td>
<td>(\alpha)</td>
<td>(\gamma)</td>
<td>(\beta)</td>
</tr>
<tr>
<td>(L_4)</td>
<td>2(\alpha)</td>
<td>(\alpha)</td>
<td>0</td>
</tr>
<tr>
<td>(L_5)</td>
<td>0</td>
<td>(\gamma)</td>
<td>(\alpha + \beta)</td>
</tr>
<tr>
<td>(L_6)</td>
<td>(\alpha)</td>
<td>2(\alpha + \gamma)</td>
<td>2(\alpha + \beta)</td>
</tr>
</tbody>
</table>

From this table we can deduce that \(\text{span}\{\alpha}\) and \(\text{span}\{\alpha + \beta + \gamma\}\) are submodules of \(\text{Hom}_{k\Sigma_3}(D^{(3)}, \text{res}_{\Sigma_3} D^{(5,1)})\). The table describing the action on \(\text{span}\{\alpha + \beta + \gamma\}\) is

<table>
<thead>
<tr>
<th></th>
<th>(\alpha + \beta + \gamma)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(12) + (13) + (23)</td>
<td>0</td>
</tr>
<tr>
<td>(123) + (132)</td>
<td>2((\alpha + \beta + \gamma))</td>
</tr>
<tr>
<td>(45)</td>
<td>(\alpha + \beta + \gamma)</td>
</tr>
<tr>
<td>(456)</td>
<td>(\alpha + \beta + \gamma)</td>
</tr>
<tr>
<td>(L_4)</td>
<td>0</td>
</tr>
<tr>
<td>(L_5)</td>
<td>(\alpha + \beta + \gamma)</td>
</tr>
<tr>
<td>(L_6)</td>
<td>2((\alpha + \beta + \gamma))</td>
</tr>
</tbody>
</table>

Comparing these tables to that on page 880, we see that \(\text{span}\{\alpha\} \not\cong M^{((6),(3))}\) and \(\text{span}\{\alpha + \beta + \gamma\} \cong M^{((6),(3))}\). The corresponding quotient

\[
\text{Hom}_{k\Sigma_3}(D^{(3)}, \text{res}_{\Sigma_3} D^{(5,1)})/(\text{span}\{\alpha\} \oplus \text{span}\{\alpha + \beta + \gamma\})
\]

is one-dimensional with basis \(\{\bar\beta\}\) and the table describing the action on this basis is

<table>
<thead>
<tr>
<th></th>
<th>(\bar\beta)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(12) + (13) + (23)</td>
<td>(\bar0)</td>
</tr>
<tr>
<td>(123) + (132)</td>
<td>2(\bar\beta)</td>
</tr>
<tr>
<td>(45)</td>
<td>2(\bar\beta)</td>
</tr>
<tr>
<td>(456)</td>
<td>(\bar\beta)</td>
</tr>
<tr>
<td>(L_4)</td>
<td>(\bar0)</td>
</tr>
<tr>
<td>(L_5)</td>
<td>2(\bar\beta)</td>
</tr>
<tr>
<td>(L_6)</td>
<td>(\bar\beta)</td>
</tr>
</tbody>
</table>

Note that \(\{\bar\beta\}\) is isomorphic to neither \(\text{span}\{\alpha\}\) nor \(M^{((6),(3))}\).
5. Hom$_{k\Sigma_p}(D^{(p)}, \text{res}^{\Sigma_{p+3}}_{\Sigma_p} D^{(p+2,1)})$ in characteristic $p$

Let $p \geq 5$ be prime, and let $k$ be a field of characteristic $p$. We determine the structure of

$$\text{Hom}_{k\Sigma_p}(D^{(p)}, \text{res}^{\Sigma_{p+3}}_{\Sigma_p} D^{(p+2,1)}).$$

Notice that $D^{(p)}$ is trivial. Using notation similar to that in Sections 3 and 4, $M^{(p+2,1)}$ is spanned by $\{x_1, \ldots, x_{p+3}\}$. From computations entirely analogous to those in characteristics 2 and 3, we know that the Specht module $S^{(p+2,1)}$ has basis $\{c_2, \ldots, c_{p+3}\}$, where $c_i = x_i - x_1$ for $2 \leq i \leq p + 3$, and that $S^{(p+2,1),\perp}$ has dimension 1 with basis $\{x_1 + x_2 + \cdots + x_{p+3}\}$. Consequently $S^{(p+2,1)} \cap S^{(p+2,1),\perp} = 0$ and $D^{(p+2,1)} \cong S^{(p+2,1)}$.

Fix $z \in D^{(p)}$ with $z \neq 0$. Let $f : D^{(p)} \rightarrow \text{res}^{\Sigma_{p+3}}_{\Sigma_p} D^{(p+2,1)}$ be defined by $f(z) = a_2 c_2 + a_3 c_3 + \cdots + a_{p+3} c_{p+3}$. Notice that

$$f \in \text{Hom}_{k\Sigma_p}(D^{(p)}, \text{res}^{\Sigma_{p+3}}_{\Sigma_p} D^{(p+2,1)})$$

if and only if $(12) f(z) = (13) f(z) = \cdots = (1 p) f(z)$ since $\Sigma_p$ is generated by $(12), \ldots, (1 p)$. Since

$$(1 i) f(z) = a_2 (c_2 - c_i) + a_3 (c_3 - c_i) + \cdots + a_i (-c_i) + \cdots + a_{p+3} (c_{p+3} - c_i)$$

and

$$f(z) = a_2 c_2 + a_3 c_3 + \cdots + a_{p+3} c_{p+3},$$

it follows that for all $2 \leq i \leq p$ we must have

$$a_2 (c_2 - c_i) + a_3 (c_3 - c_i) + \cdots + a_i (-c_i) + \cdots + a_{p+3} (c_{p+3} - c_i) = a_2 c_2 + a_3 c_3 + \cdots + a_{p+3} c_{p+3}.$$ 

Simplifying, we have

$$a_i c_i = \left( - \sum_{k=2}^{p+3} a_k \right) c_i,$$

so $a_i = -a_2 - a_3 - \cdots - a_{p+3}$. Since this holds for arbitrary $2 \leq i \leq p$, we get that $a_2 = a_3 = \cdots = a_p$. In particular, substituting this into the above equality with $i = 2$ we have

$$a_{p+1} + a_{p+2} + a_{p+3} = -a_2 - a_3 - \cdots - a_p = -p a_2 = 0$$

since $k$ has characteristic $p$. Hence $f$ must have the form

$$f(z) = a_2 c_2 + a_3 c_3 + \cdots + a_{p+3} c_{p+3}$$

$$= a_2 (c_2 + c_3 + \cdots + c_p) + a_{p+1} (c_{p+1} - c_{p+3}) + a_{p+2} (c_{p+2} - c_{p+3}).$$
From this, we can see that a basis for $\text{Hom}_{k\Sigma_p} (D^{(p)}, \text{res}_{\Sigma_p^{p+3}} D^{(p+2,1)})$ is \{\(\alpha, \beta, \gamma\)}, where
\[
\alpha(z) = c_2 + \cdots + c_p = x_1 + x_2 + \cdots + x_p, \\
\beta(z) = c_{p+1} - c_{p+3} = x_{p+1} - x_{p+3}, \\
\gamma(z) = c_{p+2} - c_{p+3} = x_{p+2} - x_{p+3}.
\]
Recall from Proposition 2.1 that for a partition \(\tau\), we let \(s_\tau\) denote the sum of all elements in \(\Sigma_p\) with cycle type corresponding to \(\tau\) and let \(K_\tau\) denote the conjugacy class corresponding to \(\tau\). Notice that since each element of \(\Sigma_p\) permutes \{1, \ldots, p\}, we can conclude that \(\sigma \alpha = \alpha, \sigma \beta = \beta,\) and \(\sigma \gamma = \gamma\) for any \(\sigma \in \Sigma_p\). From this we can derive the action of \(k\Sigma_p^{p+1}\) on this basis, and the table describing this is

<table>
<thead>
<tr>
<th>(s_\tau)</th>
<th>(\alpha)</th>
<th>(\beta)</th>
<th>(\gamma)</th>
</tr>
</thead>
<tbody>
<tr>
<td>((p+1\ p+2))</td>
<td>(</td>
<td>K_\tau</td>
<td>\alpha)</td>
</tr>
<tr>
<td>((p+1\ p+2\ p+3))</td>
<td>(\alpha)</td>
<td>(\gamma)</td>
<td>(\beta)</td>
</tr>
<tr>
<td>(L_{p+1})</td>
<td>(\alpha)</td>
<td>(\gamma - \beta)</td>
<td>(\gamma - \beta)</td>
</tr>
<tr>
<td>(L_{p+2})</td>
<td>(\gamma)</td>
<td>(\alpha + \beta)</td>
<td>(\gamma)</td>
</tr>
<tr>
<td>(L_{p+3})</td>
<td>(\alpha)</td>
<td>(\alpha - \gamma)</td>
<td>(\alpha - \beta)</td>
</tr>
</tbody>
</table>

Notice that \(\text{span}\{\alpha\}\) is a submodule. Comparing its action to the action described in the table on page 880 we see that \(\text{span}\{\alpha\} \not\cong M^{((p+3),(p))}\). The table describing the action on the corresponding quotient module is

<table>
<thead>
<tr>
<th>(s_\tau)</th>
<th>(\tilde{\beta})</th>
<th>(\tilde{\gamma})</th>
</tr>
</thead>
<tbody>
<tr>
<td>((p+1\ p+2))</td>
<td>(</td>
<td>K_\tau</td>
</tr>
<tr>
<td>((p+1\ p+2\ p+3))</td>
<td>(\tilde{\gamma} - \tilde{\beta})</td>
<td>(\tilde{\gamma} - \tilde{\beta})</td>
</tr>
<tr>
<td>(L_{p+1})</td>
<td>(\tilde{\gamma})</td>
<td>(\tilde{\beta})</td>
</tr>
<tr>
<td>(L_{p+2})</td>
<td>(\tilde{\gamma})</td>
<td>(\tilde{\beta})</td>
</tr>
<tr>
<td>(L_{p+3})</td>
<td>(\tilde{\gamma})</td>
<td>(\tilde{\beta})</td>
</tr>
</tbody>
</table>

We now show that this quotient is simple. Since the quotient is two-dimensional, we can show that it is simple by showing that there are no one-dimensional submodules. We leave it to the reader to confirm that \(\text{span}\{\tilde{\beta}\}\) and \(\text{span}\{\tilde{\gamma}\}\) are not submodules. So let \(a_0, a_1 \neq 0\) and suppose for contradiction that \(\text{span}\{a_0\tilde{\beta} + a_1\tilde{\gamma}\}\) is a submodule. Then
\[
((p+1\ p+2)+(p+1\ p+2\ p+3))(a_0\tilde{\beta}+a_1\tilde{\gamma}) = a_0\tilde{\gamma} + a_1\tilde{\beta} + a_0(\tilde{\gamma} - \tilde{\beta}) + a_1(-\tilde{\beta}) = 2a_0\tilde{\gamma} - a_0\tilde{\beta},
\]
so for some \( c \in k \), we have \( ca_0 = -a_0 \) and \( ca_1 = 2a_0 \). Thus, \( c = -1 \) and \( a_1 = -2a_0 \). Similarly,

\[
((p+1\ p+2)-(p+1\ p+2\ p+3))(a_0\bar{\beta}+a_1\bar{\gamma}) = a_0\bar{\gamma}+a_1\bar{\beta} - a_0(\bar{\gamma} - \bar{\beta}) - a_1(-\bar{\beta}) = (a_0+2a_1)\bar{\beta},
\]

so \( a_0 + 2a_1 = 0 \) since \( a_1 \neq 0 \). Thus, \( a_0 = -2a_1 \), and since \( a_1 = -2a_0 \), we must have \( a_1 = 4a_1 \). For char \( k \neq 3 \) this is a contradiction. Hence, \( \text{span}\{a_0\bar{\beta} + a_1\bar{\gamma}\} \) is not a submodule for all \( a_0, a_1 \in k \) and the quotient is a two-dimensional simple module.

6. \( D((p+2,1),(p)) \) in characteristic \( p \neq 3 \)

In this section we compute the structure of \( D((p+2,1),(p)) \) over a field of characteristic \( p \) when \( p \neq 3 \) and prove Proposition 1.1. To compute the structure of \( D((p+2,1),(p)) \) we will need the following lemma.

**Lemma 6.1.** Let \( A \) be a finite-dimensional \( k \)-algebra, let \( S_1, \ldots, S_n \) be simple \( A \)-modules, and suppose \( K \) and \( L \) are \( A \)-modules with \( L \) having no \( S_i \) as a composition factor and \( K \) having every \( S_i \) as a composition factor. Let \( \varphi : K \to L \) be an \( A \)-module homomorphism, and let \( M \) be minimal among submodules of \( K \) having every \( S_i \) as a composition factor. Then \( M \subseteq \ker \varphi \).

**Proof.** Suppose, for contradiction, that \( M \nsubseteq \ker \varphi \). Then the inclusion \( M \supset \ker \varphi \cap M \) is strict. Refine the filtration \( M \supset (\ker \varphi \cap M) \supset \) into a composition series. Since \( M \) is minimal among submodules of \( K \) having every \( S_i \) as a composition factor, they cannot all belong to the composition series of \( \ker \varphi \cap M \). Thus \( S_1 \), without loss of generality, is a composition factor of \( M/(\ker \varphi \cap M) \). But

\[
M/(\ker \varphi \cap M) \cong \varphi(M) \subseteq L,
\]

so \( S_1 \) is a composition factor of \( L \), a contradiction. \( \square \)

The remainder of this section will be devoted to the proof of Proposition 1.1.

Suppose \( k \) has characteristic \( p \neq 3 \). We first compute a basis for \( M((p+2,1),(p)) \). For each \( 1 \leq i \leq p+3 \), let \( t_i \) be the \((p+2,1)\)-tableau with \( i \) in the second row, and let \( x_i = \{t_i\} \). Then \( \{x_1, \ldots, x_{p+3}\} \) forms a basis for \( M^{(p+2,1)} \).

Let \( 0 \neq z \in M^{(p)} \) and let \( f : M^{(p)} \to \text{res}_{\sum_{\Sigma_p} M^{(p+2,1)}} \) be defined by

\[
f(z) = \sum_{n=1}^{p+3} a_n x_n.
\]

Since the transpositions \((1\ i)\) for \( 1 \leq i \leq p \) generate the group \( \Sigma_p \), for \( f \) to be a \( \Sigma_p \)-homomorphism it is sufficient that \([(1) - (1\ i)]f = 0 \) for all \( 2 \leq i \leq p \). Fix
Thus we must have $a_1 = a_i$. Since this must be true for all $2 \leq i \leq p$, we deduce that $M((p+2,1),(p))$ has a basis $\{\alpha, \beta'_{p+1}, \beta'_{p+2}, \beta'_{p+3}\}$, where

$$\alpha(z) = x_1 + \cdots + x_p, \quad \beta'_{p+2}(z) = x_{p+2},$$

$$\beta'_{p+1}(z) = x_{p+1}, \quad \beta'_{p+3}(z) = x_{p+3}.$$  

From this it is easy to check that

$$\beta_{p+3}(z) = x_{p+1} - x_{p+3},$$

is also a basis for $M((p+2,1),(p))$. The set $\{\alpha, \beta_{p+1}, \beta_{p+2}\}$ can be identified with the basis of $\text{Hom}_{k\Sigma_p}(D(p), \text{res}_{\Sigma_p}^\Sigma_{p+3} D(p+2,1))$ found in Section 5, so we can deduce that

$$N = \text{span}\{\alpha, \beta_{p+1}, \beta_{p+2}\}$$

is a subspace of $M((p+2,1),(p))$ isomorphic to $\text{Hom}_{k\Sigma_p}(D(p), \text{res}_{\Sigma_p}^\Sigma_{p+3} D(p+2,1))$. Furthermore, the table describing the action on $\beta_{p+3}$ is

<table>
<thead>
<tr>
<th>$s_\tau$</th>
<th>$\beta_{p+3}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(p+1, p+2)$</td>
<td>$</td>
</tr>
<tr>
<td>$(p+1, p+2, p+3)$</td>
<td>$\beta_{p+3}$</td>
</tr>
<tr>
<td>$L_{p+1}$</td>
<td>$\beta_{p+3}$</td>
</tr>
<tr>
<td>$L_{p+2}$</td>
<td>$\beta_{p+3}$</td>
</tr>
<tr>
<td>$L_{p+3}$</td>
<td>$2\beta_{p+3}$</td>
</tr>
</tbody>
</table>

so $K = \text{span}\{\beta_{p+3}\}$ is a submodule of $M((p+2,1),(p))$, and comparing this table to that on page 880 we see that it is isomorphic to $M((p+3),(p))$. Hence we have the direct sum decomposition

$$M((p+2,1),(p)) = N \oplus K.$$  

We now compute $D((p+2,1),(p))$. Since we know from Section 5 that the composition factors of $\text{Hom}_{k\Sigma_p}(D(p), D(p+2,1))$ consist of simple modules not isomorphic to $M((p+3),(p))$, it follows from Lemma 6.1 that $N \subseteq \ker \phi$ for every
\( \varphi: M((p+2,1),(p)) \rightarrow M((p+3),(p)) \), so that \( N \subseteq S((p+2,1),(p)) \). The reverse inclusion follows from the fact that \( N \) is the kernel of the projection of \( M((p+2,1),(p)) \) onto \( K \cong M((p+3),(p)) \). Hence
\[
S((p+2,1),(p)) = N.
\]

We can deduce that \( K \subseteq S((p+2,1),(p))) \) since \( K \) is the image of the map
\[
M((p+3),(p)) \rightarrow M((p+2,1),(p))
\]
consisting of the isomorphism to \( K \) followed by injection. For the reverse inclusion, let \( \varphi: M((p+3),(p)) \rightarrow M((p+2,1),(p)) \) be nonzero. Since \( \text{im}\varphi \cong M((p+3),(p)) \) by Schur’s lemma and \( K \) is the only composition factor of \( M((p+2,1),(p)) \) isomorphic to \( M((p+3),(p)) \), we must have \( \text{im}\varphi = K \). Consequently \( K \subseteq S((p+2,1),(p))) \) by definition. Thus
\[
S((p+2,1),(p))) = K.
\]

Since \( K \cap N = \{0\} \), we have
\[
D((p+2,1),(p)) = S((p+2,1),(p)) / \{0\} \cong N \cong \text{Hom}_{k\Sigma_p}(D(p), \text{res}_{\Sigma_p}^p D(p+2,1))
\]
as claimed. We showed in Sections 3 and 5 that \( \text{Hom}_{k\Sigma_p}(D(p), \text{res}_{\Sigma_p}^p D(p+2,1)) \) was neither simple nor zero for \( p \neq 3 \), and so the same must be true of \( D((p+2,1),(p)) \).

7. \( D((5,1),(3)) \) in characteristic 3

In this section we compute the structure of \( D((5,1),(3)) \) over a field of characteristic 3 and prove Proposition 1.2. This module has a structure different from the analogous modules \( D((p+2,1),(p)) \) in other characteristics because the spanning set \( \{\alpha, \beta_{p+1}, \beta_{p+2}, \beta_{p+3}\} \) in \( M((p+2,1),(p)) \) fails to be linearly independent in characteristic 3. The remainder of this section will be devoted to the proof of Proposition 1.2.

The method used in the proof of Proposition 1.1 to find a basis for \( M((p+2,1),(p)) \) works when \( p = 3 \), so we have a basis
\[
\alpha(z) = x_1 + x_2 + x_3, \quad \beta_4'(z) = x_4, \quad \beta_5'(z) = x_5, \quad \beta_6'(z) = x_6
\]
for \( M((5,1),(3)) \). However, since
\[
(x_1 + x_2 + x_3) + (x_4 - x_6) + (x_5 - x_6) = x_1 + x_2 + x_3 + x_4 + x_5 - 2x_6
\]
\[
= x_1 + x_2 + x_3 + x_4 + x_5 + x_6
\]
in characteristic 3, the set \( \{\alpha, \beta_{p+1}, \beta_{p+2}, \beta_{p+3}\} \) used for the characteristic \( p \neq 3 \) case in Section 6 fails to be independent. Thus we use the basis
\[
\alpha(z) = x_1 + x_2 + x_3, \quad \beta_4(z) = x_4 - x_6, \quad \beta_5(z) = x_5 - x_6, \quad \gamma_6(z) = x_6.
\]
The set \( \{ \alpha, \beta_4, \beta_5 \} \) can be identified with the basis of \( \text{Hom}_{k \Sigma_3}(D(3), \text{res}_{\Sigma_3}^\Sigma_6 D^{(5,1)}) \) found in Section 4. Thus we can deduce that \( N = \text{span}\{ \alpha, \beta_4, \beta_5 \} \) is a submodule of \( M^{((5,1),(3))} \) isomorphic to \( \text{Hom}_{k \Sigma_3}(D(3), \text{res}_{\Sigma_3}^\Sigma_6 D^{(5,1)}) \). The corresponding quotient has basis \( \{ \gamma_6 \} \) and the table describing the action on this basis is

<table>
<thead>
<tr>
<th></th>
<th>( \gamma_6 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>(12) + (13) + (23)</td>
<td>0</td>
</tr>
<tr>
<td>(123) + (132)</td>
<td>( 2\gamma_6 )</td>
</tr>
<tr>
<td>(45)</td>
<td>( \gamma_6 )</td>
</tr>
<tr>
<td>(456)</td>
<td>( \gamma_6 )</td>
</tr>
<tr>
<td>( L_4 )</td>
<td>0</td>
</tr>
<tr>
<td>( L_5 )</td>
<td>( \gamma_6 )</td>
</tr>
<tr>
<td>( L_6 )</td>
<td>( 2\gamma_6 )</td>
</tr>
</tbody>
</table>

Comparing this table with that on page 880 we see that \( \text{span}\{ \beta_6 \} \cong M^{((6),(3))} \).

We now compute \( D^{((5,1),(3))} \). Recall that \( \text{Hom}_{k \Sigma_3}(D(3), \text{res}_{\Sigma_3}^\Sigma_6 D^{(5,1)}) \) has two composition factors \( S_1 \) and \( S_2 \) not isomorphic to \( M^{((6),(3))} \), so that the same is true of \( N \). Since \( N \) is the kernel of the projection \( M^{((5,1),(3))} \to M^{((5,1),(3))}/N \cong M^{((6),(3))} \), we have \( S^{((5,1),(3))} \subseteq N \). To show the reverse inclusion, fix a homomorphism \( \varphi : M^{((5,1),(3))} \to M^{((6),\mu)} \), where \( \mu \vdash 3 \); by Proposition 2.1 we know that \( M^{((6),\mu)} \cong \text{res}_{k \Sigma_6}^{k \Sigma_3} k \). Suppose \( \varphi(\beta_4') = a \). Then

\[
\varphi(\alpha) = \varphi(L_4 x) = L_4 a = 0,
\varphi(\beta_4) = \varphi((1 - (46))\beta_4') = (1 - (46))a = 0,
\varphi(\beta_5) = \varphi(((45) - (46))\beta_4') = ((45) - (46))a = 0,
\]

so \( \varphi(N) = 0 \). Thus \( N \subseteq \ker \varphi \), and since our choice of \( \varphi \) was arbitrary, it follows that \( N \subseteq S^{((5,1),(3))} \). Consequently

\[
S^{((5,1),(3))} = N.
\]

From Section 4 we know that \( \text{Hom}_{k \Sigma_3}(D(3), \text{res}_{\Sigma_3}^\Sigma_6 D^{(5,1)}) \) has a submodule \( L \) isomorphic to \( M^{((6),(3))} \). Since

\[
N \cong \text{Hom}_{k \Sigma_3}(D(3), \text{res}_{\Sigma_3}^\Sigma_6 D^{(5,1)}),
\]
it follows that \( N \) also has a corresponding submodule \( K \) isomorphic to \( \mathcal{M}^{((6),(3))} \). We can deduce that \( K \subseteq S^{((5,1),(3))} \) since \( K \) is the image of the map
\[
\mathcal{M}^{((6),(3))} \to \mathcal{M}^{((5,1),(3))}
\]
consisting of the isomorphism to \( K \) followed by injection. Since the image of any homomorphism \( \mathcal{M}^{((6),(3))} \to \mathcal{M}^{((5,1),(3))} \) must be isomorphic to \( \mathcal{M}^{((6),(3))} \) and the only composition factor of \( N \) isomorphic to \( \mathcal{M}^{((6),(3))} \) is \( K \), it follows that
\[
S^{((5,1),(3))} \cap S^{((5,1),(3))}_\perp = K.
\]
Thus
\[
\mathcal{D}^{((5,1),(3))} = N / K \cong \text{Hom}_{k \Sigma_3}(D^{(3)}, \text{res}_{\Sigma_3} D^{(5,1)}) / L
\]
as claimed.

8. \( \mathcal{M}^{(\lambda,\mu)} \) for \( \lambda \vdash 5, \mu \vdash 2 \)

The above computations show that in every positive characteristic there are pairs of partitions \((\lambda, \mu)\) for which \( \mathcal{D}^{(\lambda,\mu)} \) is neither simple nor zero, as conjectured in [Dodge and Ellers 2016]. However, it may be the case that this may be fixed by choosing a different ordering on pairs of partitions; that is, it may be the case that there exists a different ordering on pairs of partitions for which \( \mathcal{D}^{(\lambda,\mu)} \) is always simple or zero. In this section we use the computer algebra system Magma [Bosma et al. 1997] to generate the structure of the \( k \Sigma_5^2 \)-module \( \mathcal{M}^{(\lambda,\mu)} \) when \( \lambda \vdash 5 \) and \( \mu \vdash 2 \), and in the next section use this information to show that there does not exist any such ordering in characteristic 2.

We will treat the cases when \( \mu = (2) \) and \( \mu = (1^2) \) separately.

Case 1: \( \mu = (1^2) \). Since \( \mathcal{M}^{(1^2)} \cong k \Sigma_2 \) as \( k \Sigma_2 \)-modules, we have
\[
\mathcal{M}^{(\lambda,1^2)} = \text{Hom}_{k \Sigma_2}(k \Sigma_2, \text{res}_{\Sigma_2} M^\lambda) \cong \text{res}_{\Sigma_2} M^\lambda
\]
so we may compute in \( M^\lambda \). This can be defined in Magma as a \( k \Sigma_5 \)-module through the command
\[
K := \text{PERMUTATIONMODULE}(\text{SYM}(5), \text{YOUNGSUBGROUP}(\lambda : \text{FULL} := 5), \text{GF}(2));
\]
However, we wish to define \( \mathcal{M}^{(\lambda,1^2)} \) as a \( k \Sigma_5^2 \)-module. To do this we will find the matrices of the action of the generators of \( k \Sigma_5^2 \) on the basis of \( M^\lambda \), and then create a module over the matrix algebra that they generate.

Given an \( x \in k \Sigma_5^2 \) we may find the matrix of \( x \) acting on the basis of \( M^\lambda \) through the function
\[
\text{mapmatrix} := \text{func}<x | \text{MATRIX}(\text{GF}(2), \text{DIMENSION}(K), \text{DIMENSION}(K),
[(\text{VECTORSPACE}(\text{GF}(2), \text{DIMENSION}(K)) ! (K.i * x)) : i \text{ in } \{1..\text{DIMENSION}(K)}])>;
\]
This function simply creates the matrix of $x$ in the natural way. Magma has a default basis for $K$, namely the elements $K.i$ for $1 \leq i \leq \dim K$. Thus, for the $i$-th basis vector $K.i$ of $K$, we find $K.i \ast x$ in terms of the basis of $K$ and set it as the $i$-th row of the matrix.

We will be using the generating set for $k \Sigma^2$ given in Section 3, namely

$$k \Sigma^2 = \{(12), (34), (345), L_3, L_4, L_5\}.$$ 

Using the function `mapmatrix` we can create the matrix algebra generated by the matrices of the actions of these generators through the command

$$A := \text{MATRIX}\text{ALGEBRA}<\text{GF}(2), \text{DIMENSION}(K)|$$

$\text{mapmatrix}((\text{SYM}(5) \uparrow (1,2))),$

$\text{mapmatrix}((\text{SYM}(5) \uparrow (3,4))),$

$\text{mapmatrix}((\text{SYM}(5) \uparrow (3,4,5))),$

$\text{mapmatrix}((\text{SYM}(5) \uparrow (1,3))) + \text{mapmatrix}((\text{SYM}(5) \uparrow (2,3))),$

$\text{mapmatrix}((\text{SYM}(5) \uparrow (1,4))) +$

$\text{mapmatrix}((\text{SYM}(5) \uparrow (2,4))) + \text{mapmatrix}((\text{SYM}(5) \uparrow (3,4))),$

$\text{mapmatrix}((\text{SYM}(5) \uparrow (1,5))) + \text{mapmatrix}((\text{SYM}(5) \uparrow (2,5))) +$

$\text{mapmatrix}((\text{SYM}(5) \uparrow (3,5))) + \text{mapmatrix}((\text{SYM}(5) \uparrow (4,5))) >;$

We can then generate $M(\lambda, (2))$ as a $k \Sigma^2$-module through the command

$$M := \text{RMODULE}(A);$$

and find its constituents with multiplicities via

$$\text{CONSTITUENTSWITHMULTIPLICITIES}(M);$$

**Case 2:** $\mu = (2)$. We first find a basis for $M(\lambda, (2))$.

**Proposition 8.1.** Suppose $k$ is a field of characteristic 2, let $\lambda \vdash 5$, and fix a nonzero $z \in M(2) \cong k$. Then the functions defined by

$$f_x(z) = \begin{cases} 
  x + (12)x & \text{if } x \neq (12)x, \\
  x & \text{if } x = (12)x,
\end{cases}$$

where $x$ is a $\lambda$-tabloid, constitute a basis for $M(\lambda, (2))$.

**Proof.** The independence of the functions $f_x$ follows immediately from the independence of the tableau in $M^{\lambda}$. Fix a nonzero $z \in M(2) \cong k$ and let

$$f : M(2) \to \text{res}_{\Sigma^2}^{\Sigma^5} M^{\lambda}$$

be defined by

$$f(z) = \sum_{x \text{ a } \lambda\text{-tabloid}} a_x x.$$
To have \( f \in \mathcal{M}(\lambda, (2)) \) it is necessary and sufficient that \([(1) - (12)]f(z) = 0\). Thus we need

\[
0 = [(1) - (12)]f(z) = \sum_{x \text{ a } \lambda\text{-tabloid}} a_x x - \sum_{x \text{ a } \lambda\text{-tabloid}} a_x (12)x
= \sum_{x \text{ a } \lambda\text{-tabloid}} a_x x - \sum_{x \text{ a } \lambda\text{-tabloid}} a_{12}x x = \sum_{x \text{ a } \lambda\text{-tabloid}} (a_x - a_{12}x)x.
\]

Thus we must have \( a_x = a_{12}x \) for all \( x \). This means that \( f(x) \) is a linear combination of the functions \( f_x(x) \), as needed. \( \square \)

As before, we generate \( K = M^\lambda \) as a permutation module over \( k \Sigma_5 \). To find a basis for \( \mathcal{M}(\lambda, (2)) \) we first create a list consisting of sums of elements which are mapped to each other via the transposition \((12)\). We accomplish this through the procedure below:

\[
\text{BAISSET} := \langle \rangle; \text{BAISSETGEN} := \text{procedure} \left( \sim \text{BAISSET}, K \right) \text{ for } i \text{ in } \{1 \ldots \text{DIMENSION}(K)\} \text{ do } \begin{array}{l}
\text{if } K.i + K.i*(\text{SYM}(5) \! (1,2)) \text{ eq } \text{ZERO}(K) \text{ then } \text{APPEND}(\sim \text{BAISSET}, K.i); \\
\text{elseif } K.i + K.i*(\text{SYM}(5) \! (1,2)) \text{ in } \text{BAISSET} \text{ then } \text{print} \text{"Skip"}; \\
\text{else } \text{APPEND}(\sim \text{BAISSET}, K.i + K.i*(\text{SYM}(5) \! (1,2)))); \\
\end{array} \text{end procedure}; \text{BAISSETGEN}(\sim \text{BAISSET}, K); \]

For every basis element \( K.i \) of \( K \), we add \( K.i((1) + (1, 2)) \) to the list BasisGen of basis elements if \( K.i((1) + (1, 2)) \) is nonzero and \( K.i \) if it is zero. This constitutes a basis for \( \mathcal{M}(\lambda, (2)) \) by Proposition 8.1. The elsif statement excludes duplicate basis elements.

Having created a list of basis elements for \( \mathcal{M}(\lambda, (2)) \), we create the space spanned by them as a subspace of the vector space of appropriate dimension. We can do this through

\[
W := \text{sub}<\text{VECTORSPACE}(<\text{GF}(2), \text{DIMENSION}(K)>) \mid \text{ELTSEQ}(s) : s \text{ in } \text{BAISSET}>; \]

The Eltseq command coerces each basis element into a tuple so that it can be embedded into the vector space.

Although our basis vectors are now elements of a vector space and not a permutation module, we can still act on them by elements of \( k \Sigma_5 \) by coercing vectors
in $W$ back into $M^\lambda$. We exploit this property to find the matrix of the action of generators of $k \Sigma_5 \Sigma_2$ on $M^{(\lambda, \mu)}$ as follows:

$$A := \text{MATRIX}\text{ALGEBRA} < \text{GF}(2), \text{DIMENSION}(W) |$$

$$\text{MATRIX}(\text{GF}(2), \text{DIMENSION}(W), \text{DIMENSION}(W), \text{COORDINATES}(W, W) ! (\begin{array}{l}
(K | \text{BASIS}(W)[i]) \ast (\text{SYM}(5) | (1, 2))) \\
\quad : i \text{ in } \{1 \ldots \text{DIMENSION}(W)\}\} ,$$

$$\text{MATRIX}(\text{GF}(2), \text{DIMENSION}(W), \text{DIMENSION}(W), \text{COORDINATES}(W, W) ! (\begin{array}{l}
(K | \text{BASIS}(W)[i]) \ast (\text{SYM}(5) | (3, 4))) \\
\quad : i \text{ in } \{1 \ldots \text{DIMENSION}(W)\}\} ,$$

$$\text{MATRIX}(\text{GF}(2), \text{DIMENSION}(W), \text{DIMENSION}(W), \text{COORDINATES}(W, W) ! (\begin{array}{l}
(K | \text{BASIS}(W)[i]) \ast (\text{SYM}(5) | (1, 3)) + \\
(K | \text{BASIS}(W)[i]) \ast (\text{SYM}(5) | (2, 3))) \\
\quad : i \text{ in } \{1 \ldots \text{DIMENSION}(W)\}\} ,$$

$$\text{MATRIX}(\text{GF}(2), \text{DIMENSION}(W), \text{DIMENSION}(W), \text{COORDINATES}(W, W) ! (\begin{array}{l}
(K | \text{BASIS}(W)[i]) \ast (\text{SYM}(5) | (1, 4)) + \\
(K | \text{BASIS}(W)[i]) \ast (\text{SYM}(5) | (2, 4)) + \\
(K | \text{BASIS}(W)[i]) \ast (\text{SYM}(5) | (3, 4))) \\
\quad : i \text{ in } \{1 \ldots \text{DIMENSION}(W)\}\} > ;$$

$$\text{MATRIX}(\text{GF}(2), \text{DIMENSION}(W), \text{DIMENSION}(W), \text{COORDINATES}(W, W) ! (\begin{array}{l}
(K | \text{BASIS}(W)[i]) \ast (\text{SYM}(5) | (1, 5)) + \\
(K | \text{BASIS}(W)[i]) \ast (\text{SYM}(5) | (2, 5)) + \\
(K | \text{BASIS}(W)[i]) \ast (\text{SYM}(5) | (3, 5)) + \\
(K | \text{BASIS}(W)[i]) \ast (\text{SYM}(5) | (4, 5))) \\
\quad : i \text{ in } \{1 \ldots \text{DIMENSION}(W)\}\} > ;$$

The principle is identical to the algorithm used in the case $\mu = (1^2)$. The only difference is that we are working in the intermediary vector space $W$ rather than directly in $M^\lambda$.

Having generated the algebra, we can define the desired module and find its constituents with multiplicities as before.

9. Alternative partial orders

The structures of $M^{(\lambda, \mu)}$ when $\lambda \vdash 5$ and $\mu \vdash 2$ are compiled in the Appendix. The key piece of information we will use is that $M^{(\lambda, \mu)}$ has at least three composition factors, except when $(\lambda, \mu) = ((5), (2))$ or $(\lambda, \mu) = ((5), (1^2))$, in which case we have $M^{((5),(2))} \cong M^{((5),(1^2))}$ and both are one-dimensional. In particular, when
(λ, μ) is neither ((5), (2)) nor ((5), (1^2)), we know that \( M^{(\lambda, \mu)} \) has two composition factors nonisomorphic to \( M^{((5), (2))} \).

Using this fact, we prove the following:

**Proposition 9.1.** In characteristic 2, there exists no ordering on pairs of partitions (λ, μ) for which \( D^{(\lambda, \mu)} \) is always simple or zero.

**Proof.** Let \( \triangleright \) be an arbitrary total order on pairs of partitions and let \((\lambda_0, \mu_0)\) be the most dominant partition such that \((\lambda_0, \mu_0)\) is not \((((5), (2)))\) or \(((5), (1^2)))\). If \((\lambda_0, \mu_0)\) is the most dominant partition then by definition \( D^{(\lambda_0, \mu_0)} \cong S^{(\lambda_0, \mu_0)} = M^{(\lambda_0, \mu_0)} \), so \( D^{(\lambda, \mu)} \) is neither simple nor zero. Otherwise \((\lambda_0, \mu_0)\) is dominated by \(((5), (2)))\) or \(((5), (1^2)))\) or both. Then since \( M^{(\lambda_0, \mu_0)} \) has two composition factors not isomorphic to \( M^{((5), (2))) \cong M^{((5), (1^2))) \), it follows from [Dodge and Ellers 2016, 1.2] that \( D^{(\lambda_0, \mu_0)} \) has two composition factors not isomorphic to \( M^{((5), (2))) \cong M^{((5), (1^2))) \). In particular it is neither simple nor zero, as claimed. □

10. Concluding remarks

In Sections 6 and 7 we showed that the conjecture that \( D^{(\lambda, \mu)} \) is always simple or zero fails in every positive characteristic \( p \), while Section 9 shows that in general a different choice of partial orders will not correct the conjecture. However, in every example computed in this paper \( D^{(\lambda, \mu)} \) has had at most two composition factors, and they have always been distinct. This suggests that there may still be a bound on the composition length of \( D^{(\lambda, \mu)} \), even if it is not one as conjectured by Dodge and Ellers.

In [Danz et al. 2013], Danz, Ellers, and Murray answered in the negative the question of whether the \( FG^H \)-module \( \text{Hom}_{FH} (S, \text{res}_{FH}^G T) \) is always simple or zero for \( G \) a finite group and \( H \) a subgroup, \( F \) a field of positive characteristic, \( S \) a simple \( FH \)-module, and \( T \) a simple \( FG \)-module. However, it was still open whether there were counterexamples when \( FG \) and \( FH \) were symmetric group algebras. Our computations in Sections 3, 4, and 5 provided examples of spaces of the form \( \text{Hom}_{k^G} (D^\mu, \text{res}_{\Sigma_l}^n D^\lambda) \) which were neither simple nor zero, answering this question in the negative as well. The space described in Section 4 has also provided a counterexample to the conjecture that \( D^{(\lambda, \mu)} \cong \text{Hom}_{k^G} (D^\mu, \text{res}_{\Sigma_l}^n D^\lambda) \) when \( \mu \vdash l \) and \( \lambda \vdash n \), as demonstrated in Section 7. However, unlike the conjecture on the simplicity of \( D^{(\lambda, \mu)} \), we have only been able to provide a counterexample in characteristic 3: the computations in Section 6 are in agreement with the conjecture. Although we have shown that isomorphism cannot hold in general, it may be the case that \( D^{(\lambda, \mu)} \) is always isomorphic to a quotient of \( \text{Hom}_{k^G} (D^\mu, \text{res}_{\Sigma_l}^n D^\lambda) \).

Finally, Dodge and Ellers [2016] established that every simple \( k^G \Sigma_l \)-module appears as a composition factor of some \( D^{(\lambda, \mu)} \). Though we have shown that those simple modules are not the modules \( D^{(\lambda, \mu)} \) themselves, our calculations may give
hints as to how the simple modules appear as composition factors of the $\mathcal{D}(\lambda, \mu)$. In particular, in our calculations the modules $\mathcal{D}(\lambda, \mu)$ always have a simple head. Thus it is possible that the simple modules appear as simple heads of the $\mathcal{D}(\lambda, \mu)$, in the same way that the simple $k \Sigma_n$-modules $D^\lambda$ appear as the simple heads of the Specht module $S^\lambda$ when $\lambda$ is $p$-regular.

Appendix: $\mathcal{M}(\lambda, \mu)$ when $\lambda \vdash 5$ and $\mu \vdash 2$

<table>
<thead>
<tr>
<th>$\mathcal{M}(\lambda, \mu)$</th>
<th>$d$</th>
<th>Multiplicity</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{M}((5),(2))$</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$\mathcal{M}((5),(1^2))$</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$\mathcal{M}((4,1),(2))$</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>$\mathcal{M}((4,1),(1^2))$</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>$\mathcal{M}((3,1,1),(2))$</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>$\mathcal{M}((3,1,1),(1^2))$</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>$\mathcal{M}((2,2,1),(2))$</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\mathcal{M}(\lambda, \mu)$</th>
<th>$d$</th>
<th>Multiplicity</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{M}((2,2,1),(1^2))$</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>$\mathcal{M}((2,1,1,1),(2))$</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>8</td>
</tr>
<tr>
<td>$\mathcal{M}((2,1,1,1),(1^2))$</td>
<td>1</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>16</td>
</tr>
<tr>
<td>$\mathcal{M}((1^3),(2))$</td>
<td>1</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>8</td>
</tr>
<tr>
<td>$\mathcal{M}((1^3),(1^2))$</td>
<td>1</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>24</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>32</td>
</tr>
</tbody>
</table>

Table 1. The constituents of $\mathcal{M}(\lambda, \mu)$ are modules of dimension $d$ (given in the middle column) over GF(2) with corresponding multiplicities given in the third column.
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