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#### Abstract

In this paper, we introduce the $k \times n$ (with $k \leq n$ ) truncated, supplemented Pascal matrix, which has the property that any $k$ columns form a linearly independent set. This property is also present in Reed-Solomon codes; however, Reed-Solomon codes are completely dense, whereas the truncated, supplemented Pascal matrix has multiple zeros. If the maximum distance separable code conjecture is correct, then our matrix has the maximal number of columns (with the aforementioned property) that the conjecture allows. This matrix has applications in coding, network coding, and matroid theory.


## 1. Introduction

Finite field linear algebra is an import branch of linear algebra. Instead of using the infinite field $\mathbb{R}$, it uses linearly independent vectors consisting of a finite number of elements, which can be represented by a finite number of bits. It has thus motivated many practical coding techniques, such as Reed-Solomon codes [1960] and linear network coding [Li et al. 2003; Ho et al. 2006]. It is also closely related to structural matroid theory through matroid representability [Oxley 2011; Oxley et al. 1996; El Rouayheb et al. 2010; Yu et al. 2014].

One of the most important problems in finite field linear algebra is finding the size of the largest set of vectors over a $k$-dimensional finite field such that every subset of $k$ vectors is linearly independent [Ball 2012; Ball and De Beule 2012]. From a matrix perspective, the problem is described as:

Problem 1.1. Consider a finite field $\mathbb{F}_{q}$, where $q=p^{h}$, for $p$ a prime and $h a$ nonnegative integer. Given a positive integer $k$, what is the largest integer $n$ such that there exists a $k \times n$ matrix $\boldsymbol{H}$ over $\mathbb{F}_{q}$, in which every set of $k$ columns is linearly independent?

[^0]Such a matrix, upon its existence, could be the generator matrix of an $[n, k]$ maximum distance separable (MDS) code [Lin and Costello 2004], which can correct up to $d=n-k$ bits of erasures or $t=d / 2$ bits of errors. We will thus refer to $\boldsymbol{H}$ as an MDS matrix. Its existence also determines the representability of uniform matroids, which we will discuss in detail in Section 4C. The maximal value of $n$, according to the MDS conjecture, is $q+1$, unless $q=2^{h}$ and $k=3$ or $k=q-1$, in which case $n \leq q+2$. This conjecture has been recently proved for any $q=p$ in [Ball 2012; Ball and De Beule 2012], but a complete proof of it remains open.

Therefore, it is crucial to understand the construction of $k \times(q+1)$ MDS matrices. In coding theory literature, many construction algorithms have been proposed to meet certain coding requirements. However, their computational complexity is not necessarily satisfactory. On one hand, multiplications and additions over large finite fields are required in the matrix construction. On the other hand, the resultant MDS matrix may have low sparsity (or high density), which is measured by the number of zeros in the matrix. Low sparsity can be translated into higher encoding and decoding complexity. It is an open question how these algorithms can be generalized and provide new insights into related fields, such as network coding theory and matroid theory.

In this paper, we investigate the above problems by first proposing in Section 2 a new type of MDS matrix called a supplemented Pascal matrix. A supplemented Pascal matrix can be generated by additions and, in particular, without multiplications. It also has guaranteed number of zero entries for high sparsity. We will prove that a supplemented Pascal matrix is an MDS matrix in Section 3. We will then extend our results into a general code construction framework in Section 4A, and then discuss its applications to network coding theory and matroid theory in Sections 4B and 4C, respectively.

## 2. Definitions

For clarity we should first label the elements of a finite field. Henceforth, let $p$ be a prime and $h$ be a nonnegative integer. A finite field $\mathbb{F}_{q}$ contains $q=p^{h}$ elements, each represented by a polynomial $g(x)=\sum_{i=0}^{h-1} \beta_{i} x^{i}$, whose coefficients are $\left\{\beta_{i}\right\}_{i=0}^{h-1} \in[0, p-1]$. The elements $g(x)$ take on distinct values between 0 and $q-1$ at $x=p$, which can be used as an intuitive index of the elements. Specifically, we define a index function $\sigma_{q}(n)$ :

Definition 2.1. For any integer $n \in[0, q-1], \sigma_{q}(n)$ is the element of $\mathbb{F}_{q}$ whose polynomial coefficients satisfy $\sum_{i=0}^{h-1} \beta_{i} p^{i}=n$.

For example, given $q=2^{3}$, we have $\sigma_{q}(0)=0, \sigma_{q}(1)=1$, and $\sigma_{q}(5)=x^{2}+1$.

Based on $\sigma_{q}(n)$, we define a finite field binomial polynomial $f_{m, q}(n)$ :

$$
f_{m, q}(n)= \begin{cases}1=\left[\sigma_{q}(n)\right]^{m}, & m=0  \tag{1}\\ \prod_{i=1}^{m} \frac{\sigma_{q}(n)-\sigma_{q}(i-1)}{\sigma_{q}(i)}, & m>0\end{cases}
$$

where $\{m, n\} \in[0, q-1]$ are nonnegative integers. Intuitively, $f_{m, q}(n)$ is a polynomial in $\sigma_{q}(n)$ of degree $m$.

Based on $f_{m, q}(n)$, we introduce the key matrix in this paper, called the Pascal matrix:

Definition 2.2. Define the matrix $\boldsymbol{P}_{q}$ over $\mathbb{F}_{q}$ as the $q \times q$ matrix with elements $\boldsymbol{P}_{q}(m, n)=f_{m, q}(n)$ :

$$
\boldsymbol{P}_{q}=\left[\begin{array}{cccc}
f_{0, q}(0) & f_{0, q}(1) & \cdots & f_{0, q}(q-1)  \tag{2}\\
f_{1, q}(0) & f_{1, q}(1) & \cdots & f_{1, q}(q-1) \\
\vdots & \vdots & \ddots & \vdots \\
f_{q-1, q}(0) & f_{q-1, q}(1) & \cdots & f_{q-1, q}(q-1)
\end{array}\right]
$$

Note that $f_{m, q}(n)=0$ for $m>n$ and so $\boldsymbol{P}_{q}$ is an upper-triangular Pascal matrix. For brevity, we simply call it the Pascal matrix.

Note that the matrix index starts from 0.
Example 2.3. When $q=2^{2}=4$, we have

$$
\boldsymbol{P}_{4}=\left[\begin{array}{cccc}
1 & 1 & 1 & 1 \\
0 & 1 & x & x+1 \\
0 & 0 & 1 & x+1 \\
0 & 0 & 0 & 1
\end{array}\right]
$$

Our considered matrix $\boldsymbol{P}_{q}$ is named after Pascal because its entries are binomial coefficients, which is the same as the traditional Pascal matrix, except that the field applied here is $\mathbb{F}_{q}$, as opposed to $\mathbb{Z}_{\geq 0}$ in the traditional case. Indeed, when $q=p$, the matrix $\boldsymbol{P}_{p}$ is equal to the traditional Pascal matrix modulo $p$.

Example 2.4. When $q=p=5$, the traditional Pascal matrix $\boldsymbol{P}_{5, T}$ and our Pascal matrix $\boldsymbol{P}_{5}$ are given by

$$
\boldsymbol{P}_{5, T}=\left[\begin{array}{lllll}
1 & 1 & 1 & 1 & 1 \\
0 & 1 & 2 & 3 & 4 \\
0 & 0 & 1 & 3 & 6 \\
0 & 0 & 0 & 1 & 4 \\
0 & 0 & 0 & 0 & 1
\end{array}\right] \quad \text { and } \quad \boldsymbol{P}_{5}=\left[\begin{array}{ccccc}
1 & 1 & 1 & 1 & 1 \\
0 & 1 & 2 & 3 & 4 \\
0 & 0 & 1 & 3 & 1 \\
0 & 0 & 0 & 1 & 4 \\
0 & 0 & 0 & 0 & 1
\end{array}\right]
$$

Indeed, the construction of the Pascal matrix over $\mathbb{F}_{p}$ shares the same additive formula as the traditional Pascal matrix. Explicitly, $\boldsymbol{P}_{p}(m, n)=\boldsymbol{P}_{p}(m-1, m-1)+$ $\boldsymbol{P}_{p}(m, n-1)$ for every pair of $\{m, n\} \in[1, q-1]$ (note that addition is modulo $p$ ). This idea appears in Section 4B.

Definition 2.5. The truncated Pascal matrix $\boldsymbol{P}_{q, k}$ is the Pascal matrix $\boldsymbol{P}_{q}$ truncated to the first $k$ rows.

Example 2.6. Consider the matrix $\boldsymbol{P}_{5}$ given in Example 2.4. The truncated Pascal matrix $\boldsymbol{P}_{5,2}$ is given by

$$
\boldsymbol{P}_{5,2}=\left[\begin{array}{lllll}
1 & 1 & 1 & 1 & 1 \\
0 & 1 & 2 & 3 & 4
\end{array}\right] .
$$

Definition 2.7. A supplemented Pascal matrix, denoted by $\boldsymbol{H}_{q, k}$, is a truncated Pascal matrix $\boldsymbol{P}_{q, k}$ appended with a column vector $\boldsymbol{s}_{k}$, which has a one in the bottom entry and zeros everywhere else:

$$
\boldsymbol{H}_{q, k}=\left[\begin{array}{l|l} 
& 0  \tag{3}\\
U_{q, k} & \vdots \\
& 1
\end{array}\right] .
$$

Example 2.8. Supplementing the matrix $\boldsymbol{P}_{5,2}$ in Example 2.6 gives

$$
\boldsymbol{H}_{5,2}=\left[\begin{array}{llllll}
1 & 1 & 1 & 1 & 1 & 0 \\
0 & 1 & 2 & 3 & 4 & 1
\end{array}\right] .
$$

Our supplemented Pascal matrix has a desirable property, namely:
Theorem 2.9. Any $k$ columns of $\boldsymbol{H}_{q, k}$ are linearly independent.

## 3. Proof of Theorem 2.9

We will first prove the following property of $\boldsymbol{P}_{q, k}$, and then prove that $\boldsymbol{H}_{q, k}$ preserves this property.

Lemma 3.1 (truncation lemma). Any $k$ columns of $\boldsymbol{P}_{q, k}$ are linearly independent.
Proof. We first note that $\boldsymbol{P}_{q}$ (and thus $\boldsymbol{P}_{q, k}$ ) has the important property that all the entries in the $m$-th row (recall $m$ begins at 0 ) are defined by the same polynomial $f_{m, q}(n)$, which is a polynomial in $\sigma_{q}(n)$ of degree $m$. Recall also that $\boldsymbol{P}_{q}$ (and thus $\left.\boldsymbol{P}_{q, k}\right)$ is upper-triangular. Indeed, we have that $f_{m, q}(n)$ has $m$ roots in $\mathbb{F}_{q}$ (counting multiplicity). Consequently, the first $m$ entries of the $m$-th row are all zeros.

Given a truncated Pascal matrix $\boldsymbol{P}_{q, k}$, suppose there exist $k$ distinct values of $n$ such that the columns $\left\{n_{0}, n_{1}, \ldots, n_{k-1}\right\}$ of $\boldsymbol{P}_{q, k}$ constitute a linearly dependent
set. In other words, there exists a $k \times k$ submatrix $\boldsymbol{M}$ of $\boldsymbol{P}_{q, k}$,

$$
\boldsymbol{M}=\left[\begin{array}{cccc}
f_{0, q}\left(n_{0}\right) & f_{1, q}\left(n_{1}\right) & \cdots & f_{1, q}\left(n_{k-1}\right)  \tag{4}\\
f_{1, q}\left(n_{0}\right) & f_{2, q}\left(n_{1}\right) & \cdots & f_{2, q}\left(n_{k-1}\right) \\
\vdots & \vdots & \ddots & \vdots \\
f_{k-1, q}\left(n_{0}\right) & f_{k-1, q}\left(n_{1}\right) & \cdots & f_{k-1, q}\left(n_{k-1}\right)
\end{array}\right],
$$

whose rank is smaller than $k$.
If this is the case, then there must exist a nonzero vector $\left[a_{0}, a_{1}, \ldots, a_{k-1}\right] \in \mathbb{F}_{q}$ such that $\boldsymbol{a} \boldsymbol{M}=\boldsymbol{z}$, where $\boldsymbol{z}=\left[z_{0}, z_{1}, \ldots, z_{k-1}\right]=[0,0, \ldots, 0]$ :

$$
\left[a_{0}, a_{1}, \ldots, a_{k-1}\right] \boldsymbol{M}=[0,0, \ldots, 0] .
$$

Recall that the $m$-th row of $\boldsymbol{P}_{q, k}$ (and thus $\boldsymbol{M}$ ) is defined by $f_{m, q}(n)$. Correspondingly, $z$ is defined by

$$
f_{q}^{\prime}(n) \triangleq \sum_{m=0}^{k-1} \alpha_{m} f_{m, q}(n),
$$

where $0=z(i)=f_{q}^{\prime}\left(n_{i}\right)=0$ for all $i \in[0, k-1]$. We also note that the degree of $f_{q}^{\prime}(n)$ is at most $k-1$, because the highest degree of its summands is the degree of $f_{k-1, q}(n)$ with a value of $k-1$.

Therefore if the columns $\left\{n_{0}, n_{1}, \ldots, n_{k-1}\right\}$ of $\boldsymbol{P}_{q, k}$ constitute a linearly dependent set, then we will obtain a polynomial $f_{q}^{\prime}(n)$ such that

- its degree is at most $k-1$;
- it has $k$ roots, whose values are $\left\{\sigma_{q}\left(n_{0}\right), \sigma_{q}\left(n_{1}\right), \ldots, \sigma_{q}\left(n_{k-1}\right)\right\}$.

However, with a degree of at most $k-1, f_{q}^{\prime}(n)$ can only have at most $k-1$ roots unless $f_{q}^{\prime}(n)=0$, which is not the case because $\boldsymbol{a}$ is nonzero. Hence, $f_{q}^{\prime}(n)$ does not exist, and thus our hypothesis is invalid. Therefore, every $k$ columns of $\boldsymbol{P}_{q, k}$ are linearly independent. Thus Lemma 3.1 is proved.

Since $\boldsymbol{H}_{q, k}$ is constructed by appending $\boldsymbol{s}_{k}$ to $\boldsymbol{P}_{q, k}$, to prove Theorem 2.9 we only need to prove that any $k-1$ columns of $\boldsymbol{P}_{q, k}$ and $\boldsymbol{s}_{k}$ together never constitute a linearly dependent set. To see this, we can simply use $\boldsymbol{s}_{k}$ to linearly cancel the first $q$ entries in the last row of $\boldsymbol{H}_{q, k}$. This will transform $\boldsymbol{H}_{q, k}$ from (3) into

$$
\boldsymbol{H}_{q, k}^{\prime}=\left[\begin{array}{ccc|c} 
& & & 0  \tag{5}\\
\boldsymbol{P}_{q, k-1} & 0 \\
& & & \vdots \\
0 & \cdots & 0 & 1
\end{array}\right],
$$

which indicates that $\boldsymbol{s}_{k}$ is orthogonal to all the other columns of $\boldsymbol{H}_{q, k}^{\prime}$. Then, by applying the truncation lemma to $\boldsymbol{P}_{q, k-1}$, we know that every $k-1$ out of the first $q$ columns of $\boldsymbol{H}_{q, k}^{\prime}$ are linearly independent. Adding $\boldsymbol{s}_{k}$ to them will yield a linearly independent set of $k$. Theorem 2.9 is thus proved.

## 4. Applications

4A. Coding theory. The truncation lemma can be immediately generalized to any appropriately defined $k \times n$ matrix over $\mathbb{F}_{q}$ that satisfies (1) $n \leq q$, and (2) the $m$-th row ( $m \in[0, k-1]$ ) is defined by a polynomial of degree $m$. For example, by setting $f_{m, q}(n)=\sigma_{q}(n)^{m-1}$, we can obtain a $k \times n$ matrix over $\mathbb{F}_{q}$ such that every set of $k$ columns is a linearly independent set. Indeed, this matrix is the generator matrix $\boldsymbol{G}$ of an $[n, k]$ Reed-Solomon code:

$$
\left[\begin{array}{cccc}
\sigma_{q}(1)^{0} & \sigma_{q}(2)^{0} & \cdots & \sigma_{q}(n)^{0} \\
\sigma_{q}(1) & \sigma_{q}(2) & \cdots & \sigma_{q}(n) \\
\sigma_{q}(1)^{2} & \sigma_{q}(2)^{2} & \cdots & \sigma_{q}(n)^{2} \\
\vdots & \vdots & \ddots & \vdots \\
\sigma_{q}(1)^{k-1} & \sigma_{q}(2)^{k-1} & \cdots & \sigma_{q}(n)^{k-1}
\end{array}\right] .
$$

Then by appending $s_{k}$, we can obtain an $[n+1, k]$ extended Reed-Solomon code. Therefore, our polynomial approach is a general approach of constructing nontrivial [ $n, k$ ] MDS codes. It also indicates that the maximum length of any MDS code is at least $q+1$ for any $k \leqslant q$. This result is in agreement with the MDS conjecture [Ball 2012; Ball and De Beule 2012].

Among all the possible constructions, the supplemented Pascal matrix $\boldsymbol{H}_{q, k}$ enjoys a high sparsity, which is the number of zeros in the matrix. Higher sparsity is advantageous, because it generally leads to easier encoding/decoding. However, the sparsity has an upper bound. In the following lemma, we will prove that $\boldsymbol{H}_{q, k}$ approximates this bound with a factor of $\frac{1}{2}$ :

Lemma 4.1 (matrix sparsity). The number of zeros in the supplemented Pascal matrix $\boldsymbol{H}_{q, k}$ is $\frac{1}{2}$ of the maximum sparsity of any $[n, k]$ code.

Proof. Since any $k \times k$ submatrix of $\boldsymbol{G}$ has a rank of $k$, there is no all-zero row in this matrix. Hence, there are at most $k-1$ zeros in each row of $\boldsymbol{G}$, and at most $k^{2}-k$ zeros in total. Recall that in $\boldsymbol{H}_{q, k}$ the $m$-th row has $m+1$ zeros for $m \in[0, k-2]$ and the $(k-1)$-th row has $k-1$ zeros. The total number of zeros is $\frac{1}{2}\left(k^{2}+k-2\right)$.

4B. Network coding theory. Network coding (NC) is a class of packet-based coding techniques. Consider a block of $K \geq 1$ data packets $\left\{\boldsymbol{x}_{k}\right\}_{k=0}^{K-1}$, each containing $L$ bits of information. NC treats these data packets as $K$ variables, and sends in the $u$-th $\left(u \in \mathbb{Z}_{\geq 0}\right)$ transmission a linear combination $\boldsymbol{y}_{u}$ of all of them:

$$
\begin{equation*}
\boldsymbol{y}_{u}=\sum_{k=0}^{K-1} \alpha_{k, u} \boldsymbol{x}_{k} \tag{6}
\end{equation*}
$$

where coefficients $\left\{\alpha_{k, u}\right\}_{k=0}^{K-1}$ are elements of a finite field $\mathbb{F}_{q}$.

Ideally, NC is able to allow any receiver that has received any $K$ coded packets to decode all the $K$ data packets by solving a set of $K$ linear equations. To this end, the associated coefficient matrix $\boldsymbol{C}$, where

$$
\boldsymbol{C}=\left[\begin{array}{ccc}
\alpha_{0,0} & \alpha_{0,1} & \cdots  \tag{7}\\
\alpha_{1,0} & \alpha_{1,1} & \cdots \\
\vdots & \vdots & \\
\alpha_{K-1,0} & \alpha_{K-1,1} & \cdots
\end{array}\right]
$$

must satisfy that every set of $K$ columns of it is a linearly independent set. Once this condition is met, NC is able to achieve the optimal throughput in wireless broadcast scenarios [Yu et al. 2014].

However, it is highly nontrivial to meet this condition, which hinders the implementation of NC. First, to guarantee the linear independence, the sender chooses coefficients randomly from a sufficiently large $\mathbb{F}_{q}$ [Lucani et al. 2009; Heide et al. 2009] or regularly collects receiver feedback to make online coding decisions [Fragouli et al. 2007]. While a large $\mathbb{F}_{q}$ incurs heavy computational loads, collecting feedback could be expensive or even impossible in certain circumstances, such as time-division-duplex satellite communications [Lucani et al. 2009]. Second, to enable the decoding, coding coefficients must be attached to each coded packet, which constitute $\left\lceil K \log _{2} q\right\rceil$ bits of overhead in each transmission. When $q$ is large and $L$ is small, the throughput loss due to the overhead may overwhelm all the other benefits of NC.

These practical shortages of NC can be easily overcome by the proposed supplemented Pascal matrix. By choosing a sufficiently large $p$ and letting $\boldsymbol{C}=\boldsymbol{H}_{p, K}$, we obtain an NC that is both computational friendly (only operations modulo $p$ ) and feedback-free. Moreover, for the receivers to retrieve the coding coefficients, the sender only needs to attach the index $u$ to the $u$-th packet, rather than attaching the complete coefficients. Furthermore, the additive formula for Pascal matrix may enable efficient progressive coding/decoding algorithms, which could be our future research direction.

4C. Matroid theory. A matroid $\mathcal{M}=(E, \mathcal{I})$ is a finite collection of elements called the ground set, $E$, paired with its comprehensive set of independent subsets, $\mathcal{I}$. A uniform matroid $U_{n}^{k}$ has $|E|=n$ and the property that any subset of size $k$ of $E$ is an element of $\mathcal{I}$ and no subset of size $k+1$ is in $\mathcal{I}$. $U_{n}^{k}$ is called $q$-representable if there is a $k \times n$ matrix such that every $k$ columns of it are linearly independent over $\mathbb{F}_{q}$. Corollary 4.2 (representability of uniform matroid). Any uniform matroid $U_{n}^{k}$ that satisfies $n \leqslant q+1$ is $q$-representable by any $n$ columns of $\boldsymbol{H}_{q, k}$.

It is known that any uniform matroid $U_{n}^{k}$ that satisfies $n \leqslant q+1$ is $q$-representable [Oxley 2011; Ball 2015; Reed and Solomon 1960]; one can obtain another construction from Reed-Solomon codes. $\boldsymbol{H}_{q, k}$ is just another, sparse example.

## 5. Conclusion

In this paper, we proposed the supplemented Pascal matrix, whose first $k$ rows are an MDS matrix over $\mathbb{F}_{q}$ for any prime power $q$ and positive integer $k \leqslant q$. Our construction can be potentially generalized to a framework that enables lowcomplexity MDS code constructions and encoding/decoding as well. Our matrix can overcome some practical shortages of network coding and, thus, enables highperformance wireless network coded packet broadcast. Our matrix is in agreement with existing results on the representability of uniform matroids, while also providing new insights into this topic. In the future, we intend to study Pascal-based network coding algorithms. We are also interested in applying our results to other fields such as projective geometry and graph theory.

## References

[Ball 2012] S. Ball, "On sets of vectors of a finite vector space in which every subset of basis size is a basis", J. Eur. Math. Soc. 14:3 (2012), 733-748. MR Zbl
[Ball 2015] S. Ball, Finite geometry and combinatorial applications, London Mathematical Society Student Texts 82, Cambridge Univ. Press, 2015. MR Zbl
[Ball and De Beule 2012] S. Ball and J. De Beule, "On sets of vectors of a finite vector space in which every subset of basis size is a basis, II", Des. Codes Cryptogr. 65:1-2 (2012), 5-14. MR Zbl
[El Rouayheb et al. 2010] S. El Rouayheb, A. Sprintson, and C. Georghiades, "On the index coding problem and its relation to network coding and matroid theory", IEEE Trans. Inform. Theory 56:7 (2010), 3187-3195. MR
[Fragouli et al. 2007] C. Fragouli, D. Lun, M. Medard, and P. Pakzad, "On feedback for network coding", pp. 248-252 in CISS '07, Annual Conference on Information Sciences and Systems 41, IEEE, Piscataway, NJ, 2007.
[Heide et al. 2009] J. Heide, M. V. Pedersen, F. H. P. Fitzek, and T. Larsen, "Network coding for mobile devices: systematic binary random rateless codes", pp. 1-6 in IEEE International Conference on Communications Workshops (Dresden, 2009), IEEE, Piscataway, NJ, 2009.
[Ho et al. 2006] T. Ho, M. Médard, R. Koetter, D. R. Karger, M. Effros, J. Shi, and B. Leong, "A random linear network coding approach to multicast", IEEE Trans. Inform. Theory 52:10 (2006), 4413-4430. MR Zbl
[Li et al. 2003] S.-Y. R. Li, R. W. Yeung, and N. Cai, "Linear network coding", IEEE Trans. Inform. Theory 49:2 (2003), 371-381. MR Zbl
[Lin and Costello 2004] S. Lin and D. J. Costello, Error control coding, fundamentals and applications, 2nd ed., Pearson, Upper Saddle River, NJ, 2004. Errata by E. Agrell available at arXiv 1101.2575. Zbl
[Lucani et al. 2009] D. E. Lucani, M. Medard, and M. Stojanovic, "Random linear network coding for time-division duplexing: field size considerations", pp. 1-6 in GLOBECOM 2009: IEEE Global Telecommunications Conference (Honolulu, 2009), edited by M. Ulema, IEEE, Piscataway, NJ, 2009.
[Oxley 2011] J. Oxley, Matroid theory, 2nd ed., Oxford Graduate Texts in Mathematics 21, Oxford Univ. Press, 2011. MR Zbl
[Oxley et al. 1996] J. Oxley, D. Vertigan, and G. Whittle, "On inequivalent representations of matroids over finite fields", J. Combin. Theory Ser. B 67:2 (1996), 325-343. MR Zbl
[Reed and Solomon 1960] I. S. Reed and G. Solomon, "Polynomial codes over certain finite fields", J. Soc. Indust. Appl. Math. 8:2 (1960), 300-304. MR Zbl
[Yu et al. 2014] M. Yu, P. Sadeghi, and N. Aboutorab, "On deterministic linear network coded broadcast and its relation to matroid theory", pp. 536-540 in 2014 IEEE Information Theory Workshop (Hobart, 2014), IEEE, Piscataway, NJ, 2014.

Received: 2016-02-17 Revised: 2016-07-21 Accepted: 2016-12-15

| mikwa@umich.edu | Department of Nuclear Engineering and Radiological Sciences <br> and Department of Mathematics, University of Michigan, <br> Ann Arbor, MI, United States |
| :--- | :--- |
| damelin@umich.edu | Mathematical Reviews, The American Mathematical Society, <br>  <br> Ann Arbor, MI, United States |
| jeffjeff@umich.edu | Department of Mathematics, University of Michigan, <br> Ann Arbor, MI, United States |
| ming.yu@anu.edu.au | College of Engineering and Computer Science, <br> Australian National University, Canberra, Australia |

# involve 

msp.org/involve

## INVOLVE YOUR STUDENTS IN RESEARCH

Involve showcases and encourages high-quality mathematical research involving students from all academic levels. The editorial board consists of mathematical scientists committed to nurturing student participation in research. Bridging the gap between the extremes of purely undergraduate research journals and mainstream research journals, Involve provides a venue to mathematicians wishing to encourage the creative involvement of students.

## MANAGING EDITOR

Kenneth S. Berenhaut Wake Forest University, USA
BOARD OF EDITORS

| Colin Adams | Williams College, USA | Suzanne Lenhart | University of Tennessee, USA |
| :---: | :---: | :---: | :---: |
| John V. Baxley | Wake Forest University, NC, USA | Chi-Kwong Li | College of William and Mary, USA |
| Arthur T. Benjamin | Harvey Mudd College, USA | Robert B. Lund | Clemson University, USA |
| Martin Bohner | Missouri U of Science and Technology, | USA Gaven J. Martin | Massey University, New Zealand |
| Nigel Boston | University of Wisconsin, USA | Mary Meyer | Colorado State University, USA |
| Amarjit S. Budhiraja | U of North Carolina, Chapel Hill, USA | Emil Minchev | Ruse, Bulgaria |
| Pietro Cerone | La Trobe University, Australia | Frank Morgan | Williams College, USA |
| Scott Chapman | Sam Houston State University, USA | Mohammad Sal Moslehian | Ferdowsi University of Mashhad, Iran |
| Joshua N. Cooper | University of South Carolina, USA | Zuhair Nashed | University of Central Florida, USA |
| Jem N. Corcoran | University of Colorado, USA | Ken Ono | Emory University, USA |
| Toka Diagana | Howard University, USA | Timothy E. O'Brien | Loyola University Chicago, USA |
| Michael Dorff | Brigham Young University, USA | Joseph O'Rourke | Smith College, USA |
| Sever S. Dragomir | Victoria University, Australia | Yuval Peres | Microsoft Research, USA |
| Behrouz Emamizadeh | The Petroleum Institute, UAE | Y.-F. S. Pétermann | Université de Genève, Switzerland |
| Joel Foisy | SUNY Potsdam, USA | Robert J. Plemmons | Wake Forest University, USA |
| Errin W. Fulp | Wake Forest University, USA | Carl B. Pomerance | Dartmouth College, USA |
| Joseph Gallian | University of Minnesota Duluth, USA | Vadim Ponomarenko | San Diego State University, USA |
| Stephan R. Garcia | Pomona College, USA | Bjorn Poonen | UC Berkeley, USA |
| Anant Godbole | East Tennessee State University, USA | James Propp | U Mass Lowell, USA |
| Ron Gould | Emory University, USA | Józeph H. Przytycki | George Washington University, USA |
| Andrew Granville | Université Montréal, Canada | Richard Rebarber | University of Nebraska, USA |
| Jerrold Griggs | University of South Carolina, USA | Robert W. Robinson | University of Georgia, USA |
| Sat Gupta | U of North Carolina, Greensboro, USA | Filip Saidak | U of North Carolina, Greensboro, USA |
| Jim Haglund | University of Pennsylvania, USA | James A. Sellers | Penn State University, USA |
| Johnny Henderson | Baylor University, USA | Andrew J. Sterge | Honorary Editor |
| Jim Hoste | Pitzer College, USA | Ann Trenk | Wellesley College, USA |
| Natalia Hritonenko | Prairie View A\&M University, USA | Ravi Vakil | Stanford University, USA |
| Glenn H. Hurlbert | Arizona State University,USA | Antonia Vecchio | Consiglio Nazionale delle Ricerche, Italy |
| Charles R. Johnson | College of William and Mary, USA | Ram U. Verma | University of Toledo, USA |
| K. B. Kulasekera | Clemson University, USA | John C. Wierman | Johns Hopkins University, USA |
| Gerry Ladas | University of Rhode Island, USA | Michael E. Zieve | University of Michigan, USA |

PRODUCTION<br>Silvio Levy, Scientific Editor

Cover: Alex Scorpan
See inside back cover or msp.org/involve for submission instructions. The subscription price for 2018 is US $\$ 190 /$ year for the electronic version, and $\$ 250 /$ year ( $+\$ 35$, if shipping outside the US) for print and electronic. Subscriptions, requests for back issues and changes of subscriber address should be sent to MSP.
Involve (ISSN 1944-4184 electronic, 1944-4176 printed) at Mathematical Sciences Publishers, 798 Evans Hall \#3840, c/o University of California, Berkeley, CA 94720-3840, is published continuously online. Periodical rate postage paid at Berkeley, CA 94704, and additional mailing offices.

Involve peer review and production are managed by EditFLOw ${ }^{\circledR}$ from Mathematical Sciences Publishers.

# involve 2018 vol. 11 no. 2 

Finding cycles in the $k$-th power digraphs over the integers modulo a prime ..... 181
Greg Dresden and Wenda Tu
Enumerating spherical $n$-links ..... 195
Madeleine Burkhart and Joel Foisy
Double bubbles in hyperbolic surfaces ..... 207
Wyatt Boyer, Bryan Brown, Alyssa Loving and Sarah Tammen
What is odd about binary Parseval frames?219
Zachery J. Baker, Bernhard G. Bodmann, Micah G. Bullock, Samantha N. Branum and Jacob E. McLaney
Numbers and the heights of their happiness ..... 235
May Mei and Andrew Read-McFarland
The truncated and supplemented Pascal matrix and applications ..... 243
Michael Hua, Steven B. Damelin, Jeffrey Sun and Mingchao Yu
Hexatonic systems and dual groups in mathematical music theory ..... 253
Cameron Berry and Thomas M. Fiore
On computable classes of equidistant sets: finite focal sets ..... 271
Csaba Vincze, Adrienn Varga, Márk Oláh, László Fórián and SÁNDOR LÔRINC
Zero divisor graphs of commutative graded rings ..... 283
Katherine Cooper and Brian Johnson
The behavior of a population interaction-diffusion equation in its subcritical regime ..... 297
Mitchell G. Davis, David J. Wollkind, Richard A. Cangelosi and Bonni J. Kealy-Dichone
Forbidden subgraphs of coloring graphs ..... 311
Francisco Alvarado, Ashley Butts, Lauren Farquhar and Heather M. Russell
Computing indicators of Radford algebras ..... 325
Hao Hu, Xinyi Hu, Linhong Wang and Xingting Wang
Unlinking numbers of links with crossing number 10 ..... 335
Lavinia Bulai
On a connection between local rings and their associated graded algebras ..... 355Justin Hoffmeier and Jiyoon Lee


[^0]:    MSC2010: primary 05B30, 05B35, 94B25; secondary 05B05, 05B15, 11K36, 11 T 71.
    Keywords: matroid, Pascal, network, coding, code, MDS, maximum distance separable.
    Hua and Sun gratefully acknowledge support from the National Science Foundation under grants $0901145,1160720,1104696$. Damelin was supported by the American Mathematical Society.

