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On the minuscule representation of type Bn

William J. Cook and Noah A. Hughes

(Communicated by Ravi Vakil)

We study the action of the Weyl group of type Bn acting as permutations on the
set of weights of the minuscule representation of type Bn (also known as the spin
representation). Motivated by a previous work, we seek to determine when cycle
structures alone reveal the irreducibility of these minuscule representations. After
deriving formulas for the simple reflections viewed as permutations, we perform
a series of computer-aided calculations in GAP. We are then able to establish
that, for certain ranks, the irreducibility of the minuscule representation cannot
be detected by cycle structures alone.

1. Introduction

The original motivation for this project was to extend results found in [Cook et al.
2005]. In that paper the authors present a constructive method for solving the inverse
problem in differential Galois theory. This problem seeks to determine if certain
groups can appear as differential Galois groups of systems of linear differential
equations and, if so, given that group, determine such a system of equations.

In [Cook et al. 2005] the authors present a construction which relies on the
existence of minuscule modules whose irreducibility can be detected by examining
the cycle structures of the corresponding Weyl group viewed as permutations of
weights. While each simple Lie algebra has infinitely many isomorphism classes
of finite-dimensional irreducible representations, not every simple Lie algebra
possesses a minuscule representation. Those which do, have only a handful.

Minuscule representations have the interesting property that all of their weights
lie in a single Weyl group orbit. This then implies that all of the weight spaces are
1-dimensional. The irreducibility of such a module is guaranteed by the transitive
action of the Weyl group. We set out to find when this transitivity (and thus
irreducibility) can be seen from the cycle structures of the Weyl group elements
(viewed as permutations) alone.

MSC2010: primary 17B10; secondary 20F55.
Keywords: Lie algebra, minuscule representation, Weyl group.
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The authors in [Cook et al. 2005] were able to show that each algebra of type An

(n ≥ 1), Cn (n ≥ 3), Dn (n ≥ 4), E6, or E7 possesses a minuscule representation
having the desired property. Since E8, F4, and G2 have no minuscule representations
at all, these cases must be discarded. This leaves type Bn as the final case to be
considered. Using calculations performed in Maple (a computer algebra system),
the authors were able to show that B2, B3, B5, and B7 have a conforming minuscule
representation. They also showed that B4’s irreducibility cannot be seen from cycle
structures alone. The status of the other type-Bn cases were left open.

In this paper, we focus on simple Lie algebras of type Bn . Such algebras have
only one minuscule representation which is also known as the spin representation.
After some introductory material, we explicitly determine the action of the Weyl
group of type Bn on the weights of its minuscule representation. We then produce
results obtained from calculations performed in [GAP 2017]; our code can be
found in the online supplement. We are able to show that the irreducibility of
the minuscule representation of type Bn can be detected by cycle structures alone
when n = 1, 2, 3, 5, and 7 and that irreducibility cannot be detected when n =
4, 6, 8, 9, . . . , 14. We conjecture that this continues to be true for all higher ranks
as well.

2. Simple Lie algebras

We give a brief account of the background needed to discuss minuscule represen-
tations. We recommend [Erdmann and Wildon 2006] for a gentle introduction to
this material or the texts [Humphreys 1972] and [Carter 2005] for more complete
discussions.

A Lie algebra is a vector space g (over C) equipped with a bilinear multiplication
[ · , · ] : g×g→ g, called the Lie bracket, which is alternating, i.e., [x, x] = 0 for all
x ∈ g, and satisfies the Jacobi identity [[x, y], z] + [[y, z], x] + [[z, x], y] = 0 for
all x, y, z ∈ g. For each g ∈ g we define ad(g) : g→ g to be left multiplication by g:
ad(g)(x)= [g, x]. A subalgebra h of g is a subspace of g which is closed under the
Lie bracket; i.e., h⊆ g such that for all x, y ∈ h we have [x, y] ∈ h. An ideal i of g
is a subspace of g which absorbs multiplication by elements of g; i.e., i⊆ g such
that for all x ∈ i and g ∈ g we have [g, x] ∈ i. We call g abelian if [x, y] = 0 for all
x, y ∈ g. A nonabelian Lie algebra with no proper nontrivial ideals is called simple.
This means that g is simple if [g, g] 6= 0 and if i is an ideal of g, then i= 0 or g.

As an example, R3 equipped with the familiar cross product is a 3-dimensional
simple Lie algebra (over the field of real numbers R). If we let gln denote the n×n
complex matrices, then gln becomes the general linear Lie algebra when given the
commutator bracket [A, B] = AB− B A. The set of all trace-zero n× n complex
matrices is called the special linear Lie algebra sln . It is a subalgebra of gln and
turns out to be simple when n ≥ 2.

http://msp.org/involve/2018/11-5/involve-v11-n5-x01-gap_code.pdf
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Let ϕ : g1 → g2 be a linear map between two Lie algebras. We call ϕ a ho-
momorphism if ϕ([x, y]) = [ϕ(x), ϕ(y)] for all x, y ∈ g1. Of course, a bijective
homomorphism is an isomorphism.

One of the early triumphs of Lie theory was Killing and Cartan’s classification
of all finite-dimensional simple Lie algebras (over C). Killing and Cartan were able
to show that each finite-dimensional simple Lie algebra was isomorphic to one of
the algebras on their list:

An (n ≥ 1), Bn (n ≥ 2), Cn (n ≥ 3), Dn (n ≥ 4),

E6, E7, E8, F4, and G2.

Algebras of types A through D are called classical algebras. Those of types E , F,
and G are called exceptional algebras. We refer the reader to [Erdmann and Wildon
2006] for an accessible introduction to this classification.

A Cartan subalgebra h of a simple Lie algebra g is a subalgebra which is
nilpotent, i.e.,

[[· · · [[h, h], h], . . . ], h]︸ ︷︷ ︸
k−times

= 0

for some integer k > 0, and self-normalizing, i.e., if x ∈ g, y ∈ h, and [x, y] ∈ h
then x ∈ h. Equivalently, a Cartan subalgebra is a maximal toral subalgebra (a
toral subalgebra is a subalgebra h such that for all h ∈ h, the linear endomorphism
ad(h) : g→ g is diagonalizable). Every Cartan subalgebra of a finite-dimensional
simple Lie algebra g has the same dimension. This dimension is called the rank of
the simple Lie algebra.

Since all toral subalgebras h are abelian, we have that for all x, y ∈ h, the
maps ad(x) and ad(y) commute and so the space of endomorphisms ad(h) can be
simultaneously diagonalized. Thus g decomposes into a collection of simultaneous
eigenspaces for ad(h) for any toral subalgebra h. By choosing h to be maximal
toral, our eigenspaces are in some sense maximally refined.

For what follows, let g be a simple Lie algebra and let h be a Cartan subalgebra
of g. Let n= dim(h) be the rank of g. Since ad(h) is simultaneously diagonalizable,
g =

∏
α∈h∗ gα, where h∗ = { f : g→ C | f is linear} is the dual space of h and

gα = {g ∈ g | [h, g] = α(h)g for all h ∈ h} when α ∈ h∗. When nontrivial, gα is
a simultaneous eigenspace corresponding to the eigenvalue α(h) for each h ∈ h.
Since h is abelian and self-normalizing, g0 = h. If 0 6= α ∈ h∗ and gα 6= 0, we call
α a root and gα a root space of g. Let 1⊂ h∗ be the set of roots of g.

Given a set of roots 1, there exists a subset 5⊆1 such that each root can be
expressed as a nonpositive or nonnegative integral linear combination of elements
of 5. In this case we call the elements of 5 simple roots. A root system may have
many equivalent collections of simple roots. The cardinality of a set of simple roots
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is exactly the rank of g (i.e., the dimension of h). Let us fix such a set of simple
roots 5 = {α1, . . . , αn} ⊆1. So for each α ∈1 there exists c1, . . . , cn ∈ Z such
that α = c1α1+ · · ·+ c`αn with either all ci ≥ 0 (for a positive root) or all ci ≤ 0
(for a negative root).

3. The Weyl group and irreducible modules

The simple roots, 5= {α1, . . . , αn}, form a basis for h∗. The fundamental weights
{λ1, λ2, . . . , λn} form another important basis for h∗. The root and weight bases are
related by the Cartan matrix of g. In particular, if A = (ai j )1≤i, j≤n is the Cartan
matrix, then αi = ai1λ1+ ai2λ2+ · · ·+ ainλn for 1≤ i ≤ n.

For each 1 ≤ i ≤ n, we define σi : h
∗
→ h∗ by σi (λj ) = λj − δi jαi and extend

linearly (where δi j is the Kronecker delta). The map σi is called the simple reflection
associated with the simple root αi . Let W(g) = 〈σ1, σ2, . . . , σn〉 be the group
generated by the simple reflections (generated as a subgroup of, for example,
GL(h∗)). This is called the Weyl group of g.

A (finite-dimensional) vector space M (over C) equipped with a bilinear g-action
(g, v) 7→ g · v is a g-module if [x, y] · v = x · (y · v)− y · (x · v) for all x, y ∈ g

and v ∈ M. A homomorphism ϕ : g→ gl(M) (where gl(M) is equipped with the
commutator bracket) is called a representation. It is not hard to show that every
module gives rise to a representation and vice versa. Specifically, given a module
action or representation, one can define the other structure as x ·v = (ϕ(x))(v). For
what follows, we will treat the words “module” and “representation” as synonyms.

Let ϕ : M1→ M2 be a linear map between two g-modules. If ϕ(g · v)= g ·ϕ(v)
for all g ∈ g and v ∈ M1, then ϕ is a g-module map. A bijective module map is
called a (g-module) isomorphism.

A subspace closed under the action of g is called a submodule. A nontrivial
module (M 6= 0) which has no nontrivial proper submodules (if N is a submodule,
then N = 0 or N = M) is called an irreducible module. If M is a g-module and
λ ∈ h∗, we define Mλ = {v ∈ M | h · v = λ(h)v for all h ∈ h}. If Mλ 6= 0, we say
that Mλ is a weight space (whose elements are weight vectors) with weight λ. Just
as g is a direct sum of root spaces, g-modules are direct sums of weight spaces:
M =

∏
λ∈h∗ Mλ.

Let M be an irreducible g-module. There exists a (unique) weight λ ∈ h∗ of M
such that given any other weight µ ∈ h∗ we have µ= λ−

∑n
i=1 biαi , where bi ∈ Z

and bi ≥ 0. So every other weight is obtained by subtracting certain collections of
positive roots from this weight. Such a weight, λ, is unique and is called the highest
weight of M. If λ ∈ h∗ and there exists ci ∈ Z, ci ≥ 0 such that λ=

∑n
i=1 ciλi (the

λi ’s are the fundamental weights), then λ is a dominant integral weight.
Highest weights of finite-dimensional irreducible modules are dominant inte-

gral. Conversely, each dominant integral weight is the highest weight of some
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finite-dimensional irreducible module. Two irreducible modules with the same
highest weight are isomorphic, so we have a bijection between the set of dominant
integral weights and the isomorphism classes of finite-dimensional irreducible
modules.

Let λ be a dominant integral weight for some simple Lie algebra of type Xn .
We denote the irreducible highest-weight Xn-module with highest weight λ by
L(Xn, λ) or just L(λ) when the algebra is understood.

4. Minuscule representations

There are many equivalent ways of defining minuscule weights. In fact, six equiv-
alent conditions are given in [Bourbaki 2005, Chapter VIII, Section 7.3]. The
following definition best fits our purposes:

Definition 4.1. Suppose L(λ) is an irreducible finite-dimensional g-module with
nonzero highest weight λ∈h∗. Then λ is a minuscule weight and L(λ) is a minuscule
module if the Weyl group W(g) acts transitively on the set of weights of L(λ), i.e.,
W(g) · λ is the set of all weights of L(λ).

Given a g-module M, we know M decomposes into weight spaces Mλ for λ ∈ h∗.
The dimension of a weight space Mλ is called the multiplicity of the weight λ.

If µ = w · λ for µ, λ ∈ h∗ and w ∈ W(g), then Mµ and Mλ have the same
dimension. Therefore, weights lying in an orbit of the Weyl group all have the
same multiplicity. Thus since the weights of a minuscule module all lie in a single
Weyl group orbit, the weight spaces in a minuscule module must all have the same
multiplicity as the highest weight. But the highest-weight space for an irreducible
module is always 1-dimensional. Therefore, all the weight spaces in a minuscule
module are 1-dimensional and the dimension of a minuscule module is the same as
the number of its weights.

Both [Humphreys 1972, Section 13, p. 72, Exercise 13] and [Bourbaki 2005,
Chapter VIII, Section 7.3, p. 132] give the following table of minuscule weights
for finite-dimensional simple Lie algebras:

type An Bn Cn Dn E6 E7

minuscule weights λ1, . . . , λn λn λ1 λ1, λn−1, λn λ1, λ6 λ7

Note that algebras of types F4, E8, and G2 have no minuscule representations.
For further information about minuscule representations we direct the reader to

either [Bourbaki 2005, Chapter VII, Section 7.3] or the book [Green 2013], which
is entirely devoted to the study of minuscule representations and contains a wealth
of information about them.
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5. Strictly transitive sets

Recall that the original motivation for this project was to extend results found in
[Cook et al. 2005]. Following that paper, let us denote the conjugacy class of a
permutation σ by σ̄ . We say a collection of conjugacy classes, {C1, . . . ,C`} of the
symmetric group Sm is strictly transitive if for any choice of τi ∈Ci (i=1, . . . , `) the
subgroup generated by τ1, . . . , τ` acts transitively. Lemma 3.7 in [Cook et al. 2005]
states that {C1, . . . ,C`} is strictly transitive if and only if for some (and therefore
any) set of representatives {τ1, . . . , τ`} (with τi ∈ Ci ) and for any 1 ≤ j ≤ m− 1,
there is an element τk leaving no set of cardinality j invariant.

As an example, working in S4, {(1234)} is strictly transitive by itself (leaving
only the empty set and {1, 2, 3, 4} invariant). Also, {(123), (12)(34)} is strictly
transitive since an element from (123) only allows invariant sets of cardinalities
0, 1, 3, and 4 whereas elements in (12)(34) only allow invariant sets of sizes 0, 2,
and 4. So putting these two criteria together, cardinalities 1, 2, and 3 are ruled
out. On the other hand, {(1), (12), (12)(34)} is not strictly transitive since selecting
the permutations (1), (12), and (12)(34) allows the set {1, 2} (of cardinality 2) to
remain invariant.

Recall that the Weyl group permutes the weights of a representation. Thus if g is
a simple Lie algebra and M is a g-module with dim(M) = m, then W(g) can be
viewed as a subgroup of the symmetric group Sm , say

W(g)∼=W ⊆ Sm .

For the construction in [Cook et al. 2005] to work for a Lie group with corresponding
Lie algebra g, the authors needed an irreducible representation where the conjugacy
classes of the corresponding permutation representation of the Weyl group form a
strictly transitive set.

To have any hope of W having a strictly transitive set of conjugacy classes we
must have that the weights of M lie in a single orbit of W(g)∼=W. This means that
the construction cannot go through unless M is a minuscule representation. This in
turn implies that the construction cannot work for algebras of type E8, F4, or G2

(where there are not minuscule representations).
Now let M (with dim(M) = m) be a minuscule g-module with corresponding

Weyl group W (viewed as permutations of the weights of M). The conjugacy
classes of W form a strictly transitive set if and only if the cycle structures in W do
not allow invariant sets of cardinality j for 1≤ j ≤ m− 1. Essentially this means
that the conjugacy classes of W form a strictly transitive set only if the irreducibility
of M is visible directly from the cycle structures of W. So for the construction in
[Cook et al. 2005] to go through we need a representation whose irreducibility can
be established by examining the cycle structures of the Weyl group elements acting
as permutations on the weights of this representation.
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6. Seeing irreducibility from cycle structures

The problem of identifying a minuscule representation with corresponding Weyl
group action possessing a strictly transitive set of conjugacy classes was solved in
[Cook et al. 2005] for a simple Lie algebra of type An , Cn , Dn , E6, or E7. Again,
algebras of types F4, E8, and G2 have no minuscule representations so there are no
strictly transitive sets associated with representations there. We will briefly review
the results found in [Cook et al. 2005]. For more detail we refer the reader to
Section 4 of that paper.

Recall that L(An, λi ) (where n = 1, 2, . . . ) is minuscule for all i = 1, . . . , n.
Focusing on i = 1, the minuscule module L(An, λ1) (where n = 1, 2, . . . ) is
(n+1)-dimensional. It turns out that the Coxeter element (i.e., the product of all of
the simple reflections) of the Weyl group is represented by an (n+1)-cycle, since
such a cycle leaves only sets of cardinalities 0 and n+ 1 invariant. Thus we have a
strictly transitive set, and so the irreducibility of L(An, λ1) is visible from cycle
structures alone.

For type Cn (where n = 3, 4, . . . ), the only minuscule module is the (2n)-
dimensional representation L(Cn, λ1). As with type An , it turns out that the
Coxeter element is represented by a (2n)-cycle. This means that the irreducibility
of L(Cn, λ1) is visible from cycle structures alone.

Each algebra of type Dn (where n = 4, 5, . . . ) possesses three minuscule mod-
ules: L(Dn, λ1), L(Dn, λn−1), and L(Dn, λn). The first of these, L(Dn, λ1), is
(2n)-dimensional. If the weights are suitably labeled by 1, 2, . . . , 2n, it turns
out that the product of the first n − 1 simple reflections yields the permutation
τ1 = (1, 2, . . . , n)(n+ 1, . . . , 2n) and the Coxeter element is τ2 = (1, . . . , n− 1,
n+1, . . . , 2n−1)(n, 2n). Representatives from the class τ̄1 leave sets of cardinalities
0, n, and 2n invariant whereas representatives from τ̄2 leave sets of cardinalities
0, 2, 2n− 2, and 2n invariant. Since n ≥ 4, intersecting these two criteria leaves
just 0 and 2n. Therefore, {τ̄1, τ̄2} is a strictly transitive set and so the irreducibility
of L(Dn, λ1) is visible from cycle structures alone.

The algebra of type E6 possess two minuscule modules: L(E6, λ1) and L(E6, λ6).
These are both 27-dimensional. The corresponding permutation representations
of the Weyl group possess elements τ1 and τ2 with respective cycle structures
12+ 12+ 3 (two 12-cycles and a 3-cycle) and 9+ 9+ 9 (three 9-cycles). This
means that elements from τ̄2 only allow invariant sets of cardinality 0, 9, 18, and 27.
Notice that cardinalities 9 and 18 are not allowed by elements of τ̄1. Therefore,
{τ̄1, τ̄2} is a strictly transitive set.

The only minuscule module of E7 is the 56-dimensional representation L(E7, λ7).
The corresponding permutation representation of the Weyl group possesses elements
τ1 and τ2 with respective cycle structures 18+ 18+ 18+ 2 (three 18-cycles and a
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transposition) and 14+ 14+ 14+ 14 (four 14-cycles). This means that elements
from τ̄2 only allow invariant sets of cardinality 0, 14, 28, 42 and 56. Notice that
cardinalities 14, 28 and 42 are not allowed by elements of τ̄1. Therefore, {τ̄1, τ̄2} is
a strictly transitive set.

Finally, algebras of type Bn (where n = 2, 3, . . . ) only have one minuscule
representation: L(Bn, λn). This is a 2n-dimensional representation and the focus
of this project. In [Cook et al. 2005], it is stated that when n = 2, 3, 5, and 7 the
Weyl group corresponding to the minuscule module L(Bn, λn) possesses a strictly
transitive set. However, the Weyl group in the case n = 4 does not. For other ranks
the problem is left open.

7. The action of W(Bn) on the minuscule representation

We now focus on simple Lie algebras of type Bn (where n = 2, 3, . . . ). Algebras of
type Bn can be realized as the special orthogonal Lie algebras so2n+1. Specifically,
letting In denote the n× n identity matrix, we have that the special orthogonal Lie
algebra is the following set of (2n+ 1)× (2n+ 1) complex matrices:

so2n+1 =

X ∈ gl2n+1

∣∣∣∣∣ X T

1 0 0
0 0 In

0 −In 0

=−
1 0 0

0 0 In

0 −In 0

 X

 .
This is a (2n2

+n)-dimensional simple Lie algebra of rank n. Let us fix a
collection of simple roots5={α1, . . . , αn} and corresponding fundamental weights
3= {λ1, . . . , λn} for this algebra. We have that the Cartan matrix (the change of
basis matrix from 3 to 5) is

A =



2 −1 0 · · · 0 0
−1 2 −1 · · · 0 0

0 −1 2 · · · 0 0
...

...
...
. . .

...
...

0 0 0 · · · 2 −2
0 0 0 · · · −1 2


with corresponding Dynkin diagram

t t t t tp p p @@
��1 2 n−2 n−1 n

Explicitly we have the following relationships between our fundamental weights
and simple roots:

α1= 2λ1−λ2, α2=−λ1+2λ2−λ3, . . . ,

αn−2=−λn−3+2λn−2−λn−1, αn−1=−λn−2+2λn−1−2λn, αn=−λn−1+2λn.
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Let ε1, . . . , εn be the standard basis for Rn. In addition, consider αi = 4(εi−εi+1)

for i =1, . . . , n−1 and αn=4εn . By Lemma 5.1 in [Green 2008],5={α1, . . . , αn}

is a set of simple roots for a root system of type Bn .
Recall, see [Humphreys 1972, Section 13.2, Table 1, p. 69], that for type Bn ,

λi =α1+2α2+·· ·+(i−1)αi−1+i(αi+·· ·+αn−1+αn) for i = 1, . . . ,n−1,

λn =
1
2(α1+2α2+·· ·+nαn).

In terms of the standard basis we have that λi = 4(ε1+· · ·+εi ) for i = 1, . . . , n−1
and λn = 2(ε1+· · ·+ εn). This in turn implies ε1 =

1
4λ1, εj =

1
4λj −

1
4λj−1 (where

j = 2, . . . , n− 1), and εn =
1
2λn −

1
4λn−1.

Recall that the Weyl group is generated by the simple reflections: σi (λj ) =

λj − δi jαi (i = 1, . . . , n). Notice that εj only involves λj−1 and λj for j = 2, . . . , n
and ε1 only involves λ1. Therefore, since σi (λk)= λk for k 6= i , we have σi (εj )= εj

if j 6= i or i + 1.
For 1< i < n,

σi (εi )= σi
( 1

4λi −
1
4λi−1

)
=

1
4σi (λi )−

1
4σi (λi−1)

=
1
4λi −

1
4αi −

1
4λi−1 = εi −

1
4αi = εi − (εi − εi+1)= εi+1.

Likewise, σi (εi+1)= εi . Therefore, for i = 2, . . . , n− 1, we see σi switches εi and
εi+1 and leaves the other εj fixed. A similar calculation shows that σ1 switches ε1

and ε2 leaving the other basis vectors fixed.
Notice σn(εj )= εj for j = 1, . . . , n− 1. Finally, consider

σn(εn)= σn
( 1

2λn −
1
4λn−1

)
=

1
2σn(λn)−

1
4σn(λn−1)

=
1
2λn −

1
2αn −

1
4λn−1 = εn −

1
2αn = εn − 2εn =−εn.

Thus σn leaves all but the last basis vector fixed and switches the sign of the final
basis vector.

If we label ε1, . . . , εn by 1, . . . , n, then we have that the Weyl group is acting as
signed permutations on {±1, . . . ,±n}. In fact, the permutation representation of
the Weyl group W(Cn) acting on the weights of the minuscule L(Cn, λ1) can be
realized in this way. This is part of the reason it was relatively easy for the authors
of [Cook et al. 2005] to resolve the type Cn case.

Even though types Bn and Cn have isomorphic Weyl groups (both groups are iso-
morphic to the group of signed permutations on {1, . . . , n}), the permutation repre-
sentation of W(Bn) acting on the weights of the minuscule representation L(Bn, λn)

is much more complicated than W(Cn) acting on the weights of L(Cn, λ1).
Let 9 be the set of 2n vectors of the form (±2, . . . ,±2). By Proposition 5.2 in

[Green 2008], 9 is a set of roots for L(Bn, λn). Notice that

λn = 2(ε1+ · · ·+ εn)= (2, . . . , 2)



730 WILLIAM J. COOK AND NOAH A. HUGHES

is the highest weight. We know that W(Bn) permutes the elements of 9. Consider
the signs of the coordinates of an element of 9. We can treat these like reversed
binary digits (interpret + as 0 and − as 1) then add 1 to this number. For example:
(−2,+2,+2) is interpreted as 0012 + 1 = 2 and (+2,−2,−2) is interpreted as
1102+ 1= 7.

Then σi for i = 1, . . . , n− 1 has the effect (after adjusting for the addition of 1)
of switching the j and ( j+1)-th digits of the reversed binary number and σn has
the effect of flipping the final digit of the reversed binary number. This gives us the
following:

Theorem 7.1. The simple reflections of the Weyl group W(Bn) acting on the weights
of the minuscule representation L(Bn, λn) can be represented by the permutations

σj =

2(n− j−1)
−1∏

p=0

2 j−1∏
k=1

(p2 j+1
+ 2 j−1

+ k, p2 j+1
+ 2 j
+ k), 1≤ j ≤ n− 1,

σn =

2n−1∏
k=1

(k, 2n−1
+ k).

8. Experimental results for type Bn

Using Theorem 7.1 and [GAP 2017], for n ≤ 14, we were able to find complete
lists of cycle structures for the elements in W(Bn) viewed as permutations of
weights of the minuscule module. (Our GAP code can be found in the online
supplement.) These lists allowed us to conclude that the cycle structures for types
Bn when n = 1, 2, 3, 5, and 7 yield strictly transitive sets. Thus the irreducibility of
L(Bn, λn) can be seen from cycle structure alone when n = 1, 2, 3, 5, and 7.

The same cannot be concluded for other values of n. Below we elaborate on our
method for determining irreducibility from cycle structures by examining the cycle
structures of Bn for the ranks n = 1, 2, 3, 4, and 5.

Note that, viewed as permutations, W(B1)= {(1), (12)}. For our purposes we
describe the cycle structures in this group by 1+ 1 for the identity (two 1-cycles)
and 2 for the transposition (12) (a single 2-cycle). This identification allows us
to read off the possible dimensions of invariant subspaces allowed by each cycle
structure. If we can find a cycle structure (or a collection of cycle structures) that
only allows for dimensions of 0 and 2n we know we can conclude irreducibility
from the cycle structures alone. In this case, the 2-cycle structure guarantees the
irreducibility of our minuscule representation. We will understand why after the
following examples.

When n = 2, we have W(B2)= 〈(23), (13)(24)〉 with cycle structures

1+ 1+ 1+ 1 = 1+ 1+ 2 = 2+ 2 = 4.

http://msp.org/involve/2018/11-5/involve-v11-n5-x01-gap_code.pdf
http://msp.org/involve/2018/11-5/involve-v11-n5-x01-gap_code.pdf
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So every element in W(B2) viewed as a permutation is of the form four 1-cycles,
two 1-cycles and a 2-cycle, two 2-cycles or a 4-cycle. Any partial sum of a type of
cycle structure is a possible dimension for an invariant subspace of our minuscule
representation allowed by that cycle structure. So the cycle structure 1+ 1+ 2
allows for possible dimensions of 0, 1, 2, 3= 1+2 and 4= 1+1+2. However, the
pair of cycles 2+ 2 only allows dimensions 0, 2, and 4= 2+ 2. Critically, we also
have that the cycle structure 4 (a 4-cycle) allows for dimensions of only 0 and 4.
Hence, we conclude that any invariant subspace of our minuscule representation
must be of dimension 0 or 4. So irreducibility of our minuscule representation is
visible from examining cycle structures alone.

Next W(B3)= 〈(23)(67), (35)(46), (15)(26)(37)(48)〉 and has cycle structures

1+ 1+ · · ·+ 1 = 1+ 1+ 1+ 1+ 2+ 2 = 1+ 1+ 3+ 3
= 2+ 2+ 2+ 2 = 2+ 6 = 4+ 4.

In this case there is no structure of the form 23
= 8 to guarantee irreducibility.

Instead we may consider the structures 2+6 and 4+4 simultaneously: 2+6 allows
for the possible dimensions 0, 2, 6, and 8, while 4+ 4 allows for 0, 4, and 8. These
lists of possible dimensions of invariant subspaces intersect at just 0 and 8. Hence,
irreducibility follows from cycle structures.

The first case in which this method fails is that of n = 4:

W(B4)=
〈
(2, 3)(6, 7)(10, 11)(14, 15), (3, 5)(4, 6)(11, 13)(12, 14),

(5, 9)(6, 10)(7, 11)(8, 12), (1, 9)(2, 10) · · · (8, 16)
〉
.

In this realization of W(B4) we find the cycle structures

1+ 1+ · · ·+ 1 = 1+ 1+ · · ·+ 1+ 2+ 2+ 2+ 2
= 1+ 1+ 2+ 4+ 4+ 4 = 1+ 1+ 1+ 1+ 3+ 3+ 3+ 3
= 2+ 2+ · · ·+ 2 = 1+ 1+ 1+ 1+ 2+ 2+ · · ·+ 2
= 2+ 2+ 6+ 6 = 4+ 4+ 4+ 4 = 8+ 8.

Each of these cycle structures allows for an invariant subspace of dimension 8. So
even though B4’s minuscule module is irreducible, cycle structures alone will not
reveal this to us.

For B5, we have that W(B5) has cycles structures of the forms 8+8+8+8 and
2+10+10+10. The form 8+8+8+8 only allows for submodules of dimensions
0, 8, 16, 24, and 32, whereas 2+ 10+ 10+ 10 only allows for submodules of
dimensions 0, 2, 10, 12, 20, 22, 30, and 32. Thus, only 0 and 32 are allowed, so
irreducibility follows.

Table 1 sums up the results for ranks 6≤ n ≤ 12. We see that the cycle structures
for B7 imply the irreducibility of its minuscule representation.
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rank invariant subspace dimensions allowed by cycle structures

6 0, 24, 40, 64

7 0, 128

8 0, 16, 32, 112, 128, 144, 224, 240, 256

9 0, 144, 224, 288, 368, 512

10 0, 64, 144, 224, 240, 320, 400, 464, 480, 544, 560, 624, 704, 784, 800, 880,
960, 1024

11 0, 288, 464, 528, 640, 704, 1344, 1408, 1520, 1584, 1760, 2048

12 0, 48, 112, 176, 224, 288, 352, 400, 464, 528, 576, 640, 704, 752, 816, 880,
928, 992, 1056, 1104, 1168, 1232, 1280, 1344, 1408, 1456, 1520, 1584, 1632,
1696, 1760, 1808, 1872, 1936, 1984, 2048, 2112, 2160, 2224, 2288, 2336,
2400, 2464, 2512, 2576, 2640, 2688, 2752, 2816, 2864, 2928, 2992, 3040,
3104, 3168, 3216, 3280, 3344, 3392, 3456, 3520, 3568, 3632, 3696, 3744,
3808, 3872, 3920, 3984, 4048, 4096

13 0, 624, 704, 1328, 1456, 2160, 2288, 2912, 2992, 3616, 3744, 4448, 4576,
5280, 5904, 6032, 6736, 6864, 7488, 7568, 8192

14 0, 368, 704, 1456, 2160, 2912, 3616, 3696, 4368, 5072, 5152, 5824, 6528,
5200, 6608, 6864, 8064, 8320, 9520, 9776, 9856, 10560, 11232, 11312,
12016, 12688, 12768, 13472, 14224, 14928, 15680, 16016, 16384

Table 1. Summary of results for Bn , where 6≤ n ≤ 12.

We were not able to get GAP to complete calculations for any higher-rank cases.
The problem is that Weyl groups grow very fast as rank is increased. In fact W(Bn)

is isomorphic to a semidirect product of Sn and (Z2)
n , so |W(Bn)| = 2n

· n! . Even
at rank 14 we have a group of order 214

·14! acting on a set of 214
= 16384 weights!

However, by randomly sampling W(Bn) for ranks of up to n = 23, we obtained
strong evidence that the number of allowed invariant subspace dimensions blows
up as rank is increased. We conjecture that the irreducibility of the minuscule
representation cannot be seen from cycle structures alone after rank 7. We found
this quite surprising given the nature of the minuscule representations for the other
types of algebras.

References

[Bourbaki 2005] N. Bourbaki, Lie groups and Lie algebras, Chapters 7–9, Springer, 2005. MR Zbl

[Carter 2005] R. W. Carter, Lie algebras of finite and affine type, Cambridge Studies in Advanced
Mathematics 96, Cambridge University Press, 2005. MR Zbl

[Cook et al. 2005] W. J. Cook, C. Mitschi, and M. F. Singer, “On the constructive inverse problem in
differential Galois theory”, Comm. Algebra 33:10 (2005), 3639–3665. MR Zbl

http://msp.org/idx/mr/2109105
http://msp.org/idx/zbl/1139.17002
http://dx.doi.org/10.1017/CBO9780511614910
http://msp.org/idx/mr/2188930
http://msp.org/idx/zbl/1110.17001
http://dx.doi.org/10.1080/00927870500243304
http://dx.doi.org/10.1080/00927870500243304
http://msp.org/idx/mr/2175456
http://msp.org/idx/zbl/1088.34075


ON THE MINUSCULE REPRESENTATION OF TYPE Bn 733

[Erdmann and Wildon 2006] K. Erdmann and M. J. Wildon, Introduction to Lie algebras, Springer,
2006. MR Zbl

[GAP 2017] “GAP – Groups, Algorithms, and Programming”, version 4.8.7, 2017, available at
http://www.gap-system.org.

[Green 2008] R. M. Green, “Representations of Lie algebras arising from polytopes”, Int. Electron. J.
Algebra 4 (2008), 27–52. MR Zbl

[Green 2013] R. M. Green, Combinatorics of minuscule representations, Cambridge Tracts in Mathe-
matics 199, Cambridge University Press, 2013. Zbl

[Humphreys 1972] J. E. Humphreys, Introduction to Lie algebras and representation theory, Graduate
Texts in Mathematics 9, Springer, 1972. MR Zbl

Received: 2014-04-23 Revised: 2017-11-06 Accepted: 2017-11-20

cookwj@appstate.edu Department of Mathematical Sciences,
Appalachian State University, Boone, NC, United States

noah.hughes@uconn.edu Department of Mathematics, University of Connecticut,
Storrs, CT, United States

mathematical sciences publishers msp

http://dx.doi.org/10.1007/1-84628-490-2
http://msp.org/idx/mr/2218355
http://msp.org/idx/zbl/1139.17001
http://www.gap-system.org
http://dx.doi.org/http://www.ieja.net/files/papers/volume-4/Volume-2--2007/3-V4-2008.pdf
http://msp.org/idx/mr/2417467
http://msp.org/idx/zbl/1234.17005
http://msp.org/idx/zbl/1320.17005
http://msp.org/idx/mr/0323842
http://msp.org/idx/zbl/0254.17004
mailto:cookwj@appstate.edu
mailto:noah.hughes@uconn.edu
http://msp.org




msp
INVOLVE 11:5 (2018)

dx.doi.org/10.2140/involve.2018.11.735

Pythagorean orthogonality of compact sets
Pallavi Aggarwal, Steven Schlicker and Ryan Swartzentruber

(Communicated by Kenneth S. Berenhaut)

The Hausdorff metric h is used to define the distance between two elements of
H(Rn), the hyperspace of all nonempty compact subsets of Rn . The geometry
this metric imposes on H(Rn) is an interesting one — it is filled with unexpected
results and fascinating connections to number theory and graph theory. Circles and
lines are defined in this geometry to make it an extension of the standard Euclidean
geometry. However, the behavior of lines and segments in this extended geometry
is much different from that of lines and segments in Euclidean geometry. This
paper presents surprising results about rays in the geometry of H(Rn), with a focus
on attempting to find well-defined notions of angle and angle measure in H(Rn).

1. Background

In this section we provide the definition of the Hausdorff metric and some known
results about lines and segments of compact sets. The Hausdorff metric h was
introduced by Felix Hausdorff in the early twentieth century as a way to measure
the distance between compact sets. The space Rn will be our underlying space, and
we will denote by H(Rn) the hyperspace of all nonempty compact subsets of Rn .
The standard Euclidean metric on Rn will be denoted by dE . The Hausdorff metric
on H(Rn) is defined as follows.

Definition 1.1. The Hausdorff distance h(A, B) between sets A and B in H(Rn) is

h(A, B)=max{d(A, B), d(B, A)},
where

d(a, B)=min
b∈B
{dE(a, b)}

for a ∈ A and
d(A, B)=max

a∈A
{dE(a, B)}.

Example 1.2. Let A be the closed interval [0, 2] and B be the closed interval [3, 4]
in H(R). Then d(A, B) = |0− 3| = 3 and d(B, A) = |4− 2| = 2. This example
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illustrates that it is possible to have d(A, B) 6= d(B, A), which necessitates using
the maximum of d(A, B) and d(B, A) as the Hausdorff distance between A and B.
Thus we have that h(A, B)= d(A, B)= 3.

The proof that h is a metric can be found in many topology texts; see [Barnsley
1993; Edgar 1990] for example.

Line segments, lines, and rays in H(Rn) can be defined in a way that makes them
analogous to segments, lines, and rays in Rn . In Rn we can think of the line segment
ab as the set of all points c that lie between a and b, that is, the points c that satisfy
dE(a, b) = dE(a, c)+ dE(c, b). We follow the convention in [Blumenthal 1953]
and write acb to indicate that c lies between a and b. Similarly, the ray

−→
ab can be

thought of as all points c such that acb or abc, and the line
←→
ab is the set of all

points c such that cab, acb, or abc. We can naturally extend these notions to define
segments, lines, and rays in H(Rn).

Definition 1.3. The set C ∈H(Rn) lies between the sets A and B in H(Rn) if

h(A,C)+ h(C, B)= h(A, B).

We write ACB to signify that C lies between A and B.
The definition of betweenness in H(Rn) then allows us to define segments, lines,

and rays in H(Rn).

Definition 1.4. Let A and B be distinct sets in H(Rn):

(1) The segment AB is the collection of all sets C ∈H(Rn) that satisfy ACB.

(2) The ray
−→
AB is the collection of all sets C ∈H(Rn) that satisfy ACB or ABC .

(3) The line
←→
AB is the collection of all sets C ∈H(Rn) that satisfy C AB, ACB,

or ABC .

Example 1.5. Let A be the circle of radius 1 and B be the circle of radius 2 in
H(R2), both centered at the origin. Then h(A, B) = d(A, B) = d(B, A) = 1.
Figure 1 (left image) illustrates a set C satisfying C AB (the shaded set), a set C

A

B
C

A

BC
A BC

Figure 1. Sets C satisfying C AB, ACB, and ABC .
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A 1 2 3

Figure 2. A dilation of a circle.

(middle image) satisfying ACB (the circle C centered at the origin of radius 1+ s
for any 0< s < 1), and a set C (right image) satisfying ABC (the shaded set).

It is reasonable to ask how one goes about finding a set C that satisfies C AB,
ACB, or ABC . The key lies in the dilation of a set.

Definition 1.6. Given A ∈H(Rn) and s ∈ R with s ≥ 0, the s-dilation of A is the
set

(A)s = {x ∈ Rn
| d(x, A)≤ s}.

As an example, the 0.7-dilation of the circle of radius 2 in H(R2) is the shaded
region shown in Figure 2.

Dilations are useful mainly because h(A, (A)s)= s and any set C that satisfies
h(A,C)= s is a subset of (A)s [Braun et al. 2005, Theorem 4]. Thus when we want
to find a set C that satisfies ACB with h(A,C)= s, for example, we can restrict
our search to subsets of (A)s ∩ (B)h(A,B)−s . In fact, the set X = (A)s ∩ (B)h(A,B)−s

itself satisfies AXB with h(A, X)= s for any 0< s < h(A, B), as the following
lemma attests.

Lemma 1.7 [Bogdewicz 2000, Lemma 3.6]. Let A,C ∈H(Rn), h(A,C)= q and
let

W = (A)s ∩ (C)q−s

for each s ∈ [0, q]. Then h(A,W )= s and h(W,C)= q − s.

If we restrict ourselves to the subspace of single point sets, then the Hausdorff
metric is just the Euclidean metric. In this way, the standard Euclidean geometry
can be embedded in the geometry of H(Rn). In general, though, lines and segments
behave quite differently in H(Rn) than they do in Euclidean geometry. For example,
in Euclidean geometry, given two points a and b, for any s ≥ 0 there is exactly one
point c on

−→
ab (and

−→
ba) with dE(a, c)= s. It is demonstrated in [Bay et al. 2005] that,

under certain circumstances, there are no sets C that satisfy B AC with h(A,C)= s
for all s larger than some real number s0. Hence some lines in H(Rn) are actually
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just halflines. On the other hand, if there exists a ∈ A such that d(a, B) 6= h(A, B)
or b ∈ B such that d(b, A) 6= h(A, B), then there are infinitely many sets C that
satisfy ACB and h(A,C) = s for any 0 < s < h(A, B) [Blackburn et al. 2009,
Lemma 2.3]. This prompts the following definition:

Definition 1.8. Let A 6= B ∈H(Rn). The elements C,C ′ ∈H(Rn) are at the same
location on

←→
AB if C and C ′ satisfy

• ACB and AC ′B,

• C AB and C ′AB, or

• ABC and ABC ′,

with h(A,C)= h(A,C ′)= s for some s.

2. Some results about rays in H(Rn)

The discussion in the previous section indicates that the geometry of the Hausdorff
metric is often surprising and counterintuitive. To develop the geometry more fully,
we are interested in defining and measuring angles in H(Rn). As in Euclidean
geometry, we can consider an angle as being formed by two rays with a common
endpoint. In Euclidean geometry, however, if the point c is on the ray

−→
ab, then the

rays −→ac and
−→
ab are the same. There is no guarantee that the same result is true in

H(Rn). In this section we examine some behavior of rays in H(Rn) that will be
pertinent if we want to define angle measure.

One result that we will use comes from [Montague 2008].

Lemma 2.1. Let A, B ∈ H(Rn). Fix s, t ∈ R with s, t > 0, and s + t = h(A, B).
Then, for C ∈H(Rn), the following statements are equivalent:

(1) The set C is a subset of (A)s ∩ (B)t , A ⊆ (C)s , and B ⊆ (C)t .

(2) The set C is between A and B, and h(A,C)= s.

Proof. (1) ⇒ (2). Suppose C ⊆ (A)s ∩ (B)t , A ⊆ (C)s , and B ⊆ (C)t . Since
C ⊆ (A)s , we know d(C, A) ≤ s, and since A ⊆ (C)s , we know d(A,C) ≤ s.
Similarly, d(B,C)≤ t and d(C, B)≤ t . Thus h(A,C)≤ s and h(C, B)≤ t . Since
s + t = h(A, B) ≤ h(A,C) + h(C, B), and h(A,C) ≤ s and h(C, B) ≤ t , we
conclude that h(A,C)= s and h(C, B)= t . Therefore, C is between A and B and
h(A,C)= s.

(2)⇒ (1). Suppose C is between A and B, and h(A,C)= s. Since C is a distance s
from A, by [Braun et al. 2005, Theorem 2], we know that C ⊆ (A)s . Given ACB
and h(A,C) = s, we also have that h(C, B) = t = h(A, B)− s. Then, we know
that C ⊆ (B)t , by [Braun et al. 2005, Theorem 2]. Thus, C ⊆ (A)s ∩ (B)t . Also,
we know d(a,C)≤ d(A,C)≤ h(A,C)= s for all a ∈ A, so A ⊆ (C)s . Likewise,
d(b,C)≤ h(B,C)= t for all b ∈ B, so B ⊆ (C)t . �



PYTHAGOREAN ORTHOGONALITY OF COMPACT SETS 739

A B

C

D

0 1 2 4 6 7

Figure 3. D in
−→
AC .

Our first result addresses the question of whether rays
−→
AC and

−→
AD must be the

same if C and D both lie on ray
−→
AB.

Proposition 2.2. For A, B,C, D ∈ H(Rn), if C ∈
−→
AB with ABC , and D ∈

−→
AC

with AC D, then D ∈
−→
AB with AB D and BC D.

Proof. It is not difficult to show that AB D is equivalent to BC D, so we focus on
the latter. Let s = h(A, B) and t = h(B,C). Then ABC implies h(A,C)= s+ t .
Lemma 2.1 tells us that

B ⊆ (A)s ∩ (C)t , A ⊆ (B)s, and C ⊆ (B)t .

Similarly, since we have AC D, for some fixed x, y ∈ R with x, y > 0, x + y =
h(A, D), and h(A,C)= x , it follows that

C ⊆ (A)x ∩ (D)y, A ⊆ (C)x , and D ⊆ (C)y .

Thus C must be a subset of both (B)t and (A)x∩(D)y , from which it follows that

C ⊆ (B)t ∩ (A)x ∩ (D)y .

Hence we have C ⊆ (B)t ∩ (D)y , B ⊆ (C)t , and D ⊆ (C)y . We conclude that C
is between B and D by Lemma 2.1. �

One consequence of Proposition 2.2 is the following corollary, whose proof is
left to the reader.

Corollary 2.3. For A, B,C, D ∈H(Rn), if C ∈
−→
AB with ACB, and D ∈

−→
AC with

ADC , then D ∈
−→
AB.

It is not always true that
−→
AB contains the same sets as

−→
AC . The following

example demonstrates that C ∈
−→
AB with ABC and D ∈

−→
AB does not necessarily

imply that D ∈
−→
AC .

Example 2.4. Let A= {(0, 0)}, B = {(1, 0)}, C be the circle of radius 2 centered at
(4, 0), and D be the unit circle centered at (7, 0) in H(R2) as illustrated in Figure 3.
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Note that h(A, B)= 1, h(B,C)= 5, and h(A,C)= 6, so C ∈
−→
AB. Similarly,

h(B, D)= 7, and h(A, D)= 8, so D ∈
−→
AB. However, h(C, D)= 4, so D /∈

−→
AC .

Therefore, D ∈
−→
AB does not necessarily imply that D ∈

−→
AC .

3. Pythagorean triples in H(Rn)

The results in the previous section about rays provide some caution about the idea
of defining angle measure. We can define an angle to be a union of two rays
that emanate from a given point, but we might expect the measure of an angle, if
possible, to be more complicated than in Euclidean geometry.

To consider angle measure in H(Rn), we are motivated by an approach used by
Wildberger [2005], who presents an alternative to classical trigonometry that does
not rely on the general notion of angle. The concept of spread, or proportion of
distance, utilizes the idea of orthogonality. In order to use this approach in H(Rn),
we will need to define and understand orthogonality. We define orthogonality in
H(Rn) as Pythagorean orthogonality.

Definition 3.1. The sets A, B, and Q in H(Rn) form a Pythagorean triple (or right
triangle with AQ as hypotenuse) if

h(A, B)2+ h(B, Q)2 = h(A, Q)2.

Example 3.2. Let a, b, q > 0 with q2
= a2
+b2, and let A= {(a, 0)}, B = {(0, 0)},

and Q = {(0, b)}. Note that h(A, B)= a, h(B, Q)= b, and h(A, Q)= q . In this
case the sets A, B, and Q form a Pythagorean triple, and we can see that the idea of
Pythagorean triples in H(Rn) is really a generalization of the concept of Pythagorean
orthogonality in Rn . An example of infinite sets that form a Pythagorean triple is
the collection A, B, and Q, where A is the circle centered at the origin of radius 1,
B is the circle centered at the origin of radius 4, and Q is the disk centered at the
origin of radius 6. In this case we have h(A, B)= 3, h(B, Q)= d(Q, B)= 4, and
h(A, Q)= d(Q, A)= 5.

The question we want to address now is, given sets A, B ∈H(Rn), must there
exist a set (or sets) Q that forms a Pythagorean triple with AB as hypotenuse such
that h(A, Q) = s? In fact, we will prove that there are infinitely many such Q
at a fixed location s from A. It is important to note that any such set Q must lie
within the intersection (A)s ∩ (B)√r2−s2 . For the remainder of this section we set
the conditions that

• A and B are in H(Rn) with r = h(A, B)= d(A, B) > 0;

• s and t are positive numbers with r2
= s2
+ t2 (note that this implies r > s,

r > t , and s+ t > r ); and

• Qs = (A)s ∩ (B)t .
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We will refer to these conditions as our Pythagorean conditions. We present several
lemmas that we will use to establish our first result about Pythagorean triples
in H(Rn). By Nε(q) we mean the open ε-neighborhood {x ∈ Rn

: dE(x, q) < ε}
centered at point q . We denote the closure of a set S as S and the boundary of S as ∂S.

We state the first lemma, which is [Blackburn et al. 2009, Lemma 2.3].

Lemma 3.3. Let A and B be elements of H(Rn). If d(B, A) > 0, then there exist
b ∈ B and a ∈ ∂A such that dE(b, a)= d(b, A)= d(B, A).

Lemma 3.4. Let B ∈H(Rn) and let t > 0. If y ∈ ∂(B)t , then d(y, B)= t .

The proof of Lemma 3.4 is straightforward and is left to the reader.
We know that if h(A, B) = r and u + v = r , then h(A, (A)u ∩ (B)v) = u and

h(B, (A)u ∩ (B)v)= v. However, in the case where r2
= s2
+ t2 (so that s+ t 6= r ),

we cannot conclude that h(A, Qs) = s and h(B, Qs) = t , but we do have the
inequalities.

Lemma 3.5. Given the Pythagorean conditions,

h(A, Qs)≤ s and h(B, Qs)≤ t.

Proof. We will demonstrate that h(A, Qs)≤ s. The argument that h(B, Qs)≤ t is
similar and is left to the reader. We first show that d(A, Qs)≤ s. Let a ∈ A, and let
b ∈ B such that dE(a, b)= d(a, B)≤ d(A, B)= r . Let x ∈

−→
ab with dE(a, x)= s.

If dE(a, x)≥ dE(a, b), then b ∈ (A)s and so b ∈ Qs . If dE(a, x) < dE(a, b), then
x ∈ ab. So dE(b, x)= dE(a, b)− s ≤ r − s < t and x ∈ (A)s ∩ (B)t . In either case
we have d(a, Qs)≤ s, which demonstrates that d(A, Qs)≤ s.

The fact that Qs ⊆ (A)s implies that d(Qs, A) ≤ s. Therefore, we have
h(A, Qs)≤ s. �

To demonstrate that there are infinitely many sets Q such that A, B, and Q form
a Pythagorean triple with AB as hypotenuse, we will next show that we can remove
a small neighborhood from Qs without affecting the inequalities in Lemma 3.5.

Lemma 3.6. Given the Pythagorean conditions, let a ∈ A and b ∈ B such that
dE(a, b)= r . Then Nε(q) is in the interior of Qs , where ε= 1

2(s+ t−r) and q ∈ ab
with dE(q, b)= t − ε.

Proof. It is not difficult to show that r > t − ε > 0 and so q exists. Let x ∈ Nε(q).
Then

dE(x, b)≤ dE(x, q)+ dE(q, b) < ε+ (t − ε)= t.

Now
dE(a, q)= dE(a, b)− dE(b, q)= s− ε,

so it follows that dE(x, a) < s. �
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(A)s
(B)t

q
A Ba b

Nε(q)

Q′δ = Qs − Nδ(q)

−
→

(A)s
(B)t

Aa Bb

q

→
Nε(q)

Q = Qs − Nε(q)−
→

Figure 4. Left: Q′δ = Qs \ Nδ(q). Right: Q = Qs \ Nε(q).

Lemma 3.7. Given the Pythagorean conditions, let a ∈ A and b ∈ B such that
dE(a, b)= r , let ε = 1

2(s+ t − r), and let q ∈ ab with dE(q, b)= t . Let 0≤ δ < ε
and let Q′δ = Qs \ Nδ(q). Then h(A, Q′δ)≤ s and h(B, Q′δ)≤ t .

Proof. A picture illustrating the theorem is shown in Figure 4, left (where A is
the disk centered at (−3, 0) of radius 2 and B is the disk centered at (2, 0) with
radius 1 in R2). First note that ε > 0. Also note that Q′δ is closed and a subset of Qs

(that is, Q′δ is just Qs with a neighborhood around a point in its interior removed),
so it is an element in H(Rn). We know that h(A, Qs) ≤ s by Lemma 3.5. Since
Q′δ ⊆ Qs and d(x, A)≤ s for every x ∈ Qs , we have d(x, A)≤ s for every x ∈ Q′δ .
So d(Q′δ, A)≤ d(Qs, A)≤ s. Now we show that d(A, Q′δ)≤ s.

Let x ∈ A. We consider two cases. First, suppose that x ∈ Nδ(q). Let q ′ be
the point on the boundary of Nδ(q) closest to x . Since Q′δ is closed, it follows
that ∂Nδ(q) ⊆ Q′δ. So q ′ ∈ Q′δ and dE(x, q ′) ≤ δ ≤ s (note that t < r and so
s > 1

2(s + t − r) = ε). Thus, d(x, Q′δ) ≤ s. For the second case, assume that
x 6∈ Nδ(q). Let qx ∈ Qs such that dE(x, qx) = d(x, Qs) ≤ h(A, Qs) ≤ s. If
qx 6∈ Nδ(q), then qx ∈ Q′δ and d(x, Q′δ) ≤ s. If qx ∈ Nδ(q), let q ′ be the point
on ∂Nδ(q)∩ xqx . Then dE(x, q ′) < dE(x, qx) ≤ s and d(x, Q′δ) ≤ s. Therefore,
d(x, Q′δ) ≤ s for every x ∈ A and d(A, Q′δ) ≤ s. A similar argument shows
h(B, Q′δ)≤ t . �

Theorem 3.8 will demonstrate that, under certain conditions, we have infinitely
many Pythagorean triples with AB as hypotenuse.

Theorem 3.8. Given the Pythagorean conditions, let a ∈ A and b ∈ B such that
dE(a, b)= r , let ε = 1

2(s+ t − r), and let q ∈ ab with dE(q, b)= t . Let 0≤ δ < ε
and let Q′δ = Qs \ Nδ(q). If Qs ∩ ∂(A)s 6=∅ and Qs ∩ ∂(B)t 6=∅, then A, B, and
Q′δ form a Pythagorean triple with h(A, Q′δ)= s.

Proof. An illustration of Theorem 3.8 is shown in Figure 4. Lemma 3.7 shows
that h(A, Q′δ) ≤ s. To verify that h(A, Q′δ) = s we use the hypothesis that Qs
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contains a point z ∈ ∂(A)s . Lemma 3.4 shows that d(z, A) = s. The proof of
Lemma 3.7 demonstrated that if x ∈ Nδ(q), then d(x, A) < s. Therefore, z ∈ Q′δ
and d(Q′δ, A)= s. A similar argument shows that h(Q′δ, B)= t . �

Theorem 3.8 shows that under certain conditions, there are infinitely many sets
Q′δ such that A, B, and Q′δ form a Pythagorean triple with h(A, Q′δ) the same for
every δ. In other words, there can be infinitely many different Pythagorean triples
with a fixed AB as hypotenuse. The next question we address is if this is always
the case. In other words, can we find Pythagorean triples with AB as hypotenuse if
Qs does not contain boundary points of (A)s or (B)t ?

Lemma 3.9 shows that we cannot have Qs ∩∂(B)t =∅, and helps us understand
when Qs ∩ ∂(A)s 6=∅.

Lemma 3.9. Assume the Pythagorean conditions:

(1) If 0< s < d(B, A), then Qs ∩ ∂(A)s 6=∅.

(2) QS ∩ ∂(B)t 6=∅.

Proof. Assume 0< s<d(B, A). Let b∈ B and a∈ A such that dE(b, a)=d(b, A)=
d(B, A) > s. Let x ∈ ba such that dE(a, x)= s. Thus, x ∈ (A)s and x ∈ (B)t , and
x ∈ Qs . Now let z ∈ bx with dE(z, x) > 0. We will show that z /∈ (A)s . Suppose to
the contrary that z ∈ (A)s . Then there is an az ∈ A with dE(z, az)≤ s. Applying the
triangle inequality along with the fact that dE(b, x)= dE(b, a)− s = d(b, A)− s
shows that

dE(b, az) < d(b, A)− s+ s = d(b, A),

which is impossible. We conclude that z /∈ (A)s and so every neighborhood around
x contains a point in (A)s and a point not in (A)s . Therefore, x ∈ ∂(A)s and
Qs ∩ ∂(A)s 6=∅.

The proof of the second assertion follows the same argument as part (1), noting
that t is always between 0 and r = d(A, B). �

Note that we cannot draw any conclusions about Qs ∩ ∂(A)s if s ≥ d(B, A), as
the next examples illustrate.

Example 3.10. Let A be an annulus centered at the origin with inner radius rA and
outer radius RA and let B be the single point set consisting of the point at the origin,
as shown in Figure 5, left. Then 0< d(B, A)= rA < d(A, B)= RA. In this case,
if s ≥ d(B, A), then Qs = (B)t and Qs ∩ ∂(A)s =∅.

Example 3.11. Let A = {(0, 0), (1, 0)} and B = {(−1, 0)} in R2, as shown in
Figure 5, right. Then 0 < d(B, A) = 1 < d(A, B) = 2. In this case, s ≥ d(B, A)
does not imply Qs ∩ ∂(A)s =∅. In fact, here we will have Qs ∩ ∂(A)s =∅ only
when 1+ s > t .
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Qs=(B)t
RA

rA
B

A (A)s
A AB

(B)t

Qs

(A)s

Figure 5. Left: Qs ∩ ∂(A)s =∅. Right: Qs ∩ ∂(A)s 6=∅.

As a consequence of Theorem 3.8 and Lemma 3.9, to determine if we can always
find a Pythagorean triple with AB as hypotenuse we only have to consider the
remaining case when s ≥ d(B, A) and Qs ∩ ∂(A)s =∅. The next theorem shows
what happens when Qs does not contain a boundary point of (A)s .

Theorem 3.12. Assume the Pythagorean conditions. If s ≥ d(B, A) and Qs does
not contain a boundary point of (A)s , then (B)t ⊆ (A)s .

Proof. Assume that s ≥ d(A, B) and that Qs does not contain a boundary point
of (A)s . Now suppose to the contrary that (B)t 6⊆ (A)s . Then there is a point
y ∈ (B)t−(A)s . Since y ∈ (B)t , there exists b∈ B such that dE(y, b)= d(y, B)≤ t .
Also, b ∈ B implies there is a point a ∈ A such that dE(b, a)= d(b, A)≤ d(B, A).
Since y /∈ (A)s , we know that dE(y, a) > s. Let x ∈ ay with dE(a, x)= s.

Claim. xy ⊆ ({b})dE (b,y).

Proof of the claim. Let z ∈ xy and construct the triangles 4ayb and 4azb as shown
in Figure 6. Let θ be the angle formed at point a. The law of cosines shows that

dE(b, y)2 = dE(b, a)2+ dE(a, y)2− 2dE(b, a)dE(a, y) cos θ.

Substituting dE(a, z)+ dE(z, y) for dE(a, y) and using the law of cosines again
yields

dE(b, y)2 = dE(b, z)2+ dE(z, y)
(
2dE(a, z)+ dE(z, y)− 2dE(b, a) cos θ

)
.

Now dE(a, z)≥ s ≥ d(B, A)≥ dE(b, a), so

2dE(a, z)+ dE(z, y)− 2dE(b, a) cos θ ≥ 2s+ dE(z, y)− 2dE(b, a) cos θ

≥ 2dE(b, a)+ dE(z, y)− 2dE(b, a) cos θ

= dE(z, y)+ 2dE(b, a)(1− cos θ) > 0.
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b

y
z

x

a

θ

Figure 6. Showing dE(b, x)≤ t .

Therefore,
dE(b, y)2 > dE(b, z)2

and dE(b, z) < dE(b, y) as desired, completing the proof of the claim. �

We proceed with the proof of Theorem 3.12. The set G = (A)s ∩ xy is the
intersection of two compact sets and so is compact. Moreover, since x ∈ (A)s , the
set G is nonempty. Now let w ∈ G such that dE(a, w) = maxg∈G{dE(a, g)}. In
other words, w is the point on xy in (A)s closest to y. Since y /∈ (A)s we know that
w 6= y. Therefore, no point in yw other than w can be in (A)s . Thus, we have that
w ∈ ∂(A)s . Since w ∈ ({b})dE (b,y) as well, we have found a point in Qs ∩ ∂(A)s , a
contradiction. We conclude that (B)t ⊆ (A)s . �

Theorem 3.8, Lemma 3.9, and Theorem 3.12 combine to leave one remaining
case to consider to determine if we can always find a Pythagorean triple with AB as
hypotenuse: when Qs does not contain a boundary point of (A)s , or (B)t ⊆ (A)s .

Theorem 3.13. Assume the Pythagorean conditions. Let a ∈ A and b ∈ B such that
dE(a, b) = d(a, B) = d(A, B) = r . Let Q = (B)t \ Ns(a). If (B)t ⊆ (A)s , then
h(A, Q)= s and h(B, Q)= t and the sets A, B, and Q form a Pythagorean triple
with AB as hypotenuse.

Proof. To show that A, B, and Q form a Pythagorean triple we need to know that
Q is not empty, h(A, Q)= s, and h(B, Q)= t . First we show that Q is not empty.

Since r > s there exists a c ∈ ab such that dE(a, c) = s. Then c /∈ Ns(a). We
also have

dE(b, c)= r − s < t,

and c ∈ (B)t . Therefore, Q 6=∅.
Next we prove that h(A, Q) = s. The fact that Q ⊆ (B)t ⊆ (A)s implies that

d(Q, A)≤ s.
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Now we demonstrate that d(A, Q) ≤ s. Let a′ ∈ A. There exists b′ ∈ B
such that dE(a′, b′) = d(a′, B) ≤ maxx∈A{d(x, B)} = d(a, B) = r . Note that
dE(a′, b′) ≤ r = d(a, B) ≤ dE(a, b′). Since d(a, B) = r and Ns(a) ⊆ Nr (a), we
know that b′ /∈ Ns(a) and b′ ∈ Q. If dE(a′, b′)≤ s, then d(a′, Q)≤ s. Now assume
that dE(a′, b′) > s. Let c′ ∈ a′b′ such that dE(a′, c′)= s. Then

dE(a, b′)≤ dE(a, c′)+ dE(c′, b′)

so

dE(a, c′)≥ dE(a, b′)− dE(c′, b′)≥ dE(a′, b′)− dE(c′, b′)= dE(a′, c′)= s.

Thus, c′ /∈ Ns(a). Also,

dE(b′, c′)= dE(a′, b′)− dE(a′, c′)≤ r − s < t

and so c′ ∈ Q. Therefore, d(a′, Q)≤ s. We conclude that d(A, Q)≤ s.
Now, we show that d(a, Q)= s. Since Q= (B)t \Ns(a), we see that d(a, Q)≥ s.

Recall c ∈ Q with dE(a, c)= s. So d(a, Q)= dE(a, c)= s. Therefore d(A, Q)= s
and h(A, Q)= s.

Next we prove that h(B, Q)= t . Recall that Q ⊆ (B)t ⊆ (A)s , so it follows that
d(Q, B)≤ t .

Now we demonstrate that d(B, Q) ≤ t . Let b∗ ∈ B. There exists a∗ ∈ A such
that dE(b∗, a∗)= d(b∗, A) ≤ r . Note that dE(b∗, a∗) ≤ r = dE(a, b) ≤ dE(a, b∗).
Since Ns(a)⊆ Nr (a), we know that b∗ /∈ Ns(a) and b∗ ∈ Q. So d(b∗, Q)= 0 and
d(B, Q)= 0< t .

Finally, we show that d(Q, B) = t . Let W =
−→
ab ∩ (B)t and let w ∈ W such

that dE(a, w) is a maximum. By definition, w ∈ (B)t . Let x ∈
−→
bw such that

dE(b, x) = t . (Note that dE(b, x) ≤ dE(b, w).) Then x ∈ W and so dE(a, w) ≥
dE(a, b)+ dE(b, x) = r + t > s. Thus, w /∈ Ns(a) and w ∈ Q. If w′ ∈

−→
ab with

dE(a, w′)> dE(a, w), then w′ /∈W and so w′ /∈ (B)t . Thus, w ∈ ∂(B)t . Lemma 3.4
shows that d(w, B)= t and so d(Q, B)= t . �

Corollary 3.14. Assume the Pythagorean conditions. If (B)t ⊆ (A)s , then there
are infinitely many sets Q ∈H(Rn) that form a Pythagorean triple with A and B
with AB as hypotenuse and h(A, Q)= s.

Proof. Figure 7 will be a useful reference for this proof. Let a ∈ A and b ∈ B
such that dE(a, b) = d(A, B) = h(A, B) = r . Let C = (B)t \ Ns(a). Let µ =
min

{ 1
2(s+ t − r), r − s

}
and q ∈ ab such that dE(a, q)= s+µ. Thus, q 6∈ Ns(a).

Since dE(a, q)+ dE(q, b)= dE(a, b)= r and dE(a, q)= s+µ, we have that

dE(b, q)= dE(a, b)− dE(a, q)= r − (s+µ) < t −µ < t.

We conclude that q ∈ Nt(b)⊂ (B)t and q 6∈ Ns(a). It follows q ∈ (B)t \Ns(a)=C.
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(A)s

(B)t
A

a

q→

Nε(q) B

Q = ((b)t − Ns(a))− Nε(q)

−
→

Figure 7. The shaded set is Q = C − Nε(q).

Now we demonstrate that Nµ(q)⊆ Nt(b)⊆ (B)t . Let z ∈ Nµ(q). Two applica-
tions of the triangle inequality show that dE(a, z) > s and dE(b, z) < t . It follows
that z 6∈Ns(a) and Nµ(q)∩Ns(a)=∅, and that z∈Nt(b) and Nµ(q)⊆Nt(b)⊂ (B)t .
Now let 0< ε < µ and let Q = C − Nε(q). We will demonstrate that A, B, and Q
form a Pythagorean triple.

Because Q is a closed subset of C , it is an element of H(Rn). Theorem 3.13 shows
that h(A,C)= s and h(B,C)= t . Let x ∈ C . Since Q ⊆ C and d(x, A) ≤ s, we
have that d(Q, A)≤d(C, A)≤ s. Likewise, d(x, B)≤ t , so d(Q, B)≤d(C, B)≤ t .

Let x ∈ A. As in the proof of Lemma 3.7, we can show that d(x, Q) ≤ s and
d(A, Q)≤ s. We proceed to prove that h(A, Q)= s. Theorem 3.13 shows that for
c ∈ ab with dE(a, c)= s, we have dE(a, c)= d(a,C)= s. Now

dE(c, q)= dE(a, q)− dE(a, c)= (s+µ)− s = µ > ε,

so c ∈ Q and d(A, Q)= s.
The proof that h(B, Q)= t is similar and is left to the reader. �

In summary, in this section we have demonstrated that for any distinct sets A
and B in H(Rn) and any 0 < s < h(A, B) = d(A, B), there are infinitely many
sets Q such that A, B, and Q form a Pythagorean triple with AB as hypotenuse
and h(A, Q)= s.

4. Projections

To continue our attempt to develop angle measure in H(Rn), we return to Wild-
berger’s approach. To measure spread, we will need to determine if, given two rays
−→
AB and

−→
AC in H(Rn), we can find a set P on the ray

−→
AC that creates a Pythagorean

triple with AB as hypotenuse. We will call such a set P a projection of B onto
←→
AC .
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The previous section shows that there are infinitely many Pythagorean triples to con-
sider, but we need to know if there is a specific one that can be found on a given ray.

Unfortunately, Example 4.1 will demonstrate that our quest for projections will
not always be successful.

Example 4.1. Let A = {a}, B = {b} with h(a, b) = dE(a, b) = r > 0, and let
c be a point such that ab ⊥ ac. Let q = dE(a, c). Choose c1 so that bac1 and√

r2+ q2− r < dE(a, c1) < q (since q >
√

r2+ q2− r we can find many such c1),
and let C = {c, c1}. We will show that there is no set P that lies on

←→
AC and forms

a Pythagorean triple with A and B.
Observe that h(A, B)=dE(a, b)= r and that h(A,C)=d(C, A)=dE(c, a)=q .

Note that
h(B,C)= dE(c1, b)= r + dE(a, c1) >

√
r2
+ q2

so A, B, and C themselves do not form a Pythagorean triple. Suppose to the
contrary that there is a set P such that P ∈

←→
AC and P forms a Pythagorean triple

with A and B with hypotenuse AB. Let h(A, P)= s, where 0< s < r . Then since
P forms a Pythagorean triple with A and B, h(B, P) = t =

√
r2− s2. First, we

consider the case when P is between A and C , implying that h(P,C)= q − s and
q > s. We note that P ⊆ (A)s ∩ (B)t ∩ (C)q−s . It follows that P ⊆ (A)s ∩ (C)q−s .
Let W = (A)s ∩ (C)q−s . Lemma 1.7 shows that W is between A and C . Let w ∈ ac
such that dE(a, w)= s. Then dE(w, c)= dE(a, c)−dE(a, w)= q− s and w ∈W .

Now we will show that w ∈ P . Since (A)s is a disk of radius s, the only point of
(A)s that lies on ac that is a distance s from a is w. Let as ∈ (A)s such that as 6=w.
Then dE(as, a)≤ s and the triangle inequality shows that

dE(c, as)≥ dE(a, c)− dE(as, a)≥ q − s.

Since as 6=w, we must have dE(c, as)>q−s. Now d(C, P)≥ d(c, P) and d(c, P)
is achieved at some point p ∈ P ⊆ (A)s . If p 6= w, then

q − s = h(C, P)≥ d(C, P)= dE(c, p) > q − s.

We conclude that p = w and w ∈ P .
Since w ∈ P , we must have that w ∈ (B)t = ({b})t as well. The points a, b, and

w form a right triangle as in Figure 8, with dE(b, w)=
√

r2+ s2. Since w ∈ (B)t it
follows that dE(b, w)≤ t . Recall that t =

√
r2− s2, so dE(b, w)≤

√
r2− s2. But

this makes
√

r2− s2 ≥
√

r2+ s2, which is impossible since s > 0. Thus, no set P
exists such that P forms a Pythagorean triple with A and B, and P is between A
and C .

For the second case, suppose that such a P exists such that A is between P and C
and h(A, P)= s. In this case we have h(C, P)=q+s and P⊆ (A)s∩(B)t∩(C)q+s .
Again, we begin by examining the characteristics of (A)s ∩ (C)q+s .
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Figure 8. A right triangle with vertices a, b, and w.

Let as ∈ (A)s . Then dE(a, as)≤ s. Since dE(c, a)= q , by the triangle inequality
we have

dE(c, as)≤ dE(c, a)+ dE(a, as)≤ q + s.

It follows that as ∈ (C)q+s and (A)s ⊆ (C)q+s , so P ⊆ (A)s ∩ (B)t .
Let w ∈←→ac with wac and dE(a, w)= s. Now we will show that w ∈ P . Note

that d(A,C) = dE(a, c1) < dE(a, c) = q. Let w′ ∈ P . Since P ⊆ (A)s we know
that w′ ∈ (A)s and we must have dE(w

′, a)≤ s. By the triangle inequality,

dE(w
′, c1)≤ dE(a, c1)+ dE(a, w′) < q + s.

Thus, d(w′,C) < q + s and d(P,C) < q + s. Now let us turn to d(C, P).
The above argument shows that dE(c1, w

′) < q + s, from which it follows that
d(c1, P) < q + s. From the triangle inequality we can see that

dE(c, w′)≤ dE(c, a)+ dE(a, w′)≤ q + s.

Note that if dE(c, w′)= q+ s then w′ ∈←→ac , dE(a, w′)= s, and w′ac. This forces
w′ = w. So in order to have h(P,C)= q + s we must have w ∈ P .

Since w ∈ P and P ⊆ (B)t , we have that w ∈ (B)t as well. The points a, b, w
form a right triangle as in Figure 8. We can see that dE(b, w) =

√
r2+ s2, but

dE(b, w)≤ t =
√

r2− s2. This forces
√

r2− s2 ≥
√

r2+ s2, which is impossible
since s > 0. Therefore, there does not exist a set P that forms a Pythagorean triple
with A and B such that A is between P and C .

The remaining case where P satisfies AC P is similar and is left to the reader.
Therefore, there exists no set P ∈

←→
AC that forms a Pythagorean triple with A

and B such that AB is a hypotenuse.

Example 4.1 illustrates the extreme case that there is no set P that lies on
←→
AB

that makes a Pythagorean triple with A and B with AB as hypotenuse. We now
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Figure 9. Infinitely many sets P .

show that the other extreme is possible — that there can be infinitely many sets P
that satisfy both the betweenness and Pythagorean triple conditions.

Example 4.2. Let A = {0, a}, B = {−b}, and C = {c} in H(R), where a, b, c > 0
and c>a. First we note that h(A, B)=d(A, B)=a+b and h(A,C)=d(A,C)= c.
Since a, b > 0, a little algebra shows that

1
2a < 1

2(−b+
√

b2+ 4ab+ 2a2).

So for any a, b > 0 the interval between 1
2a and 1

2(−b+
√

b2+ 4ab+ 2a2) is
not empty. Let

1
2a ≤ s ≤ 1

2(−b+
√

b2+ 4ab+ 2a2)

and assume in addition that c≥ s+ 1
2a. Let t =

√
h(A, B)2− s2 =

√
(a+ b)2− s2.

It follows that

(A)s = [−s, a+ s], (B)t = [−b− t, t − b], and (C)c−s = [s, 2c− s].

See Figure 9 for an illustration. Now let us determine (As)∩ (C)c−s . The fact that
c ≥ s+ 1

2a implies that 2c− s ≥ s+ a, and so

(A)s ∩ (C)c−s = [s, a+ s].

Now let Ps = (A)s ∩ (B)t ∩ (C)c−s . We will show that s ≤ t − b ≤ a+ s, which
means that Ps = [s, t − b].

Let y = 2s2
+ 2bs− (2ab+ a2). Using the quadratic formula and the fact that

1
2(−b−

√
b2+ 4ab+ 2a2) < 0< 1

2a, we have 1
2a≤ s ≤ 1

2(−b+
√

b2+ 4ab+ 2a2)

and
s ≤ t − b (1)

when 1
2a ≤ s ≤ 1

2(−b+
√

b2+ 4ab+ 2a2). Since s ≤ t−b it follows that [s, t−b]
is not empty.

The fact that t =
√
(a+ b)2− s2 ≤ a+ b implies that

t − b ≤ a, (2)
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and since s > 0, we have t − b < a+ s. Thus we can conclude that Ps = [s, t − b]
when 1

2a ≤ s ≤ 1
2(−b+

√
b2+ 4ab+ 2a2).

Now we check that the set Ps satisfies h(A, B)2 = h(B, Ps)
2
+ h(A, Ps)

2 and
h(A, Ps)+ h(Ps,C)= h(A,C).

First, we calculate h(A, Ps). We know Ps ⊆ (A)s , which implies d(Ps, A)≤ s.
Inequalities (1) and (2) show that d(A, Ps) = max{dE(0, s), dE(a, t − b)}. We
know dE(0, s)= s and dE(a, t − b)= a− (t − b). Inequality (1) implies

s ≥ a− s ≥ a− (t − b),

and so dE(a, t − b)≤ s = dE(0, s). Thus, h(A, Ps)= s.
Now we determine h(Ps, B). Note that since t − b ≥ s we have d(B, Ps) =

dE(−b, s)≤ d(Ps, B)= dE(t − b,−b)= t . Therefore h(B, Ps)= t .
Next, we find h(C, Ps). Here we have d(C, Ps) = dE(c, t − b) ≤ d(Ps,C) =

dE(s, c)= c− s. Therefore, h(C, Ps)= c− s.
Because h(A, Ps) + h(C, Ps) = s + (c − s) = c = h(A,C), we have APsC .

Additionally, notice that h(A, Ps)
2
+ h(B, Ps)

2
= s2
+ t2
= s2
+ (a+ b)2− s2

=

(a+b)2=h(A, B)2. Therefore, Ps⊆ (A)s∩(B)t∩(C)c−s lies between A and C and
forms a Pythagorean triple with A and B for 1

2a ≤ s ≤ 1
2(−b+

√
b2+ 4ab+ 2a2).

Example 4.2 shows us that there are infinitely many sets A, B,C such that there
exists an infinite number of sets Ps that lie between A and C and form a Pythagorean
triple with A and B. It turns out that each of the sets Ps from Example 4.2 lies on
the same ray

−→
AC (the proof is left to the reader).

The previous examples demonstrate that the behavior of Pythagorean triples in
H(Rn) is quite different than from those in Rn . The situation in H(Rn) is even
stranger than we have already seen, as our final example illustrates.

Example 4.3. Let A= {0}, B = {−b},C = {c}, for some b, c> 0. It is straightfor-
ward to see that B AC . For 0 < s < b, let t =

√
b2− s2 such that (A)s = [−s, s],

(B)t = [−b− t,−b+ t], and (C)c+s = [−s, 2c+ s]. Calculations similar to those
in Example 4.2 show that Ps = (A)s ∩ (B)t ∩ (C)c+s = [−s,−b + t], that Ps

satisfies Ps AC , and that Ps forms a Pythagorean triple with A and B. Unlike in
Example 4.2 where Ps was defined only in a restricted subinterval of (0, h(A, B)),
in this situation we can use any value for s from 0 up to h(A, B). Thus not only
can we form a projection from a line to itself, we can do so for every value in the
interval [0, h(A, B)].

5. Conclusions

While Euclidean geometry is embedded in the Hausdorff metric geometry as single
point sets, the Hausdorff metric geometry is quite different. As we have seen, there
can be infinitely many different sets at the same location that form a Pythagorean
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triple with given sets A and B and hypotenuse AB. Unfortunately, our attempt
to measure angles in H(Rn) using Pythagorean orthogonality to determine spread
does not work in general since we cannot always project a given set onto a given ray
(even though we can do this in infinitely many different ways in other cases). It may
be that a different notion of orthogonality will allow us to proceed. For example, in
Euclidean geometry the segment ab is orthogonal to the line ` that contains b if the
distance from a to any point on ` is a minimum. Defining orthogonality in H(Rn)

in terms of minimum distances might provide different results.
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Different definitions of conic sections in
hyperbolic geometry

Patrick Chao and Jonathan Rosenberg

(Communicated by Józef H. Przytycki)

In classical Euclidean geometry, there are several equivalent definitions of conic
sections. We show that in the hyperbolic plane, the analogues of these same
definitions still make sense, but are no longer equivalent, and we discuss the
relationships among them.

1. Introduction

Throughout this paper, En will denote Euclidean n-space and Hn will denote hyper-
bolic n-space. Recall that (up to isometry) these are the unique complete simply
connected Riemannian n-manifolds with constant curvature 0 and −1, respectively.
We will use d(x, y) for the Riemannian distance between points x and y in either
of these geometries. We will sometimes identify En with affine n-space An(R) over
the reals, which can then be embedded as usual in projective n-space Pn(R) (the set
of lines through the origin in An+1(R)). While this paper is about 2-dimensional
geometry, we will sometimes need to consider the case n = 3 as well as n = 2.

1.1. Hyperbolic geometry. Hyperbolic geometry is a form of non-Euclidean ge-
ometry, which modifies Euclid’s fifth axiom, the parallel postulate. The parallel
postulate has an equivalent statement, known as Playfair’s axiom.

Definition 1 (Playfair’s axiom). Given a line l and a point p not on l, there exists
only one line through p parallel to l.

In hyperbolic geometry, this is modified by allowing an infinite number of lines
through p parallel to l. This has interesting effects, resulting in the angles in a
triangle adding up to less than π radians, and a relation between the area of the
triangle and the angular defect, the difference between π and the sum of the angles.
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Hyperbolic geometry may also be considered to be the Riemannian geometry of a
surface of constant negative curvature. When this curvature is normalized to −1,
there are especially nice formulas, such as the fact that the area of a triangle is equal
to the angular defect.

However, since a surface of negative curvature cannot be embedded in a surface
of zero curvature, hyperbolic geometry requires “models” to represent hyperbolic
space on a flat sheet of paper. There are many such models, including the Poincaré
disk and the Poincaré upper half-plane model. These all have varying metrics and
methods of representing lines (i.e., geodesics) and shapes.

In the Poincaré disk model of H2, {z ∈ R2
: |z|< 1}, geodesics are either circular

arcs orthogonal to the unit circle or else lines through the origin. The metric is
defined as

(ds)2 =
(dx)2+ (dy)2

(1− x2− y2)2
.

In the upper half-plane model of H2, {(x, y) ∈ R2
: y > 0}, geodesics are either

lines orthogonal to the x-axis or else circular arcs orthogonal to the x-axis. The
metric is defined as

(ds)2 =
(dx)2+ (dy)2

y2 .

In the Klein disk model or Beltrami–Klein model of H2, the points in the model
are the points of the open unit disk in the Euclidean plane, and the geodesics are
the intersections with the open disk of chords joining two points on the unit circle.
The formula for the metric in this model is rather complicated:

(ds)2 =
(dx)2+ (dy)2

1− x2− y2 +
(x dx + y dy)2

(1− x2− y2)2
.

1.2. Conics.

Definition 2. One of the oldest notions in geometry, going all the way back to
Apollonius, is that of conic sections in E2. There are at least four equivalent
definitions of a conic section C :

(1) A smooth irreducible algebraic curve in A2(R) of degree 2.

(2) The intersection of a right circular cone in E3 (with vertex at the origin, say)
with a plane not passing through the origin, this plane in turn identified with E2.

(3) The two focus definition: Fix two points a1, a2 ∈ E2. An ellipse C is the locus of
points x ∈ E2 such that d(x, a1)+d(x, a2)= c, where c> 0 is a fixed constant. Sim-
ilarly, a hyperbola C is the locus of points x ∈ E2 such that |d(x, a1)−d(x, a2)| = c,
where c> 0 is a fixed constant. The points a1 and a2 are called the foci of the conic,
and the line joining them (assuming a1 6= a2) is called the major axis. A circle is
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the special case of an ellipse where a1 = a2. A parabola is the limiting case of a
one-parameter family of ellipses Ct(a1, a2, ct), where a1 is fixed and we let a2 run
off to infinity along the major axis keeping ct − d(a1, a2) fixed.

(4) The focus/directrix definition: Fix a point a1 ∈ E2, called the focus, and a line `
not passing through a1, called the directrix. A conic C is the locus of points with
d(x, a1)= εd(x, `), where ε > 0 is a constant called the eccentricity. If ε < 1 the
conic is called an ellipse; if ε = 1 the conic is called a parabola; if ε > 1 the conic
is called a hyperbola. A circle is the limiting case of an ellipse obtained by fixing
a1 and sending ε→ 0 and d(a1, `)→∞ while keeping r = εd(a1, `) fixed.

Note that these definitions come from totally different realms. Definition 2(1)
is from algebraic geometry. Definition 2(2) uses a totally geodesic embedding of
E2 into E3. Definitions 2(3) and 2(4) use only the metric geometry of E2.

Since Definition 2(1) is phrased in terms of algebraic geometry, it naturally
leads to a definition of a conic in P2(R) as a smooth irreducible algebraic curve
of degree 2. Such a curve must be given (in homogeneous coordinates) by a
homogeneous quadratic equation Q(x)= 0, where Q is a nondegenerate indefinite
quadratic form on R3. This is the equation of a cone, and intersecting the cone with
an affine plane not passing through the origin (the vertex of the cone) gives us back
Definition 2(2).

1.3. Contents of this paper. The topic of this paper is studying what happens to
Definitions 2(1)–(4) when we replace E2 by H2. This is an old problem, and is
discussed for example in [Story 1882; Coxeter 1998; Fladt 1958; 1964; Molnár
1978]. However, as we will demonstrate, the analogues of Definitions 2(1)–(4)
are no longer equivalent in H2. Thus there is some confusion in the literature, and
those who talk about conic sections in H2 (as recently as [Csima and Szirmai 2014;
2015]) do not always all mean the same thing. Our main results are Theorems 11,
13, 14, and 15 in Section 3, which clarify the relationships among these definitions
(especially the two-focus and focus-directrix definitions) in H2. The following
summarizes our results:
• Circles: Definition 3 ⇔ Definition 7. Definitions 3 and 7 are included in

Definitions 4 and 6. Definitions 3 and 7⇔/ Definition 8.

• Horocycles (paracycles), hypercycles: These are included in Definitions 5
and 6, and not included in Definitions 7 and 8.

• Ellipses: Definition 7⇔/ Definition 8. But when Definition 8 gives a closed
curve, it is included in Definition 7.

• Hyperbolas: Definition 7 $ Definition 8.

• Parabolas: Definition 7 ⇔/ Definition 8. Neither kind of parabola is ever
closed.
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2. Other Axiomatizations

Before discussing conics in H2, we first explain still another definition of conic
sections in P2(R), which is the definition found in [Coxeter 1998, Chapter III]
and with a slight variation in [Story 1882]. This definition uses the notion of
a polarity p in P2(R). This is a particular type of mapping of points to lines
and lines to points preserving the incidence relations of projective geometry (or
in the language of [Coxeter 1998, §3.1], a correlation). It can be explained in
terms of algebraic geometry as follows. If Q is a nondegenerate quadratic form
on R3, then there is an associated nondegenerate symmetric bilinear form defined
by B(x, y)= 1

2(Q(x + y)− Q(x)− Q(y)), and if V is a linear subspace of R3 of
dimension d = 1 or 2, then the orthogonal complement V⊥,B of V with respect to
B is a linear subspace of dimension 3−d . Thus the process p of taking orthogonal
complements with respect to B sends points in P2(R), which are 1-dimensional
linear subspaces of R3, to lines (copies of P1(R)), which are 2-dimensional linear
subspaces of R3, and vice versa. Given a polarity p, the associated conic is the set C
of points x ∈ P2(R) such that x lies on the line p(x), i.e., the set of 1-dimensional
linear subspaces V of R3 for which V ⊂ V⊥,B, or in other words, for which V
is B-isotropic. Thus if we identify the point x ∈ P2(R) with its homogeneous
coordinates, or with a basis vector for V up to rescaling, this becomes the condition
B(x, x)= 0, or Q(x)= 0, which is just Definition 2(1). (Note that if Q is definite,
the conic is empty, so we are forced to take Q to be indefinite in order to get
anything interesting.) Conversely, it is well known [Coxeter 1998, §4.72] that
every polarity arises from a nonsingular symmetric matrix or equivalently from a
nondegenerate quadratic form Q, so the polarity definition of conics in [Coxeter
1998, Chapter III] is equivalent to Definition 2(1).

We now introduce several possible definitions of conic sections in H2.

Definition 3 (a metric circle). A circle C in H2 is the locus of points a fixed distance
r > 0 from a center x1 ∈ H2; i.e., C = {x ∈ H2

: d(x, x1)= r}.

Definition 4 (analogue of Definition 2(2)). A right circular cone in H3 is defined
as follows. Fix a point x0 ∈H3 (say the origin, if we are using the standard unit ball
in R3 as our model of H3) and fix a plane P in H3 (a totally geodesic copy of H2)
not passing through x0. There is a unique ray starting at x0 and intersecting P
perpendicularly. Let x1 be the intersection point (the closest point on P to x0), and
fix a radius r > 0. We then have the circle C in P centered at x1 with radius r . The
cone c(x0,C) through x0 and C is then the union of the lines (geodesics) through
x0 passing through a point of C . The point x0 is called the vertex of the cone. A
conic section (in the literal sense!) in H2 is then the intersection of a plane P ′ in
H3 (not passing through x0) with c(x0,C).
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Since we can take P ′ = P in the above definition, it is obvious that a circle (as
in Definition 3) is a special case of a conic section in the sense of Definition 4.

In the Poincaré ball model of H3 with x0 the origin, geodesics through x0 are
just straight lines for the Euclidean metric, so it’s easy to see that a right circular
cone with vertex x0 is also a right circular cone in the Euclidean sense in R3. On the
other hand, planes in H3 not passing through x0 correspond to Euclidean spheres
perpendicular to the unit sphere (the boundary of the model of H3). Thus a conic
section in the sense of Definition 4 is the intersection of a right circular cone with
a sphere, and is thus (in terms of the algebraic geometry of A3(R)) an algebraic
curve of degree ≤ 4. To view this conic in the usual Poincaré disk model of H2, we
apply an isometry (stereographic projection) from P to the unit disk in C. Since
this is a rational map, we see that any conic section in the sense of Definition 4 is
an algebraic curve (in fact of degree ≤ 4) when viewed in the disk model of H2.
Alternatively, if we use the Klein ball model of H3 with x0 the origin, then a right
circular cone with vertex x0 will again look like a Euclidean right circular cone,
while a 2-plane in H3 will be the intersection of the ball with a Euclidean 2-plane,
and any conic section in the sense of Definition 4 will also be a conic section in the
Euclidean sense of Definition 2. Thus Definition 4 is equivalent to the following:

Definition 5 (analogue of Definition 2(1)). A conic in H2 in the algebraic sense is
the intersection of a smooth irreducible algebraic curve of degree 2 in A2(R) with
the open unit disk, viewed as the Klein disk model for H2. (This is a nonconformal
model in which points of H2 are points of the open unit disk, and the straight lines
are intersections with the open disk of straight lines in the plane.) Such a conic is
closed (compact) if and only if it is a circle or ellipse not intersecting the unit circle
(the absolute in the terminology of [Story 1882] and [Coxeter 1998]).

Definition 5 is the definition of conics used in [Story 1882; Coxeter 1998].
Still another approach to defining conics may be found in [Molnár 1978], based

on the axiom system for E2 and H2 developed in [Bachmann 1973]. First we need to
discuss Bachmann’s approach to metric geometry. Bachmann observes that in either
E2 and H2, there is a unique isometry which is reflection in a given line a or around
a given point A. Thus we can identify lines and points with certain distinguished
involutory elements S (the reflections in lines) and P (the reflections around points)
of the isometry group G. More is true: every element of G is a product of at
most three elements of S. Elements of S are orientation-reversing; elements of P
are orientation-preserving. The product of two elements a, b ∈ S is a nontrivial
involution if and only if a 6= b and ab = ba; in this case, the lines associated to a
and b are perpendicular (we write a ⊥ b) and ab ∈ P is the reflection around the
unique intersection point of a and b. Furthermore, every element of G of order 2
belongs to S or to P , but not to both. A point A ∈ P lies on a line a ∈ S exactly
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when there exists b ∈ S commuting with a such that A = ab. Thus a metric plane
M can be identified with a group G together with a distinguished generating set S
consisting of involutions and the set P of nontrivial products of commuting elements
of S, satisfying certain axioms. We won’t need the axioms here, since they will be
evident in the cases we are interested in. In the case of E2, G =R2oO(2), the usual
Euclidean motion group, and in the case of H2, G=PGL(2,R)∼=O+(2, 1). If

(a
c

b
d

)
has determinant +1, then it operates on the upper half-plane by linear fractional
transformations, which are orientation-preserving, and if it has determinant −1,
then it operates on the upper half-plane by

z 7→
az̄+ b
cz̄+ d

,

and this conjugate-linear map is an orientation-reversing isometry of H2.
Bachmann also points out that the metric plane (M,S,P) corresponding to E2

or H2 can be embedded naturally in a projective-metric plane (PM,S ′,P ′), in such
a way that S ⊆ S ′ and P ⊆ P ′. In the case of E2, this is just the usual embedding
of A2(R) in P2(R) by adjoining a copy of P1(R) at∞, and the associated group
is PGL(3,R). In the case of H2, PM is again a copy of P2(R), but its points and
lines consist of ideal points and ideal lines of H2. A simple way to visualize the
embedding of H2 in P2(R) is to use the (nonconformal) Klein model of H2, in which
points are points in the interior of the unit disk in R2, and lines are the intersections
of ordinary straight lines in A2(R) with the unit disk. Then each point or line of
H2 obviously corresponds to a unique point or line of P2(R). When viewed as
PM in this way, P2(R) carries a canonical polarity, namely the one associated to
the unit circle in A2(R), viewed as a conic in the sense of the polarity definition
at the beginning of this section. When we embed A2(R) in P2(R) as usual via
(x, y) 7→ [x, y, 1] (homogeneous coordinates denoted by square brackets), this
polarity is associated to the quadratic form Q : (x, y, z) 7→ x2

+ y2
− z2, since

Q(cos θ, sin θ, 1)= 0 for any real angle θ .

Definition 6 [Molnár 1978, Definition 4.1]. A conic C in the sense of Molnár,
with foci A, B ∈ P2(R), is defined by choosing a line x1 in P2(R) which is not
a boundary line (i.e., x1 is not tangent to the unit circle) and not passing through
either A or B, and with A and B not each other’s reflections across x1. Then C
consists of points X11 and X chosen as follows. X11 is the intersection of the lines
a11 through A and Bx1 (the reflection of B across x1) and b11 through B and Ax1.
(The line x1 is chosen so that a11 and b11 are not boundary lines.) The other points
X are defined by fixing a point Y on x1 and taking the lines a through Y and A
and b though Y and B, and then if neither a nor b is a boundary line, letting X
be the intersection of aa

11 and bb
11 (the reflections of a11 and b11 across a and b,

respectively). Appropriate modifications are made if a or b is a boundary line.
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Ax1 Bx1

A
B X

YX11

C

x1

a b

b11
a11

bb
11

aa
11

Figure 1. Molnár’s construction of a conic.

As is quite evident, Molnár’s definition is quite complicated but results in a
conic section in H2 being the intersection of a conic in P2(R) with the unit disk
(in the Klein model). We will not consider this definition further, but it’s closely
related to Definition 5. A picture of the construction with A = (0, 0), B = (0.5, 0),
x1 = {y = 0.5} is shown in Figure 1.

3. Main results

Definition 7 (analogue of Definition 2(3)). The definition of two focus conics in
Definition 2(3) immediately goes over to H2, simply by replacing the Euclidean
distance by the hyperbolic distance. Note that the case of a circle was already
mentioned in Definition 3.

The last definition is the only one that is not immediately obvious. However, if
we were to carry Definition 2(4) over to H2 without change, then since in the upper
half-plane or disk models of H2, the distance function is the log of an algebraic
expression, in the case of irrational eccentricity ε we would effectively get the
equation

(algebraic expression)= (algebraic expression)ε,

which is a transcendental equation, and could not possibly agree with the other
definitions of conic sections. This explains the modification made in [Story 1882].
The use of the hyperbolic sine comes from its role in hyperbolic geometry via the
solution of the Jacobi equation.

Definition 8 (analogue of Definition 2(4)). Fix a point a1 ∈ H2, called the focus,
and a line (geodesic) ` not passing through a1, called the directrix. A conic C is the
locus of points x ∈H2 with sinh d(x, a1)= ε sinh d(x, `), where ε > 0 is a constant
called the eccentricity. If ε < 1 the conic is called an ellipse; if ε = 1 the conic is
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called a parabola; if ε > 1 the conic is called a hyperbola. (Note: in the case of
the parabola, but only in this case, the hyperbolic sines cancel and can be removed
from the definition.) A circle is the limiting case of an ellipse obtained by fixing a1

and sending ε→ 0 and d(a1, `)→∞ while keeping r = ε sinh d(a1, `) fixed.

3.1. Circles. We begin now to compare the various definitions. We start with
the circle, which is the most straightforward. Definition 3 clearly coincides with
Definition 4, in the sense that if we intersect a right circular cone with a plane
perpendicular to the axis, the result is a circle in the sense of Definition 3. We also
have the following.

Proposition 9. Definition 3 coincides with the case of circles in Definition 5, but
with the Klein model replaced by the Poincaré model. In other words, an ordinary
circle in A2(R), contained in the open unit disk, when viewed as a curve in the
Poincaré disk model of H2 is a metric circle in H2, and vice versa. Similarly, an
ordinary circle contained in the upper half-plane, when viewed as a curve in the
Poincaré upper half-plane model of H2, is a metric circle in H2, and vice versa.

Proof. First consider the disk model. If the center is the origin, this is clear since
the hyperbolic distance from 0 to z in {z : |z|< 1} in C is a (nonlinear) function

tanh−1(|z|)= 1
2 log

(
1+ |z|
1− |z|

)
of the Euclidean distance |z| from 0 to z, so that each Euclidean circle centered
at 0 is also a hyperbolic circle (of a different radius), and vice versa. However, any
circle in H2 can be mapped to a circle centered at 0 via an isometry of H2, and since
linear fractional transformations send circles to circles [Ahlfors 1978, Chapter 3,
§3.2, Theorem 14], the general case follows. The case of the half-plane model also
follows since there is a linear fractional transformation relating this model to the
disk model. �

Remark 10. However, one should note that the center of a circle in the unit disk
or the upper half-plane may differ, depending on whether one considers it as a
Euclidean circle or a metric circle in H2. For example, the metric circle in H2 (in
the upper half-plane model) around the point i with hyperbolic metric radius log 2
has Euclidean equation

|z−i |
|z+i |

= tanh
( 1

2 log 2
)
=

1
3 or

∣∣z− 5
4 i
∣∣= 3

4 ,

so its center as a Euclidean circle is 5
4 i .

Metric circles in H2, when drawn in the Klein disk model, only appear to be
circles when centered at the origin. Otherwise, they are ellipses.

However, the focus/directrix definition of circles is quite different.



DIFFERENT DEFINITIONS OF CONIC SECTIONS IN HYPERBOLIC GEOMETRY 761

Theorem 11. The definition of circle in Definition 8 does not agree with the defini-
tion of circle in Definitions 3, 4, 5, and 7.

Proof. Consider a circle in the sense of Definition 8. Without loss of generality, we
work in the upper half-plane model of H2 and set a1 = i , ` = {z ∈ H2

: |z| = R},
where we let R → +∞. In this case d(a1, `) = log R and we want to keep
r = ε sinh(log R)= ε(R2

− 1)/(2R) constant, so we take ε = 2r R/(R2
− 1). For

z ∈ H2,

d(z, `)= 1
2 d(z, w), where w = R2/z̄ = reflection of z across `.

Then the equation sinh d(z, a1)= ε sinh d(z, `) becomes

sinh
(

2 tanh−1
∣∣∣∣ z− i
z+ i

∣∣∣∣)= 2r R
R2− 1

sinh
(

tanh−1
∣∣∣∣ z− R2/z̄
z− R2/z

∣∣∣∣).
The left-hand side simplifies to

2|z+ i | |z− i |
|z+ i |2− |z− i |2

=
|z2
+ 1|

2 Im z
.

On the right-hand side,∣∣∣∣ z− R2/z̄
z− R2/z

∣∣∣∣= R2
− |z|2∣∣R2− |z|2z/z̄

∣∣ = R2
− a

√
R4+ a2− 2R2a cos θ

,

where a = |z|2 and θ = 2 arg z. Then

lim
R→∞

2r R
R2− 1

sinh
(

tanh−1
(

R2
− a

√
R4+ a2− 2R2 cos θ

))
=

√
2r

|z|
√

1− cos θ
.

Thus Definition 8 gives for our circle the equation

|z2
+ 1|

2 Im z
=

√
2r

|z|
√

1− cos θ
=

r
|z|

csc
(1

2θ
)
=

r
|z|
|z|

Im z
=

r
Im z

or
|z2
+ 1| = 2r (1)

in the upper half-plane. This is an algebraic curve but not a metric circle. Figure 2
shows the case of r = 0.25 (in solid color) as drawn with Mathematica. This
curve passes through the points i

√
3/2, i

√
1/2, and i ±

√

(
√

17− 4)/2; the circle
centered on the imaginary axis tangent to it at i

√
3/2 and i

√
1/2 is shown with a

dashed line in the same figure. The curves are close but do not coincide. �

Aside from circles, there are various other circle-like curves that play a role in
hyperbolic geometry. These may be considered to be conics according to certain
definitions. Note also that they are distinct from the circles of Definition 8.
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- 0.4 - 0.2 0.0 0.2 0.4

0.6

0.8

1.0

1.2

Figure 2. A “circle” with focus i and r = 0.25 (solid color) and a
tangent metric circle (dashed) in the upper half-plane.

x0 ... `

Figure 3. Left: a horocycle (solid red) as a limit of circles (black)
through x0 with radii going to infinity. Right: a hypercycle (solid
blue) and a straight line ` (orange) with the same ideal limits at
infinity.

Definition 12. A horocycle (occasionally called a paracycle) in the Poincaré disk
model of H2 is the intersection of the disk with a circle tangent to the unit circle
(and lying inside the circle). A hypercycle in the Poincaré disk model of H2 is the
intersection of the disk with a circle meeting the unit circle in exactly two points.
These have well-known intrinsic definitions. A horocycle is the limit of a sequence
of circles Cn (in the sense of Definition 3) all passing through a fixed point x0, with
centers xn all lying on a fixed ray through x0 and with radii d(xn, x0)= rn→∞.
See Figure 3, left. A hypercycle is a curve on one side of a given line ` whose
points all have the same orthogonal distance from `. See Figure 3, right. Note that
horocycles and hypercycles are clearly conics in the sense of Definition 5. But they
are not covered by Definitions 7 and 8. Molnár [1978] observed that metric circles
(Definition 3), horocycles, and hypercycles are all special cases of Definition 6
when the two foci coincide.
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- 1.5 - 1.0 - 0.5 0.0 0.5 1.0 1.5

0.0

0.5

1.0

1.5

2.0

2.5

3.0

Figure 4. Two-focus ellipses in the upper half-plane with foci at i
and 3

4 i , as drawn with Mathematica.

3.2. Ellipses. Next, we consider the case of the (noncircular) ellipse. There are
two main competing definitions: Definition 7 and Definition 8.

Theorem 13. The definition of ellipse in Definition 8 does not always agree with the
definition of ellipse in Definition 7. However, there are cases where they coincide.
More precisely, when Definition 8 gives a closed curve in H2, this curve is also a
two-focus ellipse.

Proof. We will work in the upper half-plane model of H2 and, without loss of
generality, put one focus at i and let the imaginary axis be an axis of the ellipse. For
an ellipse with the “two-focus definition” and foci at i and bi , b> 0, the equation is

2 tanh−1
(
|z− i |
|z+ i |

)
+ 2 tanh−1

(
|z− bi |
|z+ bi |

)
= c,

which can be rewritten as the algebraic equation

(x2
+ y2
+ 1+

√
(x2
− y2
+ 1)2+ 4x2 y2)

×(x2
+ y2
+ b2
+

√
(x2
− y2
+ b2)2+ 4x2 y2)= 4bec y2 (2)

with c> 0. Plots of this equation for b= 3
4 and for various values of c are shown in

Figure 4. The minimal value of c to have the foci inside the ellipse is the hyperbolic
distance between the foci, or |log b|. As c increases, the curves get bigger and
bigger and look more like circles. Now that since (2) implies that d(z, i)≤ c, any
ellipse in the sense of Definition 7 is automatically compact (closed) in H2.

Now consider the focus-directrix definition for an ellipse in the upper half-plane,
with a focus at i and directrix |z| = r , r > 1 (this choice makes the imaginary axis
an axis of the ellipse). The distance from z to the directrix is half the distance to
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0.0
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- 1.0 - 0.5 0.0 0.5 1.0

0.0
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Figure 5. Focus/directrix ellipses in the upper half-plane with
focus at i and directrix |z| = 2, as drawn with Mathematica. On
the left, cases with ε ≤ 0.5. The case ε = 0.5 is a lemniscate. On
the right, cases with ε from 0.6 to 0.9.

the reflection of z across the directrix, which is r2/z̄. Thus the equation becomes

sinh
(

2 tanh−1
(
|z− i |
|z+ i |

))
= ε sinh

(
tanh−1

(
|z− r2/z̄|
|z− r2/z|

))
,

which simplifies (after squaring both sides) to

r2(1+ x4
+ y4
+ 2y2(−1+ ε2)+ 2x2(1+ y2

+ ε2)
)
= ε2(r4

+ (x2
+ y2)2). (3)

This is a relatively simple quartic equation in x and y, basically the Cassini oval
equation, and has some interesting features. For example, if one sets ε = 1/r , this
reduces to a lemniscate passing through (0, 0) (an ideal boundary point of H2).
When ε > 1/r , the curve (viewed in H2) is not closed and approaches two distinct
ideal boundary points. Pictures of this behavior appear in Figure 5. As a check that
having two distinct ideal boundary points is not just an artifact of the calculation,
one can check that upon substituting r = 3 and ε = 1

2 into (3), one gets two points
with y = 0, namely x =±

√
3/7.

To illustrate another difference between the two definitions, consider the case of
the two-focus definition when the foci coincide, i.e., b=1 in (2). Then (2) reduces to

x2
+ y2
+ 1+

√
(x2
− y2
+ 1)2+ 4x2 y2

= 2ec/2 y

or
(x2
− y2
+ 1)2+ 4x2 y2

− (2ec/2 y− x2
− y2
− 1)2 = 0,

which simplifies to the equation of a circle:

x2
+
(
y− cosh

( 1
2 c
))2
= sinh2( 1

2 c
)
. (4)

However, the focus/directrix equation (3) never reduces to a circle.
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However, perhaps rather surprisingly, focus/directrix ellipses with ε < 1/r (this
is the case where the curve is closed) turn out to be special cases of two-focus
ellipses. A rather horrendous calculation with Mathematica or MuPAD shows for
example that (2) with b = 2 and c = log

( 5
2

)
is equivalent to (3) with

ε =

√
209
21

, r =

√
11
19
.

To see this, rewrite (3) in the form

x2
+y2
+1+

√
(x2
−y2
+1)2+4x2 y2

=
20y2

x2+y2+4+
√
(x2−y2+4)2+4x2 y2

=
20y2(x2

+y2
+4−

√
(x2−y2+4)2+4x2 y2)

(x2+y2+4)2−((x2−y2+4)2+4x2 y2)
,

simplify, and rewrite in the form E +
√

B = F
√

D, where

B = (x2
− y2
+ 1)2+ 4x2 y2 and D = (x2

− y2
+ 4)2+ 4x2 y2.

Square both sides, again simplify and regroup to get the term with
√

B by itself, and
finally square again. After factoring out y2, one finally ends up with the equation

20x4
+ 40x2 y2

+ 325x2
+ 20y4

− 116y2
+ 80= 0,

which is equivalent to (3) for the given parameters. Other values of r and ε (with
rε < 1) can be handled similarly; one just needs to solve for the values of b and
c giving the same y-intercepts. �

3.3. Parabolas. Next, we consider the case of the parabola. Here the result is
rather simple.

Theorem 14. The definitions of parabolas in Definition 8 and in Definition 7 never
agree. In all cases, however, a parabola in H2 is not closed.

Proof. Without loss of generality, we can again use the Poincaré upper half-plane
model of H2 and put one focus at i and take the axis of the parabola to be the
imaginary axis. The two-focus definition of Definition 7 is the limiting case of (2) as
we keep bec

=
1
2C fixed and let b→0+. (This is because d(i, ib)=|log b|=− log b

for 0< b < 1 and we want c− d(i, ib)= c+ log b to be held constant.) Then (2)
reduces to

(x2
+ y2
+ 1+

√
(x2
− y2
+ 1)2+ 4x2 y2)(x2

+ y2)= Cy2, (5)

or equivalently (after regrouping and squaring to get rid of the radical, then factoring
out a y2)

2(C − 2)(x2
+ y2)2+ 2C(x2

+ y2)−C2 y2
= 0. (6)
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Figure 6. Focus/directrix parabolas in the upper half-plane with
focus at i and directrix |z| = r , as drawn with Mathematica. On the
left, cases with r < 1. These are Cassini ovals. On the right, cases
with r > 1. Of course, if one were wearing “hyperbolic glasses”,
all would look roughly the same.

Figure 7. Two-focus parabolas in the upper half-plane with focus
at i , as drawn with Mathematica. Note the lemniscate shape.

This is the equation of a lemniscate through the origin. (Remember that 0, however,
is only an ideal boundary point of H2.) Definition 8 simply gives (3) with ε = 1,
which reduces to

1− r2
+ 4x2

+ (1− 1/r2)(x2
+ y2)2 = 0, (7)

which is a Cassini oval equation. Note that (6) and (7) never agree, since for
r 6= 1 (we don’t want the directrix of the parabola to pass through the focus), the
curve given by (7) doesn’t pass through the origin. Pictures of the various kinds of
parabolas, plotted by Mathematica, are shown in Figures 6 and 7. �

3.4. Hyperbolas. Finally, we consider the case of the hyperbola.

Theorem 15. The definition of hyperbola in Definition 8 does not always agree
with the definition of hyperbola in Definition 7. However, the two-focus hyperbola
from Definition 7 is a special case of the focus-directrix hyperbola of Definition 8.

Proof. Consider the two-focus hyperbola. Fix c > 0. (When c = 0, the definition
degenerates to the bisector of the line segment joining the two foci, which is a
straight line i.e., a geodesic.) We will work in the upper half-plane model of H2

and, without loss of generality, put one focus at i and the other focus at ib, b > 1.
The equation of the two-focus hyperbola is then

2 tanh−1
(
|z− i |
|z+ i |

)
− 2 tanh−1

(
|z− bi |
|z+ bi |

)
=±c,
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Figure 8. A hyperbola in the upper half-plane with foci at i and 2i ,
c = log

(3
2

)
, as drawn with Mathematica.

which can be rewritten as the algebraic equation

b2
+ x2
+ y2
+

√
b4
+ 2b2(x2

− y2)+ (x2
+ y2)2

= be±c(1+ x2
+ y2
+

√
1+ 2(x2

− y2)+ (x2
+ y2)2) (8)

with c > 0. Note that the hyperbola should intersect its axis (here the imaginary
axis) at two points of the form iy, 1 < y < b, so we want 0 < c < log b, and
the two y-intercepts are at i

√
be±c. Comparing this with the y-intercepts for the

focus-directrix hyperbola (3) (the equation is the same as for the ellipse — the
only difference is the value of the eccentricity ε), we see that this agrees with a
focus-directrix hyperbola with parameters satisfying

√
r + r2ε
√

r + ε
=

√
b

ec/2 ,

√
r − r2ε
√

r − ε
=
√

bec/2

or

r =

√
−b+ 2b2ec− be2c

b− 2ec+ be2c , ε =

√
b(−1+ 2bec− e2c)(b− 2ec+ be2c)

b(e2c− 1)
. (9)

Note that since c < log b, the value of ε is > 1. Just as an example, if b = 2
and c = log

( 3
2

)
, after removing some superfluous factors, equation (8) reduces to

24+6x4
−26y2

+6y4
+3x2(−17+4y2)= 0, which agrees with the focus-directrix

hyperbola with focus i , directrix |z| =
√

11/7, and eccentricity ε=
√

77/5. A graph
of this hyperbola, drawn with Mathematica, appears in Figure 8.

So this analysis shows that every two-focus hyperbola is also a focus-directrix
hyperbola. The converse fails, however. Indeed, one can see from (3) that the
focus-directrix hyperbola with r = ε > 1 degenerates to the equation

(r2
+ 1)x2

+ (r2
− 1)y2

=
r4
−1
2

,

which, surprisingly, is an ellipse in Cartesian coordinates. This has only one y-
intercept in the upper half-plane, at the point i

√
(r2+ 1)/2. So this “hyperbola” has

only one vertex, the other vertex having gone to +∞i , and this cannot be written
as a two-focus hyperbola. �
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The Fibonacci sequence under a modulus:
computing all moduli that produce a given period

Alex Dishong and Marc S. Renault

(Communicated by Kenneth S. Berenhaut)

The Fibonacci sequence F = 0, 1, 1, 2, 3, 5, 8, 13, . . . , when reduced modulo m
is periodic. For example, F mod 4= 0, 1, 1, 2, 3, 1, 0, 1, 1, 2, . . . . The period of
F mod m is denoted by π(m), so π(4)= 6. In this paper we present an algorithm
that, given a period k, produces all m such that π(m) = k. For efficiency, the
algorithm employs key ideas from a 1963 paper by John Vinson on the period of the
Fibonacci sequence. We present output from the algorithm and discuss the results.

1. The problem

Consider the usual Fibonacci sequence F = 0, 1, 1, 2, 3, 5, 8, . . . , with F0 = 0,
F1 = 1, and Fn = Fn−1+ Fn−2. When reduced modulo m, the Fibonacci sequence
is periodic. For example, F mod 4 = 0, 1, 1, 2, 3, 1, 0, 1, 1, . . . . The period of
F mod m is denoted by π(m), so we see that π(4) = 6. The properties of π(m)
have been studied extensively; see, e.g., [Gupta et al. 2012; Robinson 1963; Vinson
1963; Wall 1960]. One might ask, of course, if there are any other values of m such
that π(m) = 6. The answer is no (you can verify this by hand), but it turns out
that there are 10 different moduli m such that π(m)= 24 (namely, 6, 9, 12, 16, 18,
24, 36, 48, 72, 144). Our goal is to construct an efficient algorithm that, given a
period k, produces all m such that π(m)= k.

It is instructive to first consider how one might solve the problem by brute force.
If π(m)= k, then Fk ≡ 0 (mod m) and Fk+1 ≡ 1 (mod m). That is, m divides both
Fk and Fk+1 − 1. For brute force, we fix k, find all common divisors of Fk and
Fk+1−1, and then apply the π function to these divisors to see which ones produce
the desired value of k. Computing π(m) is not difficult but it requires factoring m
as a product of primes, then factoring p± 1 for each prime p that divides m. See
[Wall 1960] for theorems on π(m) and [Flanagan et al. 2015] for an algorithm for
π(m) (as well as many other facts about the Fibonacci sequence under a modulus).
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By employing key ideas from a 1963 paper by John Vinson on the period
of the Fibonacci sequence, we were able to produce an algorithm that does not
require computing π(m). Instead, the moduli we seek can be produced with simple
divisibility tests.

2. The algorithm

In this section we present Theorem 2.1 on which our algorithm is based, pseudo-
code for the algorithm, and some output. In the next section we provide a proof of
Theorem 2.1.

First, we note that π(2) = 3 but it is known that for m > 2, π(m) must be
even. By inspecting a few small cases, it is easy to see that no moduli produce a
period of 4, and the smallest even period is 6. Let L = 2, 1, 3, 4, 7, . . . denote the
Lucas sequence: L0 = 2, L1 = 1, and Ln = Ln−1 + Ln−2. It is well-known that
Ln = F2n/Fn = Fn−1+ Fn+1.

Theorem 2.1. Given any even k ≥ 6:

(1) If k ≡ 2 (mod 4), then π(m)= k if and only if m | Lk/2, and m - Fq for all q
such that q | k and q 6= k.

(2) If k ≡ 4 (mod 8), then π(m) = k if and only if m | Fk/2, and m - Lk/4, and
m - Fq for all q such that q | k

2 and q 6= k
2 or k

4 .

(3) If k ≡ 0 (mod 8), then π(m)= k if and only if m | Fk/2, and m - Fq for all q
such that q | k

2 and q 6= k
2 .

The algorithm follows immediately from the theorem.

Algorithm 2.2. Given an integer k ≥ 2, to produce the set of all m such that
π(m)= k:

Input: an integer k ≥ 2
If k = 3, then return {2}.
If k ∈ {2, 4} or if k is odd, then return {}.
If k mod 4= 2:

Let M= {m : m | Lk/2}.
Let F = {Fq : q | k and q 6= k}.

If k mod 8= 4:
Let M= {m : m | Fk/2 and m - Lk/4}.
Let F =

{
Fq : q | k

2 and q 6= k
2 and q 6= k

4

}
.

If k mod 8= 0:
Let M= {m : m | Fk/2}.
Let F =

{
Fq : q | k

2 and q 6= k
2

}
.

Return {m ∈M : m - f for all f ∈ F}
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Figure 1. The number of m such that π(m)= k for a given k.

Figure 1 shows the results when the algorithm is run on all even k from 6 to 700
and the size of the output set is calculated. The value of k appears on the horizontal
axis, and the number of moduli m such that π(m)= k is expressed on the vertical
axis.

What surprised us most in this study was the incredible number of moduli that
can produce a given period. For example, π(m) = 600 for 1,466,812 different
values of m.

Moreover, the algorithm above has much greater speed than simple brute force.
When we computed the moduli for all even periods k from 6 to 300, the brute
force algorithm took 180.28 seconds, whereas Algorithm 2.2 completed the task in
0.62 seconds. We used the online Sage computer algebra system for our computa-
tions [Stein et al. 2016].

3. Proof of Theorem 2.1

The zeros in F mod m are evenly spaced. For example, consider F mod 5:

F mod 5= 0, 1, 1, 2, 3, 0, 3, 3, 1, 4, 0, 4, 4, 3, 2, 0, 2, 2, 4, 1, 0, 1, 1, . . . .

(To see why the zeros are evenly spaced, we can use the identities

Fs+t = Fs−1 Ft + Fs Ft+1,

Fs−t = (−1)t(Fs Ft+1− Fs+1 Ft).

If Fs ≡ Ft ≡ 0, then Fs+t ≡ 0 and Fs−t ≡ 0.)
The rank of F mod m, denoted by α(m), is the least index i > 0 such that

Fi ≡ 0 (mod m). We can deduce, for example, that if m | Fi , then α(m) | i . The
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order of F mod m, denoted by ω(m), is π(m)/α(m) (which is an integer since the
zeros are evenly spaced). We see above that π(5)= 20, α(5)= 5, and ω(5)= 4.

It turns out that π(2)= 3, but for all m > 2, π(m) must be even. As we see in
the mod 5 example, α(m) need not be even. It is a remarkable fact that for any m,
ω(m)= 1, 2, or 4; this is proven in [Vinson 1963]. In that paper, Vinson studies
the relationship between the period, rank, and order. Based on the Vinson paper,
Renault was able find several other consequences, and the following theorem is a
direct result of Theorem 3.35 and Corollary 3.38 in [Renault 1996].

Theorem 3.1. For any modulus m > 2:

(1) π(m)≡ 2 (mod 4) if and only if ω(m)= 1. In this case, α(m)≡ 2 (mod 4).

(2) If π(m)≡ 4 (mod 8), then ω(m)= 2 or 4. In this case, α(m)≡ 2 (mod 4) or
α(m) is odd, respectively.

(3) If π(m)≡ 0 (mod 8), then ω(m)= 2. In this case, α(m)≡ 0 (mod 4).

Since π(m) is even for m > 2, the above theorem describes all possible cases
for π(m). Also, even though the “in this case” portions follow obviously from their
preceding statements, we can use them to draw conclusions. For example, we can
see from the theorem that α(m)≡ 0 (mod 4) if and only if π(m)≡ 0 (mod 8). We
proceed now to the proof of Theorem 2.1.

Proof of Theorem 2.1(1). (⇒) Assume k ≡ 2 (mod 4) and π(m) = k. Since
k ≡ 2 (mod 4), Theorem 3.1 tells us that ω(m) = 1. Thus, m - Fq for all q such
that 1≤ q < k. In particular, m - Fq for any q such that q | k and q 6= k.

It remains to show that m | Lk/2. By the fact that π(m) = k and the identity
F−n = (−1)n+1 Fn , we see that Fk−n ≡ F−n ≡ (−1)n+1 Fn (mod m). Then, since k

2
is odd,

Fk/2−1 = Fk−(k/2+1) ≡−Fk/2+1 (mod m).

Consequently, m | Fk/2−1+ Fk/2+1. But by the identity Ln = Fn−1+ Fn+1, this is
exactly m | Lk/2, as required.

(⇐) Assume k ≡ 2 (mod 4) and (a) m | Lk/2 and (b) m - Fq for any q such that
q | k and q 6= k. We must show that π(m)= k.

By (a), m | Fk , so α(m) | k. By (b) we find that in fact, α(m)= k. Thus, π(m)= k,
2k, or 4k.

If π(m)= 4k, then ω(m)= 4 and by Theorem 3.1, α(m) must be odd. However,
α(m)≡ 2 (mod 4), so this can’t be the case.

If π(m) = 2k, then π(m) ≡ 4 (mod 8), and so Theorem 2.1(2)(⇒) implies
m - Lπ(m)/4; that is, m - Lk/2. But this contradicts our hypothesis (a) that m | Lk/2,
and so π(m) 6= 2k.

We must conclude that π(m)= k and the proof is complete. �
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Proof of Theorem 2.1(2). (⇒) Assume k≡ 4 (mod 8) and π(m)= k. Since π(m)≡
4 (mod 8), by Theorem 3.1 we know that ω(m)= 2 or 4. In either case, m | Fk/2

and m - Fq where q | k
2 and q 6= k

2 ,
k
4 . Thus, it only remains to prove that m - Lk/4.

For ease of notation, let s = Fk/2+1, let a = Fk/4+1, and observe that s 6≡
1 (mod m).

Claim 1. Fk/4−1 ≡−sa (mod m).

Proof of Claim 1. Modulo m, the Fibonacci sequence starting at Fk/2 is 0, s, s, 2s,
3s, 5s, . . . , and in general, Fk/2+n ≡ s Fn (mod m). In particular, F(3k)/4+1 ≡ sa.
The identity F−n = (−1)n+1 Fn implies Fk−n ≡ F−n ≡ (−1)n+1 Fn (mod m). Since
k
4 is odd, we find,

Fk/4−1 ≡ Fk−((3k)/4+1) ≡−F(3k)/4+1 ≡−sa (mod m).

Claim 2. (a,m)= 1.

Proof of Claim 2. We have (Fk/4−1, Fk/4+1)= F(k/4−1,k/4+1)= F2= 1. So, there ex-
ist integers u and v such that Fk/4−1u+Fk/4+1v=1. Thus,−sau+av≡1 (mod m),
and so a(−su+ v)≡ 1 (mod m) and we find that a is invertible mod m. That is,
(a,m)= 1.

Consider the identity Ln = Fn−1+ Fn+1. For contradiction,

m | Lk/4 =⇒ m | Fk/4−1+ Fk/4+1 =⇒ −sa+ a ≡ 0 (mod m)

=⇒ a(1− s)≡ 0 (mod m) =⇒ s ≡ 1 (mod m).

The last implication is due to the fact that (a,m) = 1, and we’ve arrived at a
contradiction since s 6≡ 1 (mod m). We conclude m - Lk/4, as needed.

(⇐) Assume k ≡ 4 (mod 8), (a) m | Fk/2, (b) m - Lk/4, and (c) m - Fq for all q | k
2

where q 6= k
2 or k

4 . We must prove that π(m)= k. By (a) and (c), α(m)= k
4 or k

2 .
We know that the only possible values for ω(m) are 1, 2, or 4.

Case 1: α(m)= k
4 .

If ω(m)= 2, then π(m)= k
2 ≡ 2 (mod 4). However this contradicts Theorem 3.1

since π(m)≡ 2 (mod 4) if and only if ω(m)= 1.
If ω(m)= 1, then π(m)= k

4 ≡ 1 (mod 2). Again, this contradicts Theorem 3.1
since ω(m)= 1 if and only if π(m)≡ 2 (mod 4).

Thus, in Case 1 we find that ω(m)= 4 and we conclude π(m)= k.

Case 2: α(m)= k
2 .

If ω(m) = 4, then π(m) = 2k ≡ 0 (mod 8). But by Theorem 3.1, if π(m) ≡
0 (mod 8), then ω(m)= 2, a contradiction.

If ω(m)=1, then π(m)= k
2 ≡2 (mod 4). We can now apply Theorem 2.1(1)(⇒),

and we find m | Lπ(m)/2 = Lk/4. However, this contradicts our hypothesis (b).
Thus, in Case 2 we find ω(m)= 2 and we conclude π(m)= k. �
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Proof of Theorem 2.1(3). (⇒) Assume k ≡ 0 (mod 8) and π(m) = k. Since
π(m) ≡ 0 (mod 8), Theorem 3.1 tells us that ω(m) = 2, and so α(m) = k

2 . Thus,
m | Fk/2 and m - Fq for any q such that 1 ≤ q < k

2 . In particular, m - Fq for all q
such that q | k

2 and q 6= k
2 , and this direction of the proof is complete.

(⇐) Assume k ≡ 0 (mod 8), and (a) m | Fk/2, and (b) m - Fq for all q such that
q | k

2 and q 6= k
2 . We must prove that π(m)= k. By (a), we see α(m) | k

2 , and by (b),
we deduce that in fact α(m)= k

2 . Thus α(m)≡ 0 (mod 4). By Theorem 3.1, this
can only happen when ω(m)= 2. Thus π(m)= k. �
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On the faithfulness of the representation of GL(n)
on the space of curvature tensors

Corey Dunn, Darien Elderfield and Rory Martin-Hagemeyer

(Communicated by Kenneth S. Berenhaut)

We prove that the standard representation of GL(n) on the space of algebraic cur-
vature tensors is almost faithful by showing that the kernel of this representation
contains only the identity map and its negative. We additionally show that the
standard representation of GL(n) on the space of algebraic covariant derivative
curvature tensors is faithful.

1. Introduction

Let V be a finite-dimensional real vector space. An algebraic curvature tensor
on V (or ACT for short) is a multilinear function

R : V × V × V × V → R

that satisfies the following for all x, y, z, w ∈ V :

R(x, y, z, w)=−R(y, x, z, w), R(x, y, z, w)= R(z, w, x, y),

0= R(x, y, z, w)+ R(z, x, y, w)+ R(y, z, x, w).
(1-a)

The last of these is called the first Bianchi identity. Let A(V ) be the set of all
algebraic curvature tensors on V. As a set of real-valued functions, it is easy to
check that A(V ) is a vector space under the usual operations of summing the
functions and scaling by real numbers; see [Gilkey 2001, p. 23].

There is another multilinear function on V that we study here. An algebraic
covariant derivative curvature tensor on V (or ACDCT for short) is a multilinear
function

R1 : V × V × V × V × V → R

MSC2010: primary 20G05; secondary 15A69.
Keywords: algebraic covariant derivative curvature tensor, algebraic curvature tensor, representation

theory.
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that satisfies the following for all x, y, z, w, v ∈ V :

R1(x, y, z, w; v)=−R1(y, x, z, w; v),

R1(x, y, z, w; v)= R1(z, w, x, y; v),

0= R1(x, y, z, w; v)+ R1(z, x, y, w; v)+ R1(y, z, x, w; v),

0= R1(x, y, z, w; v)+ R1(x, y, v, z;w)+ R1(x, y, w, v; z).

(1-b)

The first three properties of R1 are similar to those of R, while the last property
is referred to as the second Bianchi identity. Let A1(V ) be the set of ACDCT on V.
A1(V ) is similar to A(V ) in that it is a vector space as well; see [Gilkey 2001, p. 26].

These multilinear objects play a central role in the area of differential geometry. If
g is a pseudo-Riemannian metric on a manifold M, then the curvature tensor Rg and
its covariant derivative ∇Rg have the same symmetries of R and R1, respectively,
upon restriction to a point of the manifold (when one uses the Levi-Civita connection
to construct them).

Let the general linear group, denoted GL(n), be the set of all invertible linear
transformations A : V → V. There is a natural action of GL(n) on both A(V )
and A1(V ) that defines representations ρ and ρ1 of GL(n) on A(V ) and A1(V ),
respectively. Define

ρ(A)(R)(x, y, z, w)= R(A−1x, A−1 y, A−1z, A−1w),

ρ1(A)(R1)(x, y, z, w; v)= R1(A−1x, A−1 y, A−1z, A−1w; A−1v).
(1-c)

For convenience, we simply express these actions of precomposition by the
inverse of A by ρ(A)(R)= A∗R, and ρ1(A)(R1)= A∗R1.

These representations have been studied by previous authors. The representation
of the orthogonal group on A(V ) decomposes into eight irreducible subspaces, see
[Gilkey 2007; Blažić et al. 2006], with geometric significance. For example, one of
these irreducible subspaces is the space of Weyl conformal curvature tensors. The
action of GL(n) on the space A1(V ) was studied in [Strichartz 1988].

By definition, if G is a group, W is a vector space, and τ is a representation of
G on W (that is, τ is a homomorphism from G to the endomorphisms of W ), then
τ is a faithful representation if ker(τ ) is trivial. In addition, τ is almost faithful if
ker(τ ) is a discrete subgroup of G (in the event G is a Lie group, this is equivalent
to ker(τ ) being a zero-dimensional subgroup of G).

It is our goal to investigate the faithfulness of the representations ρ and ρ1

described above in (1-c). After establishing some supporting lemmas in Section 2,
we establish the following theorem in Section 3:

Theorem 1.1. The representation ρ in (1-c) is almost faithful. In fact, ker(ρ)={±I }.

We go on to prove the following result concerning ρ1.
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Theorem 1.2. The representation ρ1 in (1-c) is faithful.

We describe an immediate corollary and application to these main results con-
cerning groups of symmetries of curvature tensors. Following [Dunn et al. 2015],
we define the structure group GT of an ACT or ACDCT T to be the following
subgroup of GL(n):

GT = {A ∈ GL(n) | A∗T = T }.

One is interested in any data concerning structure groups for a variety of reasons,
although one main purpose would be in constructing invariants — these invariants
are then used to study the manifolds that these objects are derived from. See [Dunn
2009; Gilkey 2007] for more on the development of invariants from structure groups.

Corollary 1.3. Let G R be the structure group of the ACT R, and G R1 be the
structure group of the ACDCT R1. If I : V → V is the identity map, then⋂

R∈A(V )

G R = {±I } and
⋂

R1∈A1(V )

G R1 = {I }.

Put differently, Theorems 1.1 and 1.2 demonstrate in this corollary that with
exception to ±I (and only in the ACT case), there is no subgroup of GL(n) that
preserves every ACT or every ACDCT.

2. Preliminary results

There are three preliminary results we shall need to establish our main results. The
first two (Lemmas 2.1 and 2.3) concern a construction of ACTs and ACDCTs.
The final preliminary result (Theorem 2.7) and a needed corollary (Corollary 2.8)
concern the Jordan decomposition of a matrix.

Tensor constructions. Let Sk(V ) be the (vector) space of k-multilinear functions

ϕ : ×k V → R

that are symmetric in every slot. For example, S2(V ) is the set of symmetric bilinear
forms, and S3(V ) is the set of totally symmetric trilinear forms. If ϕ ∈ S2(V ) and
ψ ∈ S3(V ), define

Rϕ(x, y, z, w)= ϕ(x, w)ϕ(y, z)−ϕ(x, z)ϕ(y, w),

(R1)ϕ,ψ(x, y, z, w; v)= ϕ(x, w)ψ(y, z, v)+ϕ(y, z)ψ(x, w, v)
−ϕ(x, z)ψ(y, w, v)−ϕ(y, w)ψ(x, z, v).

(2-a)

The Rϕ and (R1)ϕ,ψ described in (2-a) are referred to as canonical ACTs or
ACDCTs. It can be shown that Rϕ ∈ A(V ) and (R1)ϕ,ψ ∈ A1(V ); see [Gilkey
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2007]. In fact, it is known [Gilkey 2007, p. 47] that

A(V )= span{Rϕ | ϕ ∈ S2(V )}, A1(V )= span{(R1)ϕ,ψ | ϕ ∈ S2(V ), ψ ∈ S3(V )}.

Moreover, these canonical ACTs and ACDCTs have geometric significance since
they arise as the curvature tensor and its covariant derivative of a hypersurface
embedding [Gilkey 2007].

We use the construction found in (2-a) to produce certain ACTs and CDACTs
that will be of use to us.

Lemma 2.1. Let {e1, . . . , en} be a basis for V. Let i, j and k be given distinct
indices:

(1) There exists R ∈A(V ) such that, up to the symmetries listed in (1-a), the only
nonzero term is R(ei , e j , e j , ei )= 1.

(2) There exists R ∈A(V ) such that, up to the symmetries listed in (1-a), the only
nonzero term is R(ei , e j , ek, ei )= 1.

(3) Given constants ci, j and ci, j,k , there exists R ∈ A(V ) such that, up to the
symmetries listed in (1-a), the only nonzero terms of R are

R(ei , e j , e j , ei )= ci j and R(ei , e j , ek, ei )= ci jk .

Proof. We prove these results by using the construction in (2-a). To prove the first
assertion, define ϕ ∈ S2(V ) by setting ϕ(ei , ei )= ϕ(e j , e j )= 1 and all other entries
equal to zero. It is a now a routine check that Rϕ(ei , e j , e j , ei ) = 1 and all other
curvature entries up to the symmetries listed in (1-a) are zero.

To prove the second assertion, define ϕ1 to have the nonzero entries

ϕ1(ei , ei )= ϕ1(e j , ek)= ϕ1(ek, e j )= 1.

We now have the following nonzero entries of Rϕ1 up to the symmetries listed
in (1-a):

Rϕ1(ei , e j , ek, ei )= 1 and Rϕ1(e j , ek, ek, e j )=−1.

By the first assertion, there exists an ACT R̃ such that the only nonzero entry up to
the symmetries listed in (1-a) is R̃(e j , ek, ek, e j )= 1. We now complete the second
assertion by defining R = Rϕ1 + R̃.

To prove the final assertion, let the constants ci j and ci jk be given, and for every
i , j , and k, using the previous assertions define the ACTs Ri j , Ri jk ∈A(V ) such
that up to the symmetries listed in (1-a), the only nonzero entries of these ACTs are

Ri j (ei , e j , e j , ei )= 1 and Ri jk(ei , e j , ek, ei )= 1.

We can now define R =
∑

i, j ci j Ri j +
∑

i, j,k ci jk Ri jk . �

Remark 2.2. The notation Ri j and Ri jk will be used in the proof of Theorem 1.1.
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We can prove a similar result concerning the construction of an ACDCT that has
certain prescribed entries.

Lemma 2.3. Let {e1, . . . , en} be a basis for V. Let i, j be given distinct indices:

(1) There exists R1 ∈ A1(V ) such that, up to the symmetries listed in (1-a), the
only nonzero term is R1(ei , e j , e j , ei ; e j )= 1.

(2) Given constants c1 and c2, there exists an R1 ∈A1(V ) such that

R1(e1, e2, e2, e1; e1)= c1 and R1(e1, e2, e2, e1; e2)= c2.

Proof. We use the construction in (2-a). To prove the first assertion, define ϕ∈ S2(V )
and ψ ∈ S3(V ) by having the nonzero values

ϕ(ei , ei )= 1, ψ(e j , e j , e j )= 1.

It is now a routine check that (R1)ϕ,ψ(ei , e j , e j , ei ; e j ) = 1 is the only nonzero
entry up to the symmetries listed in (1-a):

To prove the second assertion, let 1R1, 2R1 ∈A(V ) be given such that the only
nonzero entries up to the symmetries listed in (1-a) are

1R1(e1, e2, e2, e1; e1)= 1 and 2R1(e1, e2, e2, e1; e2)= 1.

We then define R1 = c1(
1R1)+ c2(

2R1), which satisfies the given conditions. �

Remark 2.4. According to the symmetries in (1-b), we have

R1(ei , e j , e j , ei ; e j )= R1(e j , ei , ei , e j ; e j ).

So the ACDCT guaranteed to exist from Lemma 2.3 can be chosen to have the final
index match the fourth index, or chosen to match the third, provided the first four
indices are of the form (i, j, j, i)— or any of the other dependent forms derivable
from the symmetries in (1-b).

Remark 2.5. The notation 1R1 and 2R1 will be used in the proof of Theorem 1.2.

Jordan normal form. We recall a familiar result from linear algebra concerning
the Jordan normal form of a matrix; see [Adkins and Weintraub 1992] for details.
To properly state this result, we make the following definitions.

Definition 2.6. Let λ ∈ R, and let a + b
√
−1 ∈ C with a, b ∈ R and b > 0. The

real Jordan block of size k corresponding to λ is the k× k matrix J (λ, k) of real
numbers

J (λ, k)=


λ 1 0 0
0 λ 1 0 · · ·
0 0 λ 1
...

. . .

 .
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The complex Jordan block of size k corresponding to a + b
√
−1 is the 2k × 2k

matrix J (a, b, k) of real numbers

J (a, b, k)=


a b 1 0 0 0
−b a 0 1 0 0 · · ·

0 0 a b 1 0
0 0 −b a 0 1

...
. . .

. . .
. . .

. . .

 .

We briefly recall the direct sum operation on matrices before we state Theorem 2.7.
If A and B are matrices of any size, then one may create the new matrix A⊕ B by
defining

A⊕ B =
[

A 0
0 B

]
,

where the 0 entries above denote the 0-matrix of appropriate size.
We can now state the famous result concerning the Jordan decomposition of a

linear transformation.

Theorem 2.7 (Jordan normal form of a linear transformation). Let A : V → V
be any linear transformation. There exists a basis B for V such that the matrix
representation [A]B of A on B is the direct sum of Jordan blocks corresponding to
the eigenvalues of A. Furthermore, the unordered collection of Jordan blocks is
uniquely determined by A.

Note that the expression of A into a direct sum of Jordan blocks is referred to as
“expressing A in its Jordan normal form”. We shall need the following corollary in
Section 4.

Corollary 2.8. Let A : V → V be any linear transformation. There exists a basis
{e1, . . . , en} for V such that span{e1, e2} is A-invariant.

Proof. Find a basis for V that expresses A in its Jordan normal form, which is
possible by Theorem 2.7. If A has any complex eigenvalues, rearrange this basis so
that the corresponding complex Jordan block appears first. The result is now true
in this case, since Ae1 = ae1− be2 and Ae2 = be1+ ae2.

If A has no complex eigenvalues, then the Jordan normal form of A is a direct
sum of real Jordan blocks of various sizes, and these real Jordan blocks are all
upper triangular. Hence, their direct sum is upper triangular. Now we have

Aei ∈ span{e1, . . . , ei }

for every i ≥ 1. In particular, this holds for i = 2. �
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3. The representation on A(V ) is almost faithful

Here, we establish Theorem 1.1. The general method of proof of Theorem 1.1
(and with minor adjustments, Theorem 1.2 in the next section) is as follows. If
A ∈ GL(n) is given and A 6= ±I , then we produce an ACT R such that A∗R 6= R.
By expressing A−1 in its Jordan normal form, this comes down to a number of
cases, and in each case we use Lemma 2.1 (or Lemma 2.3 in the next section) to
produce the needed ACT (or ACDCT).

Proof of Theorem 1.1. Since any ACT R inputs four entries and is multilinear, we
have (±I )∗R = R for every R. In the language of representations, ρ(±I ) is the
identity map on A(V ); hence±I ∈ ker ρ. We prove that if A 6=±I , then A /∈ ker(ρ)
by finding an ACT R for which ρ(A)(R) 6= R, demonstrating that ρ(A) is not the
identity on A(V ).

Note that since A 6= ±I and each of these is self-inverse, A−1
6= ±I . We

decompose A−1 into its Jordan normal form and proceed by cases depending on the
first Jordan block in this form. Recall that since A ∈GL(n), none of its eigenvalues
are equal to 0.

(1) The first Jordan block of A−1 is J(λ, 1). We break this case into several
subcases.1 Note that in what follows, λ ∈ R.

(a) The second Jordan block of A−1 is J (η, 1). Note that η ∈ R. There are now
three possibilities for the third Jordan block of A−1:

(i) All other Jordan blocks of A−1 are real and of size 1. Since A−1
6= ±I , not all

of the eigenvalues are 1 and not all of the eigenvalues are −1. Thus there is
at least one real eigenvalue γ of A−1 that differs from either λ or η. Without
loss of generality, suppose γ 6= λ, and J (γ, 1) is the third Jordan block of A−1.
Then for an arbitrary ACT R, we have

A∗R(e1, e2, e2, e1)= λ
2η2 R(e1, e2, e2, e1),

A∗R(e1, e3, e3, e1)= λ
2γ 2 R(e1, e3, e3, e1),

A∗R(e2, e3, e3, e2)= η
2γ 2 R(e2, e3, e3, e2),

A∗R(e2, e1, e3, e2)= η
2λγ R(e2, e1, e3, e2).

Using the notation of Lemma 2.1, choose R = R12+ R13+ R23+ R213. Then
if A∗R = R, the above equations results in the system of equations

λ2η2
= λ2γ 2

= η2γ 2
= η2λγ = 1.

1It is not surprising that this is the most complicated case: J (λ, 1) is a Jordan block of ±I when
λ=±1 and so further distinguishing features of A−1 are needed.
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Since these eigenvalues are nonzero, we see from the first three of these that
λ2
= η2
= γ 2, and so λ4

= η4
= γ 4

= 1. Thus, each of these is either ±1. But
λ 6= γ , so they must be of opposite signs. In this case, λγ =−1, but then in
the final expression above η2λγ =−1, a contradiction.

(ii) In the remaining Jordan blocks, there exists a real Jordan block of size greater
than or equal to 2. Suppose the next Jordan block is J (γ, k) for k ≥ 1. Notice
that for any ACT R we would then have

A∗R(e1, e3, e4, e1)= λ
2γ R(e1, e3, e3, e1)+ λ

2γ 2 R(e1, e3, e4, e1).

So, if R = R13, then R13(e1, e3, e4, e1)= 0, while

A∗R13(e1, e3, e4, e1)= λ
2γ 6= 0,

a contradiction if A∗R = R.

(iii) The remaining Jordan blocks of A−1 are complex. Suppose the next Jordan
block of A−1 is J (a+ b

√
−1, k) for k ≥ 1. If R is an arbitrary ACT, then

A∗R(e1, e3, e3, e1)

= λ2a2 R(e1, e3, e3, e1)− 2λ2abR(e1, e3, e4, e1)+ λ
2b2 R(e1, e4, e4, e1).

Then we recall that b 6= 0 and notice that if R = R13 + a/(2b)R134, then
A∗R = R implies the left side of this equation is 1, while the right side is 0, a
contradiction.

(b) The second Jordan block is real and of size at least 2. Suppose the second
Jordan block is J (η, k) for k ≥ 2. It will be helpful in comparison to Case (2a) later
to note here that our assumptions have

A−1(e1)= λe1, A−1(e2)= ηe2, A−1(e3)= ηe3+ e2. (3-a)

Now if R is an arbitrary ACT, we have

A∗R(e1, e3, e3, e1)

= λ2 R(e1, e2, e2, e1)+ λ
2η2 R(e1, e3, e3, e1)+ 2λ2ηR(e1, e2, e3, e1).

So if R =−η2 R12+ R13 and A∗R = R, then the left side of the equation is 1, while
the right side is 0, another contradiction.

(c) The second Jordan block is complex. Suppose the second Jordan block is
J (a+ b

√
−1, k) for k ≥ 1. Then for an arbitrary ACT R, we have

A∗R(e1, e2, e2, e1)

= λ2a2 R(e1, e2, e2, e1)+ λ
2b2 R(e1, e3, e3, e1)+ 2λ2abR(e1, e2, e3, e1).
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Recalling that b 6= 0, if R = R12+ a/(2b)R123 and A∗R = R, then the left side of
the equation is 1, while the right side is 0, another contradiction.

(2) The first Jordan block of A−1 is J(λ, 2). There are two cases to consider
concerning the second Jordan block:

(a) The remaining Jordan blocks of A−1 are all real. If the second Jordan block is
J (η, k) for k ≥ 1, then we have

A−1(e1)= λe1, A−1(e2)= λe2+ e1, A−1(e3)= ηe3. (3-b)

Comparing (3-b) to (3-a), one sees that under a permutation of the basis vectors,
one reproduces the Case (1b) above.

(b) There exists a complex Jordan block in A−1. Suppose the second Jordan block
is J (a+ b

√
−1, k) for some k. Then for an arbitrary ACT R, we have

A∗R(e1, e3, e3, e1)

= λ2b2 R(e1, e4, e4, e1)+ λ
2a2 R(e1, e3, e3, e1)+ 2λ2abR(e1, e3, e4, e1).

Recalling that b 6= 0, if R = R13+ a/(2b)R134 and A∗R = R, then the left side of
the equation is 1, while the right side is 0, another contradiction.

(3) The first Jordan block of A−1 is J(λ,m) for m≥ 3. For an arbitrary ACT R,
we have

A∗R(e1,e3,e3,e1)= λ
2 R(e1,e2,e2,e1)+2λ3 R(e1,e2,e3,e1)+λ

4 R(e1,e3,e3,e1).

If R =−λ2 R12+ R13 and A∗R = R, then the left side of the equation is 1, while
the right side is 0, another contradiction.

(4) The first Jordan block of A−1 is J(a, b, 1). There are two cases to consider:

(a) All remaining Jordan blocks of A−1 are real. Permuting basis vectors only
reorders the Jordan blocks in A−1. Thus, if there are other real Jordan blocks after
one complex Jordan block, one may reorder the basis vectors to have the real Jordan
blocks appear first. Thus, we reproduce one of the previous cases.

(b) There exists another complex Jordan block in A−1. For an arbitrary ACT R, we
have

A∗R(e1, e2, e3, e1)= ac(a2
+b2)R(e1, e2, e3, e1)+bc(a2

+b2)R(e2, e1, e3, e2)

−ad(a2
+b2)R(e1, e2, e4, e1)−bd(a2

+b2)R(e2, e1, e4, e2).

Recall that b and d are nonzero. If R = ac/(bd)R214+ R123 and A∗R = R, then
the left side of the equation is 1, while the right side is 0, another contradiction.



784 COREY DUNN, DARIEN ELDERFIELD AND RORY MARTIN-HAGEMEYER

(5) The first Jordan block of A−1 is J(a, b,m) for m≥ 2. For an arbitrary ACT R,
we have

A∗R(e1, e2, e3, e1)= b(a2
+b2)R(e1, e2, e2, e1)+a2(a2

+b2)R(e1, e2, e3, e1)

+ab(a2
+b2)R(e2, e1, e3, e2)−ab(a2

+b2)R(e1, e2, e4, e1)

−b2(a2
+b2)R(e2, e1, e4, e2).

If R = (a2/b2)R214 + R123 and A∗R = R, then the left side of the equation is 1,
while the right side is 0, another contradiction.

To summarize, when given any Jordan decomposition of A−1 and A 6= ±I , there
exists an ACT R for which A∗R 6= R. Since (±I )∗R = R, the only ACT for which
A∗R= R for all R is when A=±I . As a result, ρ(A) is the identity endomorphism
on the space of algebraic curvature tensors precisely when A =±I . �

4. The representation on A1(V ) is faithful

We conclude the paper by establishing Theorem 1.2.

Proof of Theorem 1.2. Unlike the proof of Theorem 1.1, by Corollary 2.8 we only
need to consider three possible Jordan forms that occupy the upper 2× 2 part of
the matrix A−1.

(1) There is a complex Jordan block in A−1. Suppose the first Jordan block of
A−1 is J (a, b, k). For an arbitrary ACDCT R1, we have

A∗R1(e1,e2,e2,e1;e1)= (a2
+ b2)2

(
a R1(e1,e2,e2,e1;e1)− bR1(e1,e2,e2,e1;e2)

)
.

Recall that b 6= 0. Using the notation of Lemma 2.3, if R1 = (
1R1)+ a/b(2R1)

and A∗R1 = R1, then the left side of the equation is 1, while the right side is 0, a
contradiction.

(2) There are only real Jordan blocks, and there is at least one of size 2 or
more. Suppose the first Jordan block of A−1 is J (λ, k) for k ≥ 2. For an arbitrary
ACDCT R1, we have

A∗R1(e1, e2, e2, e1; e2)= λ
4(R1(e1, e2, e2, e1; e1))+ λ

5(R1(e1, e2, e2, e1; e2)).

If R1 = −λ(
1R1)+ (

2R1) and A∗R1 = R1, then the left side of the equation is 1,
while the right side is 0, another contradiction.

(3) There are only real Jordan blocks, all of which have size 1. Suppose without
loss of generality that the first Jordan block of A−1 is J (λ, 1). The next Jordan
block J (η, 1), by assumption, is a real one of size 1, and hence we have the relations
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A−1e1 = λe1, and A−1e2 = ηe2. For an arbitrary CDACT R1, we have

A∗R1(e1, e2, e2, e1; e1)= λ
3η2 R1(e1, e2, e2, e1; e1),

A∗R1(e1, e2, e2, e1; e2)= λ
2η3(λR1(e1, e2, e2, e1; e2)).

If R1= (
1R1) and A∗R1= R1, we conclude λ3η2

= 1. If R1=
2R1, then we conclude

λ2η3
= 1. Since both must happen simultaneously, we have λ= η, and λ5

= 1, so
λ= η = 1. We have shown that for any other real Jordan block J (η, 1), for any k,
η = λ = 1. Thus since there are only real Jordan blocks of size 1, the only way
A∗R1 = R1 for all R1 ∈ A(V ) is if all Jordan blocks of A−1 are J (1, 1) and as a
result A−1

= A = I . �
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Quasipositive curvature on a biquotient of Sp(3)
Jason DeVito and Wesley Martin

(Communicated by Kenneth S. Berenhaut)

Suppose φ3 :Sp(1)→Sp(2) denotes the unique irreducible complex 4-dimensional
representation of Sp(1) = SU(2), and consider the two subgroups Hi ⊆ Sp(3)
with H1={diag(φ3(q1), q1) : q1 ∈Sp(1)} and H2={diag(φ3(q2), 1) : q2 ∈Sp(1)}.
We show that the biquotient H1\Sp(3)/H2 admits a quasipositively curved Rie-
mannian metric.

1. Introduction

Manifolds of positive sectional curvature have been studied extensively. Despite
this, there are very few known examples of positively curved manifolds. In fact,
other than spheres and projective spaces, every known compact simply connected
manifold admitting a metric of positive curvature is diffeomorphic to an Eschenburg
space [Eschenburg 1982; Aloff and Wallach 1975], Eschenburg’s inhomogeneous
flag manifold, the projectivized tangent bundle of KP2 with K∈{C,H,O} [Wallach
1972], a Bazaikin space [Barden 1965], the Berger space [1961], or a certain
cohomogeneity one manifold which is homeomorphic, but not diffeomorphic, to
T 1S4 [Dearricott 2011; Grove et al. 2011].

Because of the difficulty in constructing new examples, attention has turned to
the easier problem of finding examples with quasi- or almost positive curvature.
Recall that a Riemannian manifold is said to be quasipositively curved if it admits
a nonnegatively curved metric with a point p for which the sectional curvatures of
all 2-planes at p are positive. A Riemannian manifold is called almost positively
curved if the set of points for which all 2-planes are positively curved is dense.
Examples of manifolds falling into either of these cases are more abundant. See
[DeVito et al. 2014; Dickinson 2004; Eschenburg and Kerin 2008; Gromoll and
Meyer 1974; Kerin 2011; 2012; Kerr and Tapp 2014; Petersen and Wilhelm 1999;
Tapp 2003; Wilhelm 2001; Wilking 2002].

In [DeVito et al. 2014], the first author, together with DeYeso, Ruddy, and Wesner,
proves that there are precisely 15 biquotients of the form Sp(3)//Sp(1)2 and show
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Keywords: biquotients, homogeneous spaces, quasipositive sectional curvature.
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that eight of them admit quasipositively curved metrics. We show that their methods
can be adapted to work on a ninth example, called N9 in [DeVito et al. 2014]. That
is, we show N9 admits a metric of quasipositive curvature as well.

To describe this example, we first set up notation. Let φ3 : Sp(1) = SU(2)→
Sp(2) denote the unique irreducible complex 4-dimensional representation of Sp(1).
Further, let G = Sp(3), and let H1 = {diag(φ3(q1), q1) ∈ G : q1 ∈ Sp(1) and
H2 = {diag(φ3(q2), 1) ∈ G : q2 ∈ Sp(1)}. Finally, set H = H1× H2 ⊆ G×G.

Theorem 1.1. The biquotient H1\G/H2 admits a metric of quasipositive curvature.

In fact, we show the metric constructed on G in [DeVito et al. 2014] is H
invariant and the induced metric on N9 is quasipositively curved.

Finally, we point out that one of the first steps in the proof, Proposition 2.3,
does not hold for any of the remaining inhomogeneous biquotients of the form
Sp(3)//Sp(1)2. In particular, a new approach is needed to determine whether these
other biquotients admit metrics of quasipositive curvature.

The outline of this paper is as follows. Section 2 will cover the necessary
background, leading to a system of equations parameterized by p ∈ G, which
govern the existence of a zero curvature plane at [p−1

] ∈ G//H . In Section 3, we
find a particular point p ∈ G for which there are no nontrivial solutions to the
system of equations, establishing Theorem 1.1.

2. Background

We will use the setup of [DeVito et al. 2014]. As the calculations will be done on
the Lie algebra level, we now describe all the relevant Lie algebras.

We recall the Lie algebra sp(n) consists of all n×n quaternionic skew-Hermitian
matrices with Lie bracket given by the commutator. That is, sp(n)= {A ∈ Mn(H) :

A+ At
= 0}, where H denotes the skew-field of quaternions, and the Lie bracket is

given by [A, B] = AB− B A. When n = 1, this Lie algebra is simply Im H.
Then the Lie algebra of G = Sp(3), denoted g = sp(3), consists of the 3× 3

skew-Hermitian matrices over H. Further, we set K = Sp(2) × Sp(1), block
diagonally embedded into G via (A, q) 7→ diag(A, q) ∈ G. Then one easily sees
that k= sp(2)⊕ sp(1) is embedded into g via (B, r) 7→ diag(B, r).

We also use the description of φ3 on the Lie algebra level given by [DeVito et al.
2014, Proposition 4.5].

Proposition 2.1. For t = ti + t j + tk ∈ Im H= sp(1),

φ3(t)=
[

3ti
√

3(t j + tk)√
3(t j + tk) 2(tk − t j )− ti

]
defines the unique irreducible 4-dimensional representation of sp(1)= su(2).
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It follows that, for H1 = {diag(φ3(q1), q1) : q1 ∈ Sp(1)} ⊆ Sp(3),

h1 =


 3ti

√
3(t j + tk)√

3(t j + tk) 2(tk − t j )− ti
t

 : t ∈ Im H

 .
Likewise, for H2 = {diag(φ3(q2), 1) : q2 ∈ Sp(1)} ⊆ G, we have

h2 =


 3si

√
3(s j + sk)√

3(s j + sk) 2(sk − s j )− si

0

 : s ∈ Im H

 .
The metric we will use is constructed in [DeVito et al. 2014] via a combination of

Cheeger deformations [1973] and Wilking’s doubling trick [2002]. More specifically,
we let g0 denote the bi-invariant metric on G with g0(X, Y ) = −Re Tr(XY ) for
X, Y ∈ g. We let g1 denote the left G-invariant, right K -invariant metric obtained by
Cheeger deforming g0 in the direction of K. That is, g1 is the metric induced on G
by declaring the canonical submersion (G×K , g0+g0|K )→G with (p, k) 7→ pk−1

to be a Riemannian submersion.
We now equip G×G with the metric g1+g1 and consider the isometric action of

G× H1× H2 on G×G given by (p, h1, h2)∗ (p1, p2)= (pp1h−1
1 , pp2h−1

2 ). This
action is free and induces a metric on the orbit space 1G\(G×G)/(H1× H2).

Following Eschenburg [1984], the orbit space1G\(G×G)/(H1×H2) is canoni-
cally diffeomorphic to the biquotient H1\G/H2, which is called N9 in [DeVito et al.
2014]. To see this, one verifies that the map G×G→G, sending (p1, p2) to p−1

1 p2,
descends to a diffeomorphism of the orbit spaces. We use this diffeomorphism to
transport the submersion metric on 1G\(G×G)/(H1× H2) to H1\G/H2 and let
g2 denote this metric on H1\G/H2.

We note that since g0 is bi-invariant, it is nonnegatively curved. It follows from
O’Neill’s formula [1966] that g1 and g2 are nonnegatively curved as well.

We now describe the points having 0-curvature planes in (H1\G/H2, g2). To do
this, we let

p=


 0 0 z1

0 0 z2

−z̄1 −z̄2 0

 : z1, z2 ∈ H

⊆ g

denote the g0-orthogonal complement of k: g= k⊕p. Then, for X ∈ g we can write
it as X = Xk+ Xp, where Xk is the projection of X onto k, and similarly for Xp.
We also let Adp : g→ g denote the adjoint map Adp(X)= pX p−1. Then, as shown
in [DeVito et al. 2014, Corollary 2.8], we have the following description of points
[p−1
] ∈ H1\G/H2 containing 0-curvature planes.
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Theorem 2.2. There is a 0-curvature plane at [p−1
] ∈ (H1\G/H2, g2) if and only

if there are linearly independent vectors X, Y ∈ g satisfying the following equations:

(A) g0(X,Adp h1)= g0(X, h2)= g0(Y,Adp h1)= g0(Y, h2)= 0,

(B) [X, Y ] = [Xk, Yk] = [Xp, Yp] = 0,

(C) [(Adp-1 X)k, (Adp-1 Y )k] = [(Adp-1 X)p, (Adp-1 Y )p] = 0.

It is clear from inspecting these equations that if span{X, Y } = span{X ′, Y ′},
then X and Y satisfy all three conditions if and only if X ′ and Y ′ do.

We also note that there is some redundancy in these equations because (G, K )
is a symmetric pair. Specifically, assuming [X, Y ] = 0, it follows that [Xk, Yk] = 0
if and only if [Xp, Yp] = 0 and also that [(Adp-1 X)k, (Adp-1 Y )k] = 0 if and only if
[(Adp-1 X)p, (Adp-1 Y )p]=0. To see this, we first note that [p, p]⊆ k for a symmetric
pair (G, K ). Using the fact that [k, p] ⊆ p, we see that [X, Y ]k= [Xk, Yk]+[Xp, Yp].
Since condition (B) forces [X, Y ]k = 0, we see that [Xk, Yk] = 0 if and only
if [Xp, Yp] = 0. To get the result for the vectors Adp-1 X and Adp-1 Y , we note
that Adp-1 : g → g is a Lie algebra isomorphism, so [X, Y ] = 0 if and only if
[Adp-1 X,Adp-1 Y ] = 0.

We now show that for many p ∈ Sp(3), if X and Y satisfy conditions (A) and
(B) of Theorem 2.2, then we may replace X and Y with X ′, Y ′ having a nice form.

Proposition 2.3. Let ρ : g→ Im H with ρ(Z)= Z33, the entry of Z in the last row
and last column. Suppose [p−1

] ∈ G//H is a point for which ρ|Adp h1 is surjective.
If X, Y ∈ g satisfy conditions (A) and (B) of Theorem 2.2 at the point [p−1

], then
there are vectors X ′, Y ′ ∈ g with span{X, Y } = span{X ′, Y ′} and X ′p = Y ′sp(2) = 0,
where Y ′sp(2) denotes the projection of Y ′ to sp(2)⊕ 0⊆ k⊆ g.

Proof. We start with the equation [Xp, Yp] = 0 from condition (B). Since we can
identify p with T[eK ]G/K , where G/K = HP2 has positive sectional curvature,
it follows that [Xp, Yp] = 0 if and only if Xp and Yp are dependent. Thus, either
Xp = 0 and X = X ′ or Xp = λYp for some real number λ. Then X ′ = λX − Y has
no p part. We may thus assume without loss of generality that X has no p part.

Since Sp(2)×{I } is an ideal in K = Sp(2)×Sp(1), the condition [Xk, Yk] = 0
implies [Xsp(2), Ysp(2)] = 0. By condition (A), we know g0(X, h2)= g0(Y, h2)= 0,
so we may interpret Xsp(2) and Ysp(2) as tangent vectors on Sp(2)/φ3(Sp(1)). But,
Sp(2)/φ3(Sp(1)) is the Berger space [1961] and is known to admit a normal homo-
geneous metric of positive curvature. So we see that [Xsp(2), Ysp(2)] = 0 if and only
if Xsp(2) and Ysp(2) are linearly dependent.

If Xsp(2)= 0, then the only nonvanishing entry of X is X33. Since, by assumption,
ρ|Adp h1 is surjective, the condition g0(X,Adp h1)= 0 forces X = 0, contradicting
the fact that {X, Y } is linearly independent. Hence, we may assume Xsp(2) 6= 0.
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Then, we may subtract an appropriate multiple of X from Y to obtain a new vector
Y ′ with Y ′sp(2) = 0. �

We now work out conditions (A), (B), and (C) of Theorem 2.2 more explicitly at
a point of the form

p =

 cos θ 0 sin θ
0 1 0

− sin θ 0 cos θ

 .
We will always assume θ ∈

(
0, 1

4π
)
. Also, we will often identify p, consisting of

matrices of the form  0 0 z1

0 0 z2

−z̄1 −z̄2 0

 ,
with H2 via the canonical R-linear isomorphism mapping such a matrix to

[ z1
z2

]
.

We note that for points of this form, ρ|Adp h1 has an image consisting of all
elements of Im H of the form 3 sin2θ ti + cos2θ t for t = ti + t j + tk ∈ Im H. Since
cos2θ 6= 0 because θ ∈

(
0, 1

4π
)
, this map has no kernel, so it is surjective. In

particular, the conditions of Proposition 2.3 are verified at all such p, and thus, we
may assume

X =

 x1 x2 0
−x̄2 x3 0

0 0 x4


with x1, x3, x4 ∈ Im H and x2 ∈ H. Similarly, we may assume

Y =

 0 0 y1

0 0 y2

−ȳ1 −ȳ2 y3


with y1, y2 ∈ H and y3 ∈ Im H

Lemma 2.4. For a point p of the above form and X, Y ∈ g, conditions (A), (B), and
(C) of Theorem 2.2 are equivalent to the following list of conditions:

x1 y1+ x2 y2− y1x4 = 0, (1)

−x̄2 y1+ x3 y2− y2x4 = 0, (2)

{x4, y3} is linearly dependent over R. (3)

For

v =

[
cos θ sin θ(x1− x4)

−sin θ x̄2

]
∈ H2 ∼= p
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and

w =

[
Re(y1)+ (cos2θ − sin2θ) Im(y1)− sin θ cos θ y3

cos θ y2

]
∈ H2 ∼= p,

the following hold:

the set {v,w} is linearly dependent over R, (4)

3(x1)i − (x3)i = 0, (5i )
√

3(x2) j − (x3) j = 0, (5 j )
√

3(x2)k + (x3)k = 0, (5k)

(x1)i (−2 sin2θ)+ (x4)i (1+ 2 sin2θ)= 0, (6i )

(x2) j (cos θ − 1)2
√

3+ (x1) j sin2θ + (x4) j cos2θ = 0, (6 j )

(x2)k(cos θ − 1)2
√

3+ (x1)k sin2θ + (x4)k cos2θ = 0, (6k)

−4 sin θ cos θ (y1)i + (2 sin2θ + 1)(y3)i = 0, (7i )

2 sin θ cos θ (y1) j − 2
√

3 sin θ (y2) j + cos2θ (y3) j = 0, (7 j )

2 sin θ cos θ (y1)k − 2
√

3 sin θ (y2)k + cos2θ (y3)k = 0. (7k)

Proof. We first claim that condition (A) is equivalent to (5i ) through (7k). To begin
with, we note that since Ysp(2)= 0 and h2⊆ sp(2)⊕0⊆ k, the equation g0(Y, h2)= 0
is automatically satisfied.

Now, a calculation shows that for s = si + s j + sk ∈ Im H,

0= g0(X, h2)= 3si x1+ 2
√

3(s j + sk) Im(x2)+ (2(sk − s j )− si )x3.

Then, using each of s = i , s = j , and s = k respectively gives (5i ), (5 j ), (5k) which,
using linearity, are therefore equivalent to the condition that g0(X, h2)= 0.

Further, with t = ti + t j + tk ∈ Im H, we compute

Adp h1 =


3 cos2θ ti + sin2θ t

√
3 cos θ (t j + tk) cos θ sin θ (t − 3ti )√

3 cos θ (t j + tk) 2(tk − t j )− ti −
√

3 sin θ (t j + tk)
cos θ sin θ (t − 3ti ) −

√
3 sin θ (t j + tk) 3 sin2θ ti + cos2θ t

 .
A calculation now shows that the expression g0(X,Adp h1) is given by the expres-
sion

(3 cos2θ ti + sin2θ t)x1+ 2
√

3 cos θ (t j + tk) Im(x2)

+ (2(tk − t j )− ti )x3+ (3 sin2θ ti + cos2θ t)x4.

Substituting each of t = i , t = j , and t = k and using (5i ), (5 j ), and (5k) to eliminate
x3 respectively gives (6i ), (6 j ), and (6k) after using sin2θ + cos2θ = 1.
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Likewise, the equation g0(Y,Adp h1) = 0 is equivalent to the vanishing of the
expression

2 cos θ sin θ(−3ti+ t) Im(y1)−2
√

3 sin θ(t j+ tk) Im(y2)+(3 sin2θ ti+cos2θ t)y3.

Substituting each of t = i , t = j , and t = k respectively gives (7i ), (7 j ), and (7k).
We next claim that (1), (2), and (3) are equivalent to condition (B) of Theorem 2.2.

Computing, we see [X, Y ]= 0 if and only if (1) and (2) are satisfied and [x4, y3]= 0.
But this latter condition is equivalent to (3) since Sp(1)= S3 has positive sectional
curvature. Further, Xp = 0, so [Xp, Yp] = 0 and since Ysp(2) = 0, condition (3) is
satisfied if and only if[Xk, Yk] = 0.

Lastly, we claim that (4) is equivalent to condition (C) of Theorem 2.2. To see
this, first recall that it was shown directly following Theorem 2.2 that the conditions
[(Adp-1 X)k, (Adp-1 Y )k] = 0 and [(Adp-1 X)p, (Adp-1 Y )p] = 0 are equivalent, so we
may focus on only one of these.

A direct calculation shows that v = (Adp-1 X)p and w = (Adp-1 Y )p, so we need
only argue that [v,w] = 0 if and only if v and w are dependent over R. But we
may interpret v,w as elements of T[eK ]G/K where G/K = HP2 has a normal
bi-invariant metric of positive sectional curvature. It follows that the bracket of v
and w vanishes if and only if v and w are linearly dependent. �

3. Quasipositive curvature

In this section, we prove N9 = H1\Sp(3)/H2 is quasipositively curved with the
metric g2 constructed in Section 2. As mentioned above, the metric g2 is nonnega-
tively curved, so it is sufficient to find a single point for which all 2-planes have
nonzero curvature. In fact, we will show the following theorem.

Theorem 3.1. With respect to the metric g2, N9 is positively curved at points of the
form [p−1

] ∈ H1\G/H2 ∼= N9, where

p =

cos θ 0 −sin θ
0 1 0

sin θ 0 cos θ


with θ ∈

(
0, 1

6π
)
.

We will always work with points p of the above form.
Assume [p−1

] ∈ H1\G/H2 is a point for which there is a 0-curvature plane.
Then, using Theorem 2.2 and Proposition 2.3, it follows that there are linearly
independent X, Y ∈ g= sp(3) with

X =

 x1 x2 0
−x̄2 x3 0

0 0 x4

 and Y =

 0 0 y1

0 0 y2

−ȳ1 −ȳ2 y3
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and which satisfy all of the conditions given by Lemma 2.4. By repeatedly applying
the conditions of Lemma 2.4, we will constrain the forms of X and Y until we
finally find that no such X and Y exist. This contradiction will establish that there
are no zero curvature planes at [p]−1, and hence, that N9 is positively curved at
these points.

Proposition 3.2. If θ ∈
(
0, 1

6π
)
, the two vectors

v =

[
cos θ sin θ (x1−x4)

−sin θ x̄2

]
, w =

[
Re(y1)+(cos2θ−sin2θ) Im(y1)−sin θ cos θ y3

cos θ y2

]
are both nonzero.

Proof. Suppose for a contradiction that v = 0. Since 0 < θ < 1
6π , we have that

v = 0 implies x2 = 0 and x1 = x4. Then (6i ), (6 j ), and (6k) imply x1 = x4 = 0.
Then (5i ), (5 j ), and (5k) imply that x3 vanishes as well. Thus, in this case, X = 0,
contradicting the fact that X and Y are linearly independent. Thus, v 6= 0.

Now, suppose w = 0, so y2 = 0, Re(y1)= 0 and

Im(y1)= y1 =
sin θ cos θ

cos2θ − sin2θ
y3 =

1
2 tan(2θ)y3. (8)

This equation implies that the i , j , and k components of y1 and y3 are positive
multiples of each other. However, (7 j ) and (7k) imply that the j and k components
of y1 and y3 are negative multiples of each other. Thus, we must have (y1) j =

(y1)k = (y3) j = (y3)k = 0.
Solving (7i ) for y1= (y1)i and combining with (8), we see that either y1= y3= 0,

or θ must satisfy the equation

sin θ cos θ

cos2θ − sin2θ
=

2 sin2θ + 1
4 sin θ cos θ

.

Clearing denominators and simplifying gives 2 sin2θ cos2θ + 2 sin4 θ + sin2θ =

cos2θ . Factoring sin2θ out of the expression 2 sin2θ cos2θ + 2 sin4 θ , we see
this expression simplifies to 2 sin2θ . Substituting this back in gives the equation
3 sin2θ = cos2θ , which has no solutions in

(
0, 1

6π
)
.

Thus, for θ ∈
(
0, 1

6π
)
, we conclude y1 = y3 = 0, which implies Y = 0, again

contradicting the fact that X and Y are linearly independent. �

Using (4), it follows that by rescaling X , we may thus assume v=w. Further, the
first component of v is purely imaginary, and hence Re(y1)= 0, that is, y1 = Im y1.
Thus, (4) is equivalent to the following two equations:

cos θ sin θ(x1− x4)= (cos2θ − sin2θ)y1− sin θ cos θ y3, (9)

y2 =−tan θ x̄2. (10)
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Proposition 3.3. For any θ ∈
(
0, 1

6π
)
, x2, y1, and y2 are all nonzero.

Proof. Assume for a contradiction that y2= 0. Note that, because all the coefficients
in (7i ), (7 j ), (7k) are nonzero, it follows that y1 = 0 if and only if y3 = 0. Because
Y 6= 0, it follows that y1 6= 0.

Rearranging (1) gives x1 y1 = y1x4. Taking lengths, we see that |x1| = |x4|. We
now compare the i , j , and k components of x1 and x4.

For the i component, we rearrange (6i ) to obtain

(x1)i =
1+ 2 sin2θ

2 sin2θ
(x4)i =

(
1+

1

2 sin2θ

)
(x4)i .

Since the sum in the parentheses is positive, we conclude that |(x1)i | ≥ |(x4)i |, with
equality if and only if (x1)i = (x4)i = 0.

For the j component, we first remark that (10) shows that x2 = 0 because y2 = 0.
Then, rearranging (6 j ) gives

(x1) j =−
cos2θ

sin2θ
(x4) j .

Thus, since 0 < θ < 1
6π , we conclude that |(x1) j | ≥ |(x4) j | with equality if and

only if (x1) j = (x4) j = 0. The same argument shows |(x1)k | ≥ |(x4)k | with equality
if and only if (x1)k = (x4)k = 0.

Thus, each component of x1 is at least as large, in magnitude, as the corresponding
component of x4. Hence, since |x1| = |x4|, it follows that each of these inequalities
must be equalities, so x1 = x4 = 0. Since we have already shown x2 = 0, equations
(5i ), (5 j ), and (5k) force x3= 0 as well. That is, X = 0, a contradiction. Thus, y2 6= 0.

Finally, it follows from (10) that x2 6= 0. From (1) and the fact that x2 y2 6= 0,
we see that y1 6= 0. �

Proposition 3.4. For every θ ∈
(
0, 1

6π
)
, x1 6= x4.

Proof. Suppose for a contradiction that x1 = x4. Then (1) takes the form

0= x1 y1− y1x1− tan θ |x2|
2
= [x1, y1] − tan θ |x2|

2.

Since x1, y1 ∈ Im H, we know [x1, y1] ∈ Im H as well, so we conclude that
tan θ |x2|

2
= 0. Since 0< θ < 1

6π , it follows that x2 = 0, a contradiction. �

Our next goal is to demonstrate the following proposition.

Proposition 3.5. For every θ ∈
(
0, 1

6π
)
, dimR spanR{x1, x4, y1, y3} = 1.

Proof. Since, by Proposition 3.3, y1 6= 0, the dimension of this span is at least 1, so
we need only show it is at most one.

We deal first with the case x4 = 0. Then (1) takes the form x1 y1− tan θ |x2|
2
= 0.

In particular, x1 y1 ∈ R. Since x1 and y1 are purely imaginary, this implies {x1, y1}
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is linearly dependent over R. Now (10) implies that y3 = −x1 + 2y1/ tan(2θ),
so {x1, y1, y3} is linearly dependent. Since x4 vanishes, spanR{x1, x4, y1, y3} is
1-dimensional.

We now investigate the case where x4 6= 0. By (3), we may write y3 = λx4 for
some real number λ. Solving (9) for y1 and substituting into (1) gives

0= 1
2 tan(2θ)

(
x1(x1+ (λ− 1)x4)− (x1+ (λ− 1)x4)x4

)
− tan θ |x2|

2. (11)

Recalling that the square of a purely imaginary number is real, the imaginary part
of (11) simplifies to

0= 1
2 tan(2θ)(λ− 2) Im(x1x4).

If λ 6=2, this implies that Im(x1x4)=0, that is, {x1, x4}must be linearly dependent.
Recalling y3 = λx4 and y1 = cos θ sin θ(x1+ (λ− 1)x4), we see that if λ 6= 2, then
dimR spanR{x1, x4, y3, y1} = 1.

We now show λ= 2 cannot occur. Assume for a contradiction that λ= 2. We first
show this implies that the j and k components of x2 and y2 must vanish. We carry
out the proof for the j component, as the proof for the k component is identical.

Given x2 and x4, Equation (6 j ) determines the j component of x1:

(x1) j =−
cos2θ (x4) j + 2

√
3(cos θ − 1)(x2) j

sin2θ
.

Substituting this into (9) and rearranging gives

(y1) j =−
cos θ
sin θ

(x4) j −
2
√

3 cos θ(cos θ − 1)

sin θ(cos2θ − sin2θ)
(x2) j .

Then substituting this into (7 j ), we determine

(y2) j =−
−2 cos2θ(cos θ − 1)

sin θ(cos2θ − sin2θ)
(x2) j .

On the other hand, from (10), y2=− tan θ x̄2, the j component of y2 is determined
in a different way by x2. Thus, either (x2) j = (y2) j or

−
−2 cos2θ(cos θ − 1)

sin θ(cos2θ − sin2θ)
=

sin θ
cos θ

. (12)

By clearing denominators and replacing sin2θ with 1− cos2θ everywhere, (12) is
equivalent to 2 cos3 θ − 3 cos2θ + 1= 0, which factors as

(cos θ − 1)2(2 cos θ + 1)= 0.

But this has no solutions θ ∈
(
0, 1

6π
)
, since 0< cos θ < 1 on that interval. It follows

that if λ= 2, then the j and k components of x2 and y2 vanish.
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Because the j and k components of x2 vanish, the proof of Proposition 3.3 shows
that |x1| ≥ |x4| with equality only if |x1| = |x4| = 0.

Now, (9) gives y1 =
1
2 tan(2θ)(x1+ x4). Substituting this into (1), we get

1
2 tan(2θ)(x2

1 − x2
4)= tan θ |x2|

2.

Because x1 is purely imaginary, x2
1 =−|x1|

2 and similarly for x4, so this equation
is equivalent to

1
2 tan(2θ)(|x4|

2
− |x1|

2)= tan θ |x2|
2. (13)

For θ ∈
(
0, 1

4π
)
, both tangents are positive, and so, by Proposition 3.3, the right

side of (13) is positive.
On the other hand, since |x1|≥ |x4|, the left side is nonpositive. This contradiction

implies λ= 2 cannot occur for any θ ∈
(
0, 1

6π
)
. �

Using Proposition 3.5 and the fact that y1 6= 0, we see that x1, x4, and y3 are real
multiples of y1.

Proposition 3.6. Suppose θ ∈
(
0, 1

6π
)
. Then the i components of x1, x4, y1, y3 and

x3 are all zero.

Proof. If (y1)i = 0, it follows from Proposition 3.5, together with the fact that y1 6= 0
(Proposition 3.3), that the i component of x1, x4, and y3 are all 0 as well. Then (5i )
shows (x3)i = 0 as well. So, we need only show (y1)i = 0 when θ ∈

(
0, 1

6π
)
.

So, assume for a contradiction that (y1)i 6= 0. Solving for y3 in (7i ) and substi-
tuting into (9), we see

cos θ sin θ(x1− x4)=

(
cos2θ − sin2θ − cos θ sin θ

4 cos θ sin θ

2 sin2θ + 1

)
y1.

Since θ ∈
(
0, 1

6π
)
, the coefficient on the right is positive. It follows that x1− x4 is

a positive multiple of y1.
Now, note that (1), rearranged, takes the form (x1− x4)y1 = tan θ |x2|

2. Since
θ ∈

(
0, 1

6π
)
, the right-hand side is positive. But since x1− x4 is a positive multiple

of y1, the left-hand side is a positive multiple of y2
1 . The square of any purely

imaginary number is nonpositive, so we have a contradiction. �

We now show that x3 must be nonzero. Suppose for a contradiction that x3 = 0.
By (5 j ) and (5k), x2 has no j or k component. Since y2 =− tan θ x̄2, the j and k
components of y2 vanish as well.

Now, (7 j ) and (7k) give y3 =−2 tan θ y1. In particular, y3 is a negative multiple
of y1. From (9), we now see cos θ sin θ (x1− x4) is a positive multiple of y1. Then,
just as in the proof of Proposition 3.6, this contradicts (1).

We also find that the j and k components of x2 and y2 are constrained.
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Proposition 3.7. Let x ′2, y′2 denote the projection of x2 and y2 into the jk-plane.
Then dimR spanR{x1, x4, y1, y3, x ′2, y′2} = 1.

Proof. Recalling that x1 and x4 have no i component by Proposition 3.6, we see
that multiplying (6 j ) by j and (6k) by k and adding gives the equation

(x ′2)(cos θ − 1)2
√

3+ x1 sin2θ + x4 cos2θ = 0.

Thus, x ′2 is dependent on x1 and x4. Since y2=− tan θ x̄2, we find that y′2= tan θ x ′2
is also dependent on x ′2. The result follows. �

Proposition 3.8. Either (x2) j = 0 or (x2)k = 0, but not both.

Proof. If both are zero, then (5 j ) and (5k) give x3 = 0, which is not possible. We
now show at least one vanishes.

We begin by rearranging (2) into the form

x̄2(tan θ x4− y1)= tan θ x3 x̄2.

We write x2 = x ′′2 + x ′2 as a decomposition into the complex components, together
with the j and k components. That is, x ′′2 ∈C while x ′2 ∈ span{ j, k}, as before. Then,
the left-hand side can be expanded as x ′′2 (tan θ x4−y1)+x ′2(tan θ x4−y1). Recalling
that the i component of x4 and y1 vanishes by Proposition 3.6, x ′′2 (tan θ x4− y1) ∈

span{ j, k}.
Further, we see x ′2(tan θ x4− y1) ∈ R because x ′2 is dependent on both x4 and y1

by Proposition 3.7. It follows that x2(tan θ x4− y1) has no i component.
Hence, the i component of the right-hand side, tan θ x3 x̄2, must vanish as well.

Since (x3)i = 0 by Proposition 3.6, the i component of x3 x̄2 is given by

0= (x3 x̄2)i i = (x3) j j (x̄2)kk+ (x3)kk(x̄2) j j = (−(x3) j (x2)k + (x3)k(x2) j )i.

Now, using (5 j ) and (5k), we see (x3) j =
√

3(x2) j and (x3)k =−
√

3(x2)k . Substi-
tuting yields 0=−2

√
3(x2) j (x2)k , so at least one of (x2) j and (x2)k vanishes. �

As we have already shown dimR span{x1, x4, y1, y3, x ′2, y′2}=1 (Proposition 3.7),
it follows that either they all only have a k component, or they all only have
a j component. Equations (5 j ) and (5k) show that x3 is also in the span of
{x1, x4, y1, y3, x ′2, y′2}.

Our next proposition will show that all the variables must commute.

Proposition 3.9. (x2)i = (y2)i = 0.

Proof. Since y2 =− tan θ x̄2, it is enough to show that (x2)i = 0.
Equation (2) can be rearranged into the form

tan θ x4− y1 =
tan θ
|x2|2

x2x3 x̄2.
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By Propositions 3.6, 3.7, and 3.8, we see that the left-hand side, x3, and x2 are all
either a real multiple of j or a real multiple of k. For the remainder of the proof, we
assume they are all multiples of j ; the case where they are multiples of k is identical.

The right side is, up to multiple, given by conjugating x3 by the unit quaternion
x2/|x2|. Recall that a unit quaternion can be written as q = (cosφ)q0+ (sinφ)q1,
where q0 is real and q1 is purely imaginary and |q0| = |q1| = 1. Then conjugation
by q, viewed as a map from R3 ∼= Im(H) to itself, is a rotation with axis given by
q1 and with rotation angle given by 2φ.

Since the j-axis is invariant under conjugation by x2, we see one of two things
happen. Either the j -axis is fixed point-wise, in which case Im(x2) has only a j com-
ponent, or the orientation of it is reversed. We now show the latter case cannot occur.

If the orientation is reversed, the rotation axis Im(x2) must be perpendicular to j ,
so Im(x2) ∈ span{i, k}. Because x ′2 has no k part, so it follows that x ′2 = 0. But
then, using (5 j ) and (6 j ), we see that x3 = 0, which is not possible. �

It follows that Im(x2)= x ′2. Summarizing, we have now shown that at a point
containing a 0-curvature plane with θ ∈

(
0, 1

6π
)

that x ′2 = Im(x2), y′2 = Im(y2),
dimR span{x1, x3, x4, y1, y3, x ′2, y′2} = 1 and further, that each element in this set
has vanishing i and j components or vanishing i and k components. In particular,
the variables x1, x2, x3, x4, y1, y2, and y3 all commute. Thus, we may replace (2)
with the linear equation tan θ x4−tan θ x3−y1=0 by substituting y=−tan θ x̄2 and
canceling all occurrences of x̄2. We let `∈ { j, k} and set ε= 1 if `= j and ε=−1 if
`= k. Then, (2)–(7k) are equivalent to the homogeneous system of linear equations

−tan θ (x3)`+tan θ (x4)`−(y1)` = 0,

cos θ sin θ (x1)`−cos θ sin θ (x4)`+(sin2θ−cos2θ) (y1)`+cos θ sin θ (y3)` = 0,

tan θ (x2)`−(y2)` = 0,
√

3(x2)`+ε(x3)` = 0,

sin2θ (x1)`+2
√

3(cos θ−1)(x2)`+cos2θ (x4)` = 0,

2 sin θ cos θ (y1)`−2
√

3 sin θ (y2)`+cos2θ (y3)` = 0.

Then one can easily compute that all solutions are given as real multiples of

(x1)`

(x2)`

(x3)`

(x4)`

(y1)`

(y2)`

(y3)`


=



−3 cos θ((2+ ε) cos2θ − 4 cos θ + 2)
−
√

3 cos θ
3ε cos θ

−3(cos θ − 1)((2+ ε) cos2θ + (ε− 2) cos θ − 2)
−3 tan θ((2+ ε) cos3θ − 4 cos2θ + 2)

−
√

3 sin θ
6 tan2θ((2+ ε) cos3θ − 4 cos2θ + 1)


. (14)
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We now note that (1) is equivalent to y1(x1− x4)= tan θ |x2|
2. In particular, (1)

implies that y1(x1−x4)>0. Thus, if we can show that for θ ∈
(
0, 1

6π
)
, Equation (14)

implies y1(x1− x4) < 0, we will have reached our final contradiction, showing N9

is positively curved at points with θ ∈
(
0, 1

6π
)
.

Proposition 3.10. For θ ∈
(
0, 1

6π
)
, y1(x1− x4) < 0.

Proof. We first note that a simple calculation shows

(x1)`− (x4)` = 6− (6+ 3ε) cos θ.

We first prove y1(x1−x4)< 0 when `= j , that is, ε= 1. In this case, (x1−x4) j =

6−9 cos θ and this is negative so long as cos θ > 2
3 . Of course, since cos

( 1
6π
)
> 2

3 ,
we know that (x1− x4) j < 0 on

(
0, 1

6π
)
.

Further, (y1) j =−3 tan θ (3 cos3θ−4 cos2θ+2). The polynomial 3x3
−4x2

+2
is clearly positive on the interval (

√
3/2, 1), so (y1) j < 0.

It follows that y1(x1− x4)= (y1) j (x1− x4) j j2
=−(y1) j (x1− x4) j < 0.

Finally, we prove y1(x1− x4) < 0 when `= k, that is, ε =−1. Then it is easy
to see that (y1)k is positive since the polynomial x3

− 4x2
+ 1 is negative on the

interval (
√

3/2, 1). Further, if ε =−1, then (x1)k − (x4)k = 6− 3 cos θ > 0.
Thus, y1(x1− x4)= (y1)k(x1− x4)kk2

=−(y1)k(x1− x4)k < 0, as claimed. �
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Symmetric numerical ranges of
four-by-four matrices

Shelby L. Burnett, Ashley Chandler and Linda J. Patton

(Communicated by Chi-Kwong Li)

Numerical ranges of matrices with rotational symmetry are studied. Some cases
in which symmetry of the numerical range implies symmetry of the spectrum are
described. A parametrized class of 4× 4 matrices K (a) such that the numerical
range W(K (a)) has fourfold symmetry about the origin but the generalized
numerical range WK (a)∗(K (a)) does not have this symmetry is included. In 2011,
Tsai and Wu showed that the numerical ranges of weighted shift matrices, which
have rotational symmetry about the origin, are also symmetric about certain axes.
We show that any 4× 4 matrix whose numerical range has fourfold symmetry
about the origin also has the corresponding axis symmetry. The support function
used to prove these results is also used to show that the numerical range of a
composition operator on Hardy space with automorphic symbol and minimal
polynomial z4

− 1 is not a disk.

1. Introduction

Let H be a Hilbert space with inner product 〈 · , · 〉 and T a bounded linear operator
on H. The numerical range of T, denoted by W(T ), is the subset of the complex
plane C defined by

W(T )= {〈T v, v〉 | v ∈ H, ‖v‖ = 1}.

The Toeplitz–Hausdorff theorem states that the numerical range of any bounded
linear operator on a Hilbert space is convex [Toeplitz 1918; Hausdorff 1919]. In
addition, it follows immediately from the definition that W(T ) is unitarily invariant;
that is, if R is a linear operator satisfying R = U T U∗ for a unitary operator U,
then W(R)=W(T ). Other well-known results about the numerical range are listed
below; these and many other properties of the numerical range appear in [Gustafson
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and Rao 1997; Horn and Johnson 1991]. The set of n × n complex matrices is
denoted by Mn(C).

(I) The numerical range contains the spectrum σ(T ) of T.

(II) If the Hilbert space H is finite-dimensional, then W(T ) is compact.

(III) The numerical range W(T ) is bounded by ‖T ‖.

(IV) If A is a Hermitian matrix, then W(A) is a real line segment with endpoints
equal to the maximum and minimum eigenvalues of A.

(V) W(A∗)= {z̄ | z ∈W(A)}.

(VI) If A is a normal matrix then W(A) is the convex hull of the eigenvalues of A.

(VII) If A ∈ M2(C) then W(A) is a (possibly degenerate) ellipse with foci equal to
the eigenvalues of A.

In this paper, some 4× 4 matrices with numerical ranges that have a strong type
of symmetry are studied. A parametrized family of matrices K (a) where W(K (a))
has fourfold symmetry about the origin but certain generalized numerical ranges
of K (a) are not symmetric are described; this class generalizes an example in
[Deaett et al. 2013]. The relationship between symmetry of the numerical range and
symmetry of the spectrum is discussed. In particular, we show that if an associated
algebraic curve to an n× n matrix is irreducible, then symmetry of the numerical
range implies symmetry of the spectrum; when n = 4, the irreducibility assumption
can be dropped. Applications to symmetry about axes are included. The derivations
of these results will use two closely related functions associated with the numerical
range of a matrix, namely Kippenhahn’s boundary-generating curve and the support
function of the numerical range. Finally, we show that the numerical range of a
composition operator on the Hardy space of the disk with automorphic symbol and
minimal polynomial q(z)= z4

− 1 is not a circular disk.

2. Boundary-generating curve and support function

Kippenhahn [1951; 2008] defined the boundary-generating curve for (the numerical
range of) an n×n matrix A as follows. Let H = (A+A∗)/2 and K = (A−A∗)/(2i),
and let In denote the n× n identity matrix. The polynomial

fA(x, y, z)= det(x H + yK + z In) (1)

is homogeneous of degree n with real coefficients. The domain of fA is complex
projective space P2(C), which consists of all equivalence classes of points in
C3
\{(0, 0, 0)} under the equivalence relation ∼; this relation is defined by

(x, y, z)∼ (x ′, y′, z′)
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if and only if there is a nonzero α ∈ C such that (x, y, z)= α(x ′, y′, z′). Any point
x + iy (with x, y ∈ R) in the complex plane can be identified with the equivalence
class of the point (x, y, 1). The natural setting for the study of algebraic curves
is P2(C); see [Fischer 2001; Gibson 1998] for an introduction to this subject.
However, properties of the numerical range primarily involve the restriction of the
domain of fA to points identified with the complex plane, because Kippenhahn
showed that W(A) is the convex hull of the curve C defined in line coordinates by
fA(x, y, 1) = 0 with (x, y) ∈ R2; that is, C is the real part of the zero set of fA.
Kippenhahn called C “the boundary-generating curve of the matrix A”. Since C is
defined in terms of line coordinates, the line consisting of all (u, v) ∈ R2 such that
ux + vy+ 1= 0 is tangent to C if and only if fA(x, y, 1)= 0. For convenience, if
f is a homogeneous polynomial, we will set

VR( f )= {(x, y) ∈ R2
| f (x, y, 1)= 0}.

The polynomial fA is reducible if there exist nonconstant polynomials g and h
with real coefficients such that fA = gh; if this occurs, g and h are necessarily
homogeneous. A nonconstant polynomial is irreducible if it is not reducible. It
suffices to consider irreducibility over the real numbers; if fA was reducible over C

and irreducible over R, then fA = gḡ, where g is an irreducible polynomial with
complex coefficients. The polynomials g, ḡ, and fA have the same zero set in the
complex plane so any arguments requiring irreducibility could be applied to g.

An n× n matrix A is unitarily reducible if there exist matrices B and C of sizes
r × r and s× s, respectively, where r + s = n and 1≤ r, s ≤ n− 1, and a unitary
matrix U ∈ Mn(C) such that

U∗AU =
(

B 0
0 C

)
.

The matrix A is called unitarily irreducible if A is not unitarily reducible. De-
terminant properties show that if A is unitarily reducible, then fA is reducible.
However, the converse does not hold because, as shown in [Kippenhahn 1951;
2008], there exist unitarily irreducible matrices A such that fA is reducible.

In addition to developing properties of the boundary-generating curve, Kippen-
hahn classified the numerical ranges of 3× 3 matrices by showing that the shape of
W(A) depends on whether f (x, y, z) is reducible or irreducible. He showed that
W(A) is either (1) the convex hull of the eigenvalues of A; (2) the convex hull of
an ellipse and a point (reducing to an ellipse when the point is inside the ellipse);
(3) a shape with one flat part on the boundary; (4) an ovular shape with no flat part.
In [Keeler et al. 1997; Rodman and Spitkovsky 2005], Kippenhahn’s classifications
are used to derive straightforward tests in terms of the entries of a matrix A that
determine the shape. Recently, Chien and Nakazato [2012] classified the numerical
ranges of 4× 4 matrices using the boundary-generating curve.
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The boundary of the numerical range can also be described more directly in
terms of its support lines. If S is a closed convex subset of C, then for each point z
on the boundary of S, there exists a line L such that z ∈ L and S lies entirely in
one half-plane determined by L . The line L is called a support line for S at z. See
[Valentine 1964] for more background on convex sets.

When S is the numerical range of an n × n matrix A, the rightmost vertical
support line x = λ of W(A) can be determined directly, because λ is the maximum
real part of any complex number in W(A). Straightforward calculations involving
inner products produce the following equality:

max
{
Re〈Av, v〉

∣∣ v ∈ Cn, ‖v‖=1
}
=max

{〈1
2(A+ A∗)v, v

〉 ∣∣ v ∈ Cn, ‖v‖=1
}
.

The set in braces on the right side of the equality is the numerical range of the
Hermitian matrix H = 1

2(A+ A∗), so by (IV) the maximum value in this set is the
maximum eigenvalue of H. Hence the rightmost vertical support line of W(A) is
the line x = λ, where λ is the maximum eigenvalue of H.

Since W(cA)= cW(A) for any complex scalar c, we can derive the support line
in every direction by rotating A. The rightmost vertical support line of W(e−iθ A)
will be x = pA(θ) where:

Definition 1. pA(θ)=max σ
( 1

2(e
−iθ A+ eiθ A∗)

)
.

Rotating this line back by an angle θ will yield the support line of the original
numerical range W(A) that is orthogonal to the line from 0 to eiθ.

Therefore the support function pA(θ) completely determines the numerical range
of the matrix A since it describes the support lines in every direction. When T is an
operator on an infinite-dimensional Hilbert space, the analogously defined support
function determines the closure of W(T ).

Note that for any real θ , we have fA(cos(θ), sin(θ),−pA(θ)) = 0 because
(x, y, z)= (cos(θ), sin(θ),−pA(θ)) satisfies det(x H + yK + z I )= 0.

3. n-fold symmetry about the origin

As mentioned in the list of properties of W(A) above, the numerical range of any
matrix A contains the eigenvalues of A and when A is normal, W(A) is the convex
hull of σ(A). In many cases, a plot of the eigenvalues of A along with W(A) shows
no obvious relationship except containment. However, a special class of generalized
permutation matrices have numerical ranges consisting of a “fattened up” convex
hull of the eigenvalues of A. These matrices, whose numerical ranges are studied
in [Tsai and Wu 2011; Li and Tsing 1991] as discussed later, are weighted shifts.
For consistency with some other references we will work with their adjoints, which
by property (V) in the Introduction will produce equivalent results.
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Figure 1. W(A).

Definition 2. A matrix A ∈ Mn(C) is an AWS (adjoint of weighed shift) matrix if
A = (ai j ) with ai j = 0 unless i = j + 1 or i = 1 and j = n.

In the 4× 4 case, this yields

A =


0 0 0 a14

a21 0 0 0
0 a32 0 0
0 0 a43 0

 . (2)

If A is n× n of class AWS and the entries of A which are not specified to be
zero are in fact nonzero, then the eigenvalues of A are given by a common scalar
multiple of the n-th roots of unity. It turns out that the numerical range W(A) is
symmetric about the origin in a similar manner.

For example, if A is the 4× 4 matrix of class AWS given by

A =


0 0 0 1
2 0 0 0
0 5

4 0 0
0 0 3

2 0

 ,
then the eigenvalues of A are {c, ci,−c,−ci},where c = 151/4/

√
2.

The numerical range W(A) and the eigenvalues are shown in Figure 1.
This motivates the following definition.

Definition 3. Let n be a positive integer. A subset S of the complex plane has
n-fold symmetry about the origin (n-sato) if z ∈ S implies e2π i/nz ∈ S.

That is, S has n-sato if the set S′ obtained by rotating S by 2π/n radians around
the origin is equal to S. Clearly the numerical range and the spectrum in Figure 1
have 4-sato.

A result credited to Anderson, which appears in [Tam and Yang 1999; Wu 2011],
provides an immediate result about numerical range symmetry.
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Theorem 4 [Tam and Yang 1999; Wu 2011]. Assume N ≥ 2 and A ∈ MN (C). If
W(A) is contained in a circular disk and ∂W(A) meets the boundary of the disk at
more than N points, then W(A) is equal to the circular disk.

Corollary 5. Assume n > N ≥ 2. Assume A ∈ MN (C) is a nonzero matrix. If
W(A) has n-sato, then W(A) is a circular disk centered at the origin.

Proof. Assuming the hypotheses of the corollary, let z0 be a point of ∂W(A) where
the numerical radius of A is attained. Note that z0 6= 0 and W(A) is contained in
the circular disk D with center at the origin and radius |z0|. Since W(A) has n-sato,
the distinct points e2πki/nz0 are on ∂W(A) for k = 0, . . . , n− 1. Therefore W(A)
meets D in more than N points and hence W(A)= D. �

Symmetry results about numerical ranges of block AWS operators are proved in
[Li and Tsing 1991]. In fact, they prove that much stronger symmetry results hold
for AWS operators because the symmetry extends to certain generalized numerical
ranges introduced in [Goldberg and Straus 1977]. This generalization is defined
below.

Definition 6. Let A and C be in Mn(C). The C-numerical range of A is the subset
of C defined by

WC(A)= {tr(CU AU∗) |U ∈ Mn(C), U∗U = I }.

Recall that the standard inner product on Mn(C) is 〈A, B〉= tr(B∗A), so tr(B∗A)
can be considered a scaled projection of A onto B. Hence WC(A) can be consid-
ered the projection of the collection of all matrices unitarily equivalent to A (this
collection is called the unitary orbit of A) onto the matrix C∗. When C = E11, the
n× n matrix with 1 in the first row, first column entry and zeroes elsewhere, the
generalized numerical range WE11 equals the classical numerical range. Unlike the
classical numerical range, the C-numerical range is not convex in general [Westwick
1975] but it is always star-shaped [Cheung and Tsing 1996]. See [Li 1994] for more
background and properties of the C-numerical range.

Li and Tsing [1991] showed that the Hilbert space operators for which all
the (appropriately generalized) C-numerical ranges have n-sato are exactly those
unitarily similar to a block form of the AWS. For convenience, we state below a
special case of their results that is directly related to the results in this paper.

Theorem 7 (Li–Tsing, special case). Let n be a positive integer and A ∈ Mn(C).
The following conditions are equivalent:

(a) WC(A) has n-sato for all C ∈ Mn(C).

(b) WA∗(A) has n-sato.

(c) A is unitarily equivalent to an n× n AWS matrix.
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Thus the only n× n matrices for which all C-numerical ranges have n-sato are
those unitarily equivalent to AWS matrices. Since the classical numerical range is
one C-numerical range, it follows that the classical numerical range of any AWS
matrix has n-sato. However, based on the Li–Tsing theorem, it is possible that there
exists an n×n matrix A that is not unitarily equivalent to an AWS matrix but where
W(A) has n-sato. Of course for such a matrix A, there would exist C (in particular
C = A∗) such that WC(A) does not have n-sato.

Results in [Tam and Yang 1999] provide conditions (some of which are in terms
of associated graphs) that are necessary and sufficient for classes of matrices with
the same zero or ray pattern as a given matrix A to have numerical ranges with
n-sato or circular symmetry. In particular, conditions for a single matrix with
nonnegative entries and a connected undirected graph to have a numerical range
with n-sato are provided.

In the 2× 2 case, however, it is straightforward to show that W(A) has 2-sato if
and only if the eigenvalues of A have 2-sato if and only if A is unitarily equivalent to
a 2×2 AWS matrix. These facts follow from property (VII) in the Introduction, basic
facts about ellipses, and unitary equivalence arguments. See [Horn and Johnson
1991].

In [Harris et al. 2011], it is shown that W(A) has 3-sato (and is not a circular
disk) if and only if A is unitarily similar to a matrix of class AWS.

In [Deaett et al. 2013], matrices in Mn(C) for n ≥ 4 such that W(A) has n-sato
are studied and the following result is proved.

Theorem 8 [Deaett et al. 2013]. Assume A is a 4× 4 matrix with complex entries
whose eigenvalues have 4-fold symmetry about the origin. Assume W(A) is not a
circular disk. Then the numerical range W(A) has 4-fold symmetry about the origin
if and only if tr(A2 A∗)= 0 and tr(A3 A∗)= 0.

A natural generalization of the trace condition in Theorem 8 that is sufficient to
show W(A) has n-sato for all integers n ≥ 4 also appears in [Deaett et al. 2013].

The matrix

B =


1 1 1

3(−18−5
√

14) 1
0 i 2 2

3(9+2
√

14)
0 0 −1 2
0 0 0 −i

 (3)

was also constructed in [Deaett et al. 2013]. The numerical range W(B) has 4-sato;
however, B is not unitarily equivalent to an AWS matrix of the form (2). Hence
there exist 4× 4 matrices C such that WC(A) does not have 4-sato. We will now
use similar methods to produce a simpler collection of matrices whose numerical
ranges have the same properties.
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Figure 2. W(K (a)) for a = 1 (left) and a = 0.1 (right)

Let a ∈ C with a 6= 0 and define

K (a)=


1 a

√
2|a|2+4 a

0 i 0 −2
0 0 −1 0
0 0 0 −i

 . (4)

Clearly the eigenvalues of K (a) have 4-sato and since there are no repeated eigen-
values, W(K (a)) is not a disk; see [Wu 2011]. It is straightforward to check
that tr(K (a) j K (a)∗) = 0 for j = 2, 3. Hence W(K (a)) has 4-sato. However,
tr(K (a)3(K (a)∗)2)= 4|a|2 6= 0. For any AWS matrix A, we have tr(A3(A∗)2)= 0.
Since this trace is a unitary invariant, the matrix K (a) is not unitarily equivalent to
an AWS matrix. Therefore, there exists C ∈ M4(C) such that WC(K (a)) does not
have 4-sato. In particular, WK (a)∗(K (a)) does not have 4-sato.

More generally, a similar analysis can be done for many matrices of the form

K =


1 a b a
0 i f c
0 0 −1 f
0 0 0 −i

 (5)

by fixing the “keystone” variable a and solving for b, c, and f to obtain the correct
trace values.

Both (3) and (4) have the form (5).
A straightforward computation shows that the boundary-generating curve for

K (a) is

fK (a)(u, v, w)=w4
−w2(u2

+v2)(3+|a|2)+(2+|a|2)(u4
+v4)+(5+2|a|2)u2v2.

This polynomial is quadratic in x = u2, y = v2 and z = w2. The Hessian of the
resulting polynomial in x, y, and z is H( f )= 2|a|2(2+ |a|2) 6= 0. Therefore this
polynomial is irreducible so fK (a) does not factor into two quadratics. One can
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also show that fK (a) cannot factor into a cubic and a linear factor since the linear
factor would correspond to an eigenvalue of K (a) and this leads to a contradiction.
Consequently fK (a) is irreducible and thus the matrix K (a) is unitarily irreducible.

We include plots of W(K (a)) for a = 1 and a = 0.1 in Figure 2. In general, the
problem of plotting WC(A) is difficult.

4. Symmetry of the spectrum

Assume A is a 2× 2 matrix and therefore W(A) is an ellipse with foci equal to the
eigenvalues of A. As mentioned earlier, it clearly follows that W(A) has 2-sato if
and only if the spectrum σ(A) has 2-sato. In general, the spectrum of A can have
n-sato even though W(A) does not have n-sato. However, under an irreducibility
condition on the boundary-generating curve, symmetry of W(A) implies that of
σ(A). Proposition 10 below generalizes the n = 3 case that appeared in [Harris
et al. 2011]. The following lemma is used in the proofs of Propositions 10 and 11.

Lemma 9. Let n and N be positive integers and let g be an irreducible homo-
geneous polynomial of degree N. Then the polynomial ĝn obtained by rotating
each affine point (x, y) = (x, y, 1) on VR(g) through an angle −2π

n about the
origin is also irreducible of degree N. Hence if there are infinitely many points on
VR(g)∩ VR(ĝn) then g is a nonzero scalar multiple of ĝn .

Proof. Since the transformation of rotation in the first two coordinates of (x, y, z) is
an invertible transformation, it preserves irreducibility and degree of homogeneous
polynomials. Therefore if the intersection VR(g) ∩ VR(ĝn) is infinite, Bézout’s
theorem shows that g = cĝn for some nonzero scalar c. �

Proposition 10. Let N and n be integers with n ≥ 2 and N ≥ 3. Assume A is an
N × N matrix such that fA as defined in (1) is irreducible. If W(A) has n-sato,
then the spectrum σ(A) has n-sato.

Proof. Since fA is irreducible, it follows that A is unitarily irreducible and hence the
boundary of W(A) is smooth [Kippenhahn 1951; Horn and Johnson 1991]. Since
there are no corners of ∂W(A), it is not possible that two flat parts on ∂W(A) inter-
sect. There are at most (N−1)(N−2)/2 flat parts on the boundary of the numerical
range of an N×N matrix such that fA is irreducible; see [Gau and Wu 2008]. Any of
these finitely many flat parts are separated by a nonflat portion 0 of ∂W(A) consist-
ing of infinitely many points. The numerical range is the convex hull of the boundary-
generating curve C={x+iy ∈C | fA(x, y, 1)=0} and therefore 0 is on a piece of C
itself. If there are no flat portions of ∂W(A), then 0 could be any infinite subset of C .

Let α = 2π
n and ω = eiα. The assumption that W(A) has n-sato is equivalent to

the statement that W(A)=W(ωA). Therefore ∂W(ωA) also contains 0 and as a
nonflat portion of ∂W(ωA), it must by the argument above be a piece of VR( fωA).
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The polynomial fωA is equal to ( f̂A)n in the notation of Lemma 9, so fA = c fωA

for some scalar c. The coefficient of zN is 1 in both fA(x, y, z) and fωA(x, y, z);
hence fA = fωA. Kippenhahn [1951] showed that the eigenvalues of a matrix A
are the real foci of the curve fA. Hence the eigenvalues of A and ωA are equal.
Since the eigenvalues of ωA are obtained from those of A by rotating by α about
the origin, this proves that σ(A) has n-sato. �

The irreducibility condition on fA, or at least a condition on the size of A, is
necessary in Proposition 10. If A= B⊕C , where W(B) has n-sato and C is diagonal
with any (i.e., nonsymmetrical) spectrum contained in W(B), then fA = fB fC and
the spectrum of A need not have n-sato. However, we can show that if n = 4 and A
is a 4× 4 matrix, noncircular symmetry of the numerical range implies symmetry
of the spectrum.

Proposition 11. Assume A is a 4× 4 matrix and W(A) has 4-sato but is not a
circular disk. Then σ(A) has 4-sato. Under these hypotheses, if σ(A)= {0}, then
A is the zero matrix.

Proof. Assume A is a 4 × 4 matrix and W(A) has 4-sato but is not a circular
disk. Let fA be defined as in (1). If fA is irreducible, then σ(A) has 4-sato
by Proposition 10. Therefore, assume fA is reducible with the factorization
fA(u, v, w)= g(u, v, w) h(u, v, w), where g is irreducible. In addition, assume the
degree m of g is greater than or equal to the degree of every other factor of fA. So m
is either 1, 2, or 3. Note that since the coefficient ofw4 is 1 in the polynomial fA, we
may assume the coefficient of any monomialwk in any degree-k factor of fA is also 1.

Case 1: If m=1, then fA factors into four factors of degree 1; that is, fA=h1h2h3h4,
where h j (u, v, w)= a j u+ b jv+ 1w and λ j = a j + ib j is an eigenvalue of A for
j = 1, 2, 3, 4. The numerical range W(A) is a polygon (which could reduce to a line
or point) which is the convex hull of these four points. In fact, W(A) is the convex
hull of its uniquely determined vertices, which could be a priori a proper subset
of σ(A) = {λ1, λ2, λ3, λ4}. If 0 ∈ σ(A) and 0 is the only vertex of W(A), then
W(A)= {0} and consequently σ(A)= {0}, which has 4-sato. In this case, A is the
zero matrix. Otherwise, let λ` be a nonzero element of σ(A) which is a vertex of
W(A). Then iλ`,−λ` and −iλ` are distinct and they are also vertices of W(A) by
the 4-sato assumption. This means σ(A)= {λ`, iλ`,−λ`,−iλ`}, which has 4-sato.

Case 2: If m = 2, then fA = gh, where g is irreducible of degree 2 and the
set VR(g) is an ellipse E1. If h has two factors of degree 1 then h(u, v, w) =
(a1u + b1v + w)(a2u + b2v + w), where λ1 = a1 + ib1 and λ2 = a2 + ib2 are
eigenvalues of A. In this case, W(A) is the convex hull of E1 ∪{λ1}∪ {λ2}. If both
λ1 and λ2 are inside the convex hull of E1, then W(A) is the convex hull of E1,
which does not have 4-sato unless it is a disk; this is precluded by hypothesis. If
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one or both of λ1 and λ2 are outside E1, then ∂W(A) will have exactly one or two
corners where lines intersect, which is impossible if W(A) has 4-sato. Therefore
h is also irreducible of degree 2 and hence VR(h) is an ellipse E2. If either E1 or
E2 is contained inside the convex hull of the other, then ∂W(A) is the outer ellipse
and we are back at the impossible case where W(A) is a circular disk. Therefore
∂W(A) consists of portions of E1, E2, and flat portions connecting the two ellipses.
In particular, there is a (nonuniquely determined) arc of E j (denoted by γ j ) that
is contained in ∂W(A) for each j = 1, 2.

Notate g(u, v, w)= a1u2
+a2v

2
+w2

+a4uv+a5uw+a6vw and h(u, v, w)=
b1u2
+ b2v

2
+w2

+ b4uv + b5uw+ b6vw. If (u, v, 1) ∈ γ1, then g(u, v, 1) = 0.
The assumption that W(A) has 4-sato means that the point (−v, u, 1) obtained
by rotating (u, v, 1) by π

2 radians is either on E1 or E2. If (−v, u, 1) is in E1 for
infinitely many points on the arc γ1, then g(−v, u, 1) = 0 for those points and
the (irreducible) polynomials g(u, v, w) and g(−v, u, w) are the same. Matching
coefficients of these polynomials shows that a1 = a2, a4 = −a4, a5 = a6, and
a6 =−a5. Therefore g(u, v, w)= a1(u2

+v2)+w2, and VR(g) is a circle centered
at the origin. A similar analysis applied to points in γ2 shows that either there are
infinitely many points of iγ2 on E1 or else E2 is also a circle centered at the origin.
Since W(A) is the convex hull of E1 ∪ E2, both curves cannot be circles centered
at the origin or else W(A) will be the circular disk with the smaller radius.

In fact, neither E1 nor E2 can be a circle centered at the origin. To prove this,
assume without loss of generality that E1 is a circle centered at the origin. If
infinitely many points of γ2 rotate to land on E1, then the rotated curve is a circle
centered at the origin, so E2 is also such a circle. But the argument above shows
that if infinitely many points of γ2 rotate to E2, then E2 is also a circle centered
at the origin. Thus neither E1 nor E2 can be a circle centered at the origin.

So without loss of generality, there must be infinitely many points on the arc
γ1 such that the corresponding rotated points are on E2. Thus g(u, v, 1)= 0 and
h(−v, u, 1)= 0 for infinitely many (u, v). Therefore since g and h are irreducible,
g(u, v, w)= h(−v, u, w). Setting corresponding coefficients equal yields

h(u, v, w)= a2u2
+ a1v

2
+w2

− a4uv− a6uw+ a5vw.

We can rotate the points (u, v, 1) on γ1 again to obtain that either h(−u,−v, 1)= 0
or g(−u,−v, 1)= 0 for infinitely many points satisfying g(u, v, 1)= 0. The former
means that h(−u,−v,w) = g(u, v, w), which leads to a4 = a5 = a6 = 0, which
results in the circle contradiction. Consequently g(−u,−v,w)= g(u, v, w), which
results in a5= a6= 0. Therefore the original ellipse E1 is centered at the origin and
E2 is described by h(u, v, w)= g(−v, u, w)= 0, which is the ellipse E1 rotated
by π

2 . We conclude that the original boundary-generating curve fA satisfies

fA(u, v, w)= (a1u2
+ a2v

2
+w2

+ a4uv)(a2u2
+ a1v

2
+w2

− a4uv).
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Because we know the eigenvalues of A are precisely the values of −w for which
fA(1, i, w)= 0, it follows that the eigenvalues of A are solutions to

0= (a1− a2+ ia4+w
2)(a2− a1− ia4+w

2)= (w4
− (a1− a2+ ia4)

2).

Therefore the eigenvalues are the four fourth roots of a fixed complex number and
thus have 4-sato. Note that if σ(A) = {0}, then a1 = a2 and a4 = 0, which again
leads to a circular numerical range and is thus impossible in this case by hypothesis.

Case 3: If m = 3, then fA = gh, where g is irreducible of degree 3 and h has
degree 1. As in Case 1, h(u, v, w)= au+bv+w, where λ= a+ib is an eigenvalue
of A. The numerical range is the convex hull of λ and the real part of the curve
VR(g) in line coordinates. If λ∈ conv(VR(g)) then W(A)= conv(VR(g)). As in the
proof of Proposition 10, there must be a nonflat portion of ∂W(A) that consists of a
portion γ of VR(g) with infinitely many points. When W(A) is rotated by π

2 radians,
the rotation of γ is also on ∂W(A). Hence by Lemma 9, g(u, v, w)= g(−v, u, w)
for all (u, v, w) in P2(C). Since g has degree 3, it must be of the form

g(u, v, w)= c1u3
+ c2v

3
+w3

+ c4u2v+ c5u2w

+ c6uvw+ c7uv2
+ c8uw2

+ c9v
2w+ c10w

2v.

Setting equivalent coefficients of g(u, v, w) and g(−v, u, w) equal yields

c1 = c2, c2 =−c1, c4 =−c7, c5 = c9, c6 =−c6,

c7 = c4, c8 = c10, c9 = c5 and c10 =−c8.

Therefore g(u, v, w) = w3
+ c5u2w+ c5v

2w. If c5 < 0, then W(A) is a circular
disk, contradicting our hypothesis. If c5 > 0, then VR(g) is empty, contradicting
the assumption that λ ∈ conv(VR(g)). If c5 = 0, then fA(u, v, w) = w4, which
contradicts our assumption that Case 3 holds.

If the eigenvalue λ is not in conv(VR(g)) then ∂W(A) has a vertex at λ where two
flat portions of the boundary must meet. By assumption, ∂W(A) also has vertices
at iλ, −λ, and −iλ. Note that these points are distinct; the assumption that W(A)
has 4-sato means that the origin is either the only point in W(A) (precluded by this
case) or in the interior of W(A). Since any vertex on ∂W(A) is an eigenvalue of A,
this would immediately show that σ(A) has 4-sato. However, this case will not
even occur because the convex hull of the real part of the irreducible cubic g will
not contain four vertices. �

5. Support function and symmetry about axes

If A is a 4× 4 matrix such that W(A) has 4-sato, we will use the support function
for W(A) to derive the numerical radius of A and we will provide an estimate that
measures how far W(A) is from a circular disk. We will also prove that W(A) has a
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particular type of axis symmetry. We will assume that W(A) is noncircular; clearly
if W(A) is a circular disk centered at the origin, then W(A) is also symmetric about
every line through the origin and the numerical radius is the radius of the circle.
Determining the support function involves a lot of calculation which was done in a
special case in [Deaett et al. 2013], so we will use the support function from that
special case to obtain the general case.

Accordingly, assume that A is a nonzero 4×4 matrix such that W(A) has 4-sato
but is not a circular disk. By Proposition 11, the eigenvalues of A have 4-sato. By
Theorem 8, tr(A2 A∗)= tr(A3 A∗)= 0. Now rename this matrix B and assume we
are in the special case where the eigenvalues of B are 1, i,−1,−i . Then the proof
of Theorem 3.1 in [Deaett et al. 2013] shows that the characteristic polynomial for
Re(e−iθ B) is

qθ (z)= z4
−

1
4 tr(BB∗)z2

−
1
4 tr
( 1

16(e
−4iθ B4

+4(B∗)2 B2
+2(B∗B)2+e4iθ (B∗)4)

)
+

1
32(tr(BB∗))2.

Since Re(e−iθ B) is Hermitian, all of the roots of qθ are real. The support function
is the maximum root of qθ , so the formula for pB(θ) follows directly from the
equation above and each expression under a root is real and nonnegative for all θ .

pB(θ)=

√
tr(BB∗)+

√
8cos(4θ)+4tr(B∗2 B2)+2tr(B∗BB∗B)−(tr(B B∗))2

2
√

2
. (6)

Now assume the general case where A is a nonzero 4 × 4 matrix such that
W(A) is noncircular and has 4-sato. By Proposition 11 the eigenvalues of A
are a, ai,−a,−ai for some nonzero a ∈ C. Thus A = aB for some B with
eigenvalues 1, i,−1,−i . Let α = arg a. It is straightforward to compute that
pA(θ)= |a|pB(θ −α). Therefore, by (6), we obtain

pA(θ)

=
|a|
√

tr(BB∗)+
√

8cos(4θ−4α)+4tr(B∗2 B2)+2tr(B∗BB∗B)−(tr(B B∗))2

2
√

2

=

√
tr(AA∗)+

√
8|a|4 cos(4θ−4α)+4tr(A∗2 A2)+2tr(A∗AA∗A)−(tr(AA∗))2

2
√

2
. (7)

The numerical radius of A is the maximum value of the support function. The
previous discussion leads to the following result.

Proposition 12. Assume A is a 4× 4 matrix such that W(A) has 4-sato and is
not a circular disk. Assume σ(A) = {a, ai,−a,−ai} for some nonzero complex



816 SHELBY L. BURNETT, ASHLEY CHANDLER AND LINDA J. PATTON

number a. Then the numerical radius of A is

ω(A)= pA(α)=

√
tr(AA∗)+

√
8|a|4+4 tr(A∗2 A2)+2 tr(A∗AA∗A)−(tr(AA∗))2

2
√

2
,

the minimum value of the support function for A is

pA
(
α+ π

4

)
=

√
tr(AA∗)+

√
−8|a|4+ 4 tr(A∗2 A2)+ 2 tr(A∗AA∗A)− (tr(AA∗))2

2
√

2
,

and
−8|a|2+ 4 tr(A∗2 A2)+ 2 tr(A∗AA∗A)− (tr(AA∗))2 ≥ 0. (8)

We will now derive an expression that measures the “noncircularity” of the
numerical range of a 4× 4 matrix A (where W(A) has 4-sato) in terms of tr(A∗A).
Let gA denote the difference between the maximum and minimum values of the
support function of A. That is, gA = pA(α)− pA

(
α+ π

4

)
as defined above. The

quantity gA measures the gap between the points on the boundary of W(A) that are
farthest from, and closest to, the origin.

To prove the following lower bound for gA, we will produce some inequalities
involving tr(A∗A) and traces of more complicated words in A and A∗. This propo-
sition will be used in the next section to prove that the numerical range of a certain
composition operator is not circular.

Proposition 13. Assume A is a 4×4 matrix such that W(A) has 4-sato and σ(A)=
{1,−1, i,−i}. Let α = tr(A∗A). Then

gA ≥
8

√
2
(√
α+
√

5α2+ 8+
√
α+
√

5α2− 8
)(√

5α2+ 8+
√

5α2− 8
) .

Proof. Recall that
〈A, B〉 = tr(B∗A)

defines an inner product on Mn(C) and in particular on M4(C). Thus 〈A, A〉 =
‖A‖2tr = tr(A∗A).

The Cauchy–Schwarz inequality on this space shows that

|tr(B∗A)| ≤ ‖A‖tr ‖B‖tr =
√

tr(A∗A) tr(B∗B). (9)

The trace norm induced by this inner product is a matrix norm [Horn and Johnson
1991], so ‖AB‖tr ≤ ‖A‖tr ‖B‖tr, and therefore

tr(A∗AA∗A)= ‖A∗A‖2tr ≤ ‖A∗‖2tr ‖A‖2tr = ‖A‖4tr = (〈A, A〉)2 = α2. (10)

Also,
tr((A∗)2 A2)= ‖A2

‖
2
tr ≤ ‖A‖4tr = (〈A, A〉)2 = α2. (11)
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Define

d(A, A∗)= 4 tr((A∗)2 A2)+ 2 tr(A∗AA∗A)− (tr(A∗A))2. (12)

Combining (8), (10), and (11) yields

8≤ d(A, A∗)≤ 4α2
+ 2α2

−α2
= 5α2. (13)

The assumptions on the spectrum of A imply that α2
≥ 4. The maximum value

of the support function can be written in terms of d(A, A∗) and α as

pA(0)=

√
α+
√

8+ d(A, A∗)

2
√

2
,

while the minimum value is

pA
(
π
4

)
=

√
α+
√
−8+ d(A, A∗)

2
√

2
.

Therefore, the distance between the maximum value of the support function and
the minimum value of the support function is

gA =

(√
α+
√

d(A, A∗)+ 8−
√

α+
√

d(A, A∗)− 8
)

2
√

2
.

We want to find a lower bound for gA in terms of α.
By multiplying gA by its algebraic conjugate in the numerator and denominator,

we obtain

gA =

√
d(A, A∗)+ 8−

√
d(A, A∗)− 8

2
√

2
(√
α+
√

d(A, A∗)+ 8+
√
α+
√

d(A, A∗)− 8
) .

Now multiply numerator and denominator by the conjugate of the numerator to
see that

gA=
8

√
2
(√
α+
√

d(A, A∗)+8+
√
α+
√

d(A, A∗)−8
)(√

d(A, A∗)+8+
√

d(A, A∗)−8
) .

Each term of each factor in the denominator of gA is a positive increasing function
of d(A, A∗). Therefore, (13) implies that

gA ≥
8

√
2
(√
α+
√

5α2+ 8+
√
α+
√

5α2− 8
)(√

5α2+ 8+
√

5α2− 8
) . �

Tsai and Wu [2011] proved a number of results about numerical ranges of
weighted shift matrices. In particular, they show that the numerical range of any
n× n weighted shift matrix A (and thus any AWS matrix) is symmetric about each
of n lines through the origin that are determined by the entries of A. The angle
between each pair of adjacent lines is π

n . We will show that if the numerical range
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of a 4× 4 matrix A has 4-sato, then W(A) is similarly symmetric about four lines
through the origin even if A is not unitarily equivalent to an AWS matrix.

Property (V) from the Introduction shows that for any n× n matrix A, the set
W(A∗) is the reflection of W(A) about the real axis. For any angle θ , the matrix
Re e−iθ A is the same as Re eiθ A∗. Since the support function pA(θ) is the maximum
eigenvalue of Re e−iθ A, it is also true that pA(−θ)= pA∗(θ) for all real θ .

Proposition 14. Let A be an n×n matrix. The numerical range W(A) is symmetric
about the real axis if and only if the support function pA is an even function.

Proof. Assume W(A) is symmetric about the real axis and consequently W(A)=
W(A∗). Hence pA(θ)= pA∗(θ)= pA(−θ) for all real θ .

Now assume pA(θ)= pA(−θ) for all θ . This implies that pA = pA∗ and conse-
quently the numerical ranges W(A) and W(A∗) are equal, so W(A) is symmetric
about the real axis. �

Corollary 15. Let A be an n × n matrix such that the origin is in the numerical
range W(A). Let δ ∈ R. The numerical range is symmetric about the line `
through the origin and eiδ if and only if the support function pA for W(A) satisfies
pA(θ + δ)= pA(−θ + δ).

Proof. W(A) is symmetric about ` if and only if the rotated set e−iδW(A) is symmet-
ric about the real axis. The latter statement is equivalent to the numerical range of
e−iδA having symmetry about the real axis. Since the definition of the support func-
tion shows that pe−iδ A(θ)= pA(θ+δ), the corollary follows from Proposition 14. �

The strong connection between n-fold symmetry about the origin and axis
symmetry depends on the size of the matrix relative to n, as the following example
due to Spitkovsky (personal communication, 2012) shows:

Example 16. Let A be the 8× 8 diagonal matrix with diagonal entries 1, i , −1,
−i , 0.9eπ i/6, 0.9e2π i/3, 0.9e7π i/6, 0.9e5π i/3. Thus W(A) is a polygon with vertices
at the eight diagonal entries as shown in Figure 3. Clearly W(A) has 4-sato, as
does σ(A), but W(A) is not symmetric about any axis.

Figure 3. 4-sato but no axis symmetry.
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Theorem 17. Assume A is a 4× 4 nonzero matrix such that W(A) has 4-sato and
is noncircular. The eigenvalues of A are a, ia,−a, and −ia for a ∈ C with a 6= 0
and α = arg a. Let δn = α+

nπ
4 for n = 0, 1, 2, 3. The numerical range W(A) is

symmetric about the lines through 0 and eiδn for n = 0, 1, 2, 3.

Proof. Assume A is a 4×4 nonzero matrix satisfying the theorem hypotheses. Note
that the form of σ(A) follows from Proposition 11. The support function pA(θ) for
W(A) only depends on θ through the term cos(4θ − 4α), as seen in (7). For each
integer n with 0≤ n < 4 and each real θ ,

cos(4(θ + δn)− 4α)= cos(4θ + nπ)

= cos(−4θ − nπ + 2nπ)

= cos(−4θ + nπ)= cos(4(−θ + δn)− 4α).

Therefore pA(θ + δn)= pA(−θ + δn) for all θ and n = 0, 1, 2, 3, which means
W(A) has the stated symmetry by Corollary 15. �

After submission of this paper, the authors learned of the preprint [Lentzos and
Pasley 2017], one result in which provides an alternate proof of Theorem 17 by
showing that any boundary-generating curve for a numerical range with n-sato
can be associated with an AWS matrix, even if the original matrix is not unitarily
equivalent to an AWS matrix.

6. Application to numerical range of composition operator

The Hardy–Hilbert space H 2
= H 2(D) is the set of all analytic functions f on the

unit disk D such that

‖ f ‖2H2 = sup
0<r<1

∫ 2π

0
| f (reiθ )|2

dθ
2π

<∞.

If ϕ is an analytic self-map of D, the associated composition operator Cϕ is
defined for f ∈ H 2 by Cϕ f = f ◦ϕ. On H 2, it can be shown that the operator Cϕ
is bounded for all analytic mappings ϕ from D to itself. See [Cowen and MacCluer
1995] for this and other properties of composition operators.

If ϕ is an automorphism of the disk D, then there exist η∈ ∂D and p∈D such that

ϕ(z)= η
p− z

1− p̄z
.

The automorphism ϕ can be classified as elliptical, hyperbolic, or parabolic
depending on the locations of the fixed points of ϕ. If ϕ has one of its fixed points
in the interior of D then it is elliptical. Bourdon and Shapiro [2000] determined
the shape of the numerical range for many composition operators on H 2(D) with
automorphic symbols. In many cases the numerical range was a circular disk and
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it was also determined whether the numerical range was open, closed, or neither.
However, Bourdon and Shapiro noted that when the automorphic symbol satisfies
ϕ ◦ ϕ(z) = z, and hence C2

ϕ is the identity operator I, the numerical range is a
noncircular ellipse. This fact holds more generally for all quadratic operators, as
shown in [Tso and Wu 1999].

Bourdon and Shapiro conjectured that any composition operator on H 2 with
automorphic symbol satisfying ϕ(n)(z)= z (where n is a positive integer and ϕ(n)

denotes composition of ϕ with itself n times) has a noncircular numerical range.
Unlike the case for quadratic operators, this fact does not generalize; for example,
there exists an operator T on a Hilbert space such that T 3

= I and W(T ) is a circular
disk [Harris et al. 2011]. The third author showed that Bourdon and Shapiro’s
conjecture is true for n = 3. That is, a composition operator satisfying C3

ϕ = I
does not have a circular disk as its numerical range [Patton 2013]. The result
follows because any composition operator Cϕ with automorphic symbol satisfying
ϕ(n)(z)= z is unitarily equivalent to a block Toeplitz matrix with Toeplitz symbol
equal to an n× n matrix-valued polynomial of degree 1. That is, the symbol has
the form A(z)= A0+ A1z and there is an orthonormal basis with respect to which
Cϕ has the matrix

M(Cϕ)=


A0 0 0 · · ·
A1 A0 0 · · ·
0 A1 A0

0 0 A1
. . .

...
...

. . .

 . (14)

Bebiano and Spitkovsky [2012] showed that in general, the closure of the nu-
merical range of a block Toeplitz matrix with matrix-valued symbol a is the convex
hull of the set {W(A) : A ∈ R(a)}, where R(a) is the essential range of the symbol
on ∂D. In the composition operator case above, this reduces to the following
theorem.

Theorem 18 [Patton 2013]. Let η∈∂D and let p∈D. Define the disk automorphism

ϕ = η
p− z

1− p̄z

and assume ϕ(n)(z) = z. The numerical range of the composition operator Cϕ
satisfies

clos W(Cϕ)= conv{W(A0+ A1z) | z ∈ ∂D},

where A0 and A1 are n× n matrices whose entries depend on η and p.

Formulas for the entries of A0 and A1 appear in [Patton 2013]. The matrix A1 is
a particularly simple rank-1 matrix. In the case where n = 4, the entries of A0 and
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A1 are shown below:

A0=


1 pη

P−
0 0

0 −η
p(1+η)

P+
0

0 −
η p̄
P+

−1+η
1+η̄

p
P+

0 − (1+η) p̄
2

(P+)2
(−1+η) p̄

P+
1−η̄
1+η̄

 .

A1=−
η̄ p̄ (1−η̄)
1−η̄|p|2


0 p̄2

P−
−
η p̄(1−η̄|p|2)

P+P−
P−
η−1

0 0 0 0
0 0 0 0
0 0 0 0

 ,
where P− =

√
1− |p|2 and P+ =

√
1+ |p|2. We will use the numerical radius

estimates in the previous section to show that the conjecture of Bourdon and Shapiro
holds for n = 4.

The assumption that ϕ(4)(z)= z implies that the parameters η and p satisfy the
identity

2|p|2 = η+ η̄, (15)

and this immediately yields

|1− η̄|2 = 2(1−|p|2), |1+ η̄|2 = 2(1+|p|2),
∣∣1− η|p|2∣∣2 = 1−|p|4, (16)

and
4(1+ |p|2)2 = (η+ 1)(η+ 3)+ (η̄+ 1)(η̄+ 3). (17)

These identities can be used to rewrite the entries of A0 and A1 with only real
quantities in the denominator, and we obtain

A(z)=



1 pη
P−
−z (η̄+1) p̄3

(P+)2 P−
z p̄2(1−η̄)

P+P−
z p̄(1−η̄|p|2)
(P+)2 P−

0 −η
p(1+η)

P+
0

0 −
η p̄
P+

η|p|2−1
(P+)2

p
P+

0 −
(1+η) p̄2

(P+)2
(−1+η) p̄

P+
η−η̄

2(P+)2


.

Proposition 13 will be applied to A(z) in order to show there is a fixed gap
between the maximum and minimum value of the support function of W(Cϕ); this
suffices to prove W(Cϕ) is not a circular disk. In order to apply the proposition,
we must show that W(A(z)) has 4-sato for all z on the unit circle. By Theorem 8,
it suffices to show that σ(A(z))= {1, i,−1,−i} and the traces of A(z)2 A(z)∗ and
A(z)3 A(z)∗ are zero.
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The condition ϕ(4)(z)= z shows that C4
ϕ = I, and thus M(Cϕ)4 = I . The latter

and (14) imply that A4
0 = I, and the form of the matrix A(z) guarantees that

σ(A(z))= σ(A0)= {1, i,−1,−i} for all z ∈ ∂D.
Some tedious calculations that lead to the trace requirements are done next.
First, we obtain

A(z)A(z)∗=

( P+
P−

)2
+

2Re(−zη̄(1+η̄) p̄4)

(P+P−)2
−

p
P−
+

z(1+η̄) p̄3

(P+)2 P−
−p2
+z p̄2η̄

P+P−
(−p3(η+1)+z p̄(1+η̄)2/2)

(P+)2 P−

−
p̄

P−
+

z̄(1+η)p3

(P+)2 P−
1+2|p|2 η̄p

P+
p2(1+η̄)
(P+)2

− p̄2
+z̄ p2η

P+P−
η p̄
P+

1 p
P+

(− p̄3(η̄+1)+z̄ p(1+η)2/2)
(P+)2 P−

(1+η) p̄2

(P+)2
p̄

P+
1


.

Next we compute that

A(z)2 A(z)∗ =

1+ 2|p|2 pη(η+1)
P−
− z

(
p̄3(1+η̄)2

(P+)2 P−

)
z p̄2(1−η̄2)

P+P−
z p̄(1+η̄)(1−η̄2)

2(P+)2 P−

p̄(η−|p|2)
(P+)2 P−

η(−1−2|p|2−2|p|4+η|p|2)
(P+)2

ηp
P+

0

p̄2(1−η̄)
P+P−

−
p̄(1+η)2

(P+)3
η|p|2−1
(P+)2

0

p̄3(1+η̄)
(P+)2 P−

− z̄
( p

P−

) p̄2(−3−2η−η̄)
(P+)2

p̄(η2
−η̄2
+η−3η̄−2)

2(P+)3
−
(η̄+1)2

2(P+)2


.

Straightforward calculations can be used to simplify tr A(z)2 A(z)∗ as follows:

tr A(z)2 A(z)∗

= 1+2|p|2+
η(−1−2|p|2−2|p|4+η|p|2)

1+|p|2
+
η|p|2−1
1+|p|2

−
(η̄+1)2

2(1+|p|2)

=

(
1+3|p|2+2|p|4−η−2η|p|2−2η|p|4+η2

|p|2+η|p|2−1− 1
2 η̄

2
− η̄− 1

2

)
1+|p|2

.

Using the identities 2|p|2 = η+ η̄ and 4|p|4 = η2
+ 2+ η̄2 and grouping like

powers of η and η̄ proves that

tr A(z)2 A(z)∗ = 0. (18)

The value tr A(z)3 A(z)∗ has a constant term, to which all four diagonal terms
contribute, and a z-term, which only occurs in the (1, 1) entry of A(z)3 A(z)∗. This



SYMMETRIC NUMERICAL RANGES OF FOUR-BY-FOUR MATRICES 823

z-term has coefficient

− p̄4(η− |p|2)(η̄+ 1)
(1− |p|2)(1+ |p|2)2

+
p̄4(1− η̄)2

(1− |p|2)(1+ |p|2)
+

p̄4(1+ η̄)(1− η̄|p|2)
(1− |p|2)(1+ |p|2)2

.

Factoring out p̄4/(1− |p|4) yields

p̄4

(1− |p|4)

(
−
(η̄+ 1)(η− |p|2)

1+ |p|2
+
(1− η̄|p|2)(1+ η̄)

1+ |p|2
+ (1− η̄)2

)
,

and after forming a common denominator for the terms inside the square brackets
and rewriting everything in terms of η and η̄ using 2|p|2 = η+ η̄, we obtain that
the coefficient of z in the trace of A(z)3 A(z)∗ is zero.

The constant term is more difficult to simplify; we work separately with each
diagonal entry.

The (2, 2) entry of A(z)3 A(z)∗ simplifies to

η3
+ 2η2

− 2− η̄
4(1+ |p|2)2

.

The (3, 3) entry of A(z)3 A(z)∗ simplifies to

−(η+ 1)3− (η̄+ 1)3

4(1+ |p|2)2
.

The (4, 4) entry of A(z)3 A(z)∗ is

−(η̄+ 1)2(η− η̄)
4(1+ |p|2)2

.

The constant term of the (1, 1) entry of A(z)3 A(z)∗ is

1+ 2|p|2+
|p|2(η− |p|2)η

1− |p|4
−
|p|2(1− η̄|p|2)

1− |p|4
.

The numerator of the latter expression over the common denominator (1− |p|4)
can be expressed as

1+ |p|2
(
1+ η2

+ |p|2(−1− η− η̄)− 2|p|4
)
,

and this simplifies to 1− |p|4 using (15) and (16). Consequently the constant part
of the (1, 1) entry of A(z)3 A(z)∗ is 1.

The simplified sum of the (2, 2), (3, 3), and (4, 4) entries of the constant term is

−η̄2
− 4η̄− 6− 4η− η2

4(1+ |p|2)2
=−1,
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where the equality follows from (17). Therefore, we obtain

tr A(z)3 A(z)∗ = 0. (19)

Equations (18) and (19) hold for all z on the unit circle; we also saw that the
spectrum of A(z) is {1, i,−1,−i} for all such z. Therefore Theorem 8 shows that
the numerical range of the matrix A(z) has 4-sato for all z ∈ ∂D.

The lemma below follows immediately from the calculated entries of A(z)A(z)∗.

Lemma 19. If A(z) is the 4× 4 block matrix defined above at any value z on the
unit circle, then

tr(A(z)A(z)∗)≤
4+ 4|p|2+ 2|p|4

1− |p|4
.

Theorem 20. If ϕ is an automorphism of the disk such that Cϕ has minimal poly-
nomial z4

− 1, then W(Cϕ) is not a disk.

Proof. The value p = ϕ−1(0) is in the open unit disk. Let αp denote the upper
bound for tr(A(z)A(z)∗) from Lemma 19. Combining this value with Proposition 13
shows that there is a uniform lower bound

gp =
8

√
2
(√
αp +

√

5α2
p + 8+

√
αp +

√

5α2
p − 8

)(√
5α2

p + 8+
√

5α2
p − 8

)
for the difference between the maximum and minimum values of the support
functions of A(z) because gA(z) ≥ gp for each z on the unit circle. Furthermore,
Proposition 12 shows that for each z the maximum value of pA(z)(θ) is attained at
θ = 0, while the minimum is attained at θ = π

4 . Since the numerical range of Cϕ is
the convex hull of all of these matrix numerical ranges as z ranges over the unit
circle, it follows that the difference between the maximum and minimum values of
the support function of Cϕ is bounded below by gp. Hence W(Cϕ) is not a circular
disk. �

Recently, Heydari and Abdollahi [2015] showed there is a large class of finite-
order elliptic composition operators such that W(Cϕ) is not a circular disk.
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Counting eta-quotients of prime level
Allison Arnold-Roksandich, Kevin James and Rodney Keaton

(Communicated by Kenneth S. Berenhaut)

It is known that a modular form on SL2(Z) can be expressed as a rational function
in η(z), η(2z) and η(4z). By using known theorems and calculating the order
of vanishing, we can compute the eta-quotients for a given level. Using this
count, knowing how many eta-quotients are linearly independent, and using the
dimension formula, we can figure out a subspace spanned by the eta-quotients.
In this paper, we primarily focus on the case where the level is N = p, a prime.
In this case, we will show an explicit count for the number of eta-quotients of
level p and show that they are linearly independent.

1. Introduction and statement of results

Modular forms and cusp forms encode important arithmetic information, and are
therefore important to study. An easy way to accomplish this is to study the
Dedekind eta-function:

η(z) := q1/24
∏
n≥1

(1− qn), where q = e2π i z. (1-1)

In particular, we focus on functions of the form

f (z)=
∏
d | N

ηrd (dz), rd ∈ Z, (1-2)

which we call eta-quotients, as they provide nice examples of modular forms.
The following theorem is the primary motivation behind this paper.

Theorem 1.1 [Ono 2004, Theorem 1.67]. Every modular form on SL2(Z) may be
expressed as a rational function in η(z), η(2z), and η(4z).

While the recent work of Rouse and Webb [2015] has shown that Theorem 1.1
does not generalize to all levels, the subspace of eta-quotients for fixed level at least 2
is still interesting. The goal of this paper is to look at the vector space of modular
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forms with prime level, Mk(01(p)), and count the number of eta-quotients for fixed
weight k and level p, and compare the span of these eta-quotients with Mk(01(p)).
In other words, this paper focuses on explicitly counting the eta-quotients that are
modular forms for the congruence subgroups 00(p) and 01(p), where p is a prime.

Theorem 1.2. Let p > 3 be a prime and k be an integer. Then there exists f (z)=
ηr1(z)ηrp(pz) such that f (z) is a weakly holomorphic modular form with weight k
of level p if and only if k is divisible by h = 1

2 gcd(p− 1, 24).

This first theorem provides a condition on k that is necessary and sufficient for
showing that the space of weakly holomorphic modular forms with weight k and
level p contains eta-quotients. With some effort, we can create similar conditions
to guarantee when f (z) is in Mk(01(p)). The next theorem gives an explicit count
of the number of eta-quotients that are cusp forms of weight k and level p.

Theorem 1.3. Let p > 3 be a prime. Let k = hk ′, where h is the needed divisor
of k given by Theorem 1.2. Let d = (p− 1)/(2h), and let c be the smallest positive
integer representative of k ′h/12 modulo d:

(1) For c = k(p + 1)/12− bk(p + 1)/(12d)cd, the number of eta-quotients in
Sk(01(p)) is

k(p+ 1)
12d

− 1.

(2) For c < k(p + 1)/12− bk(p + 1)/(12d)cd, the number of eta-quotients in
Sk(01(p)) is ⌈

k(p+ 1)
12d

⌉
.

(3) For c > k(p + 1)/12− bk(p + 1)/(12d)cd, the number of eta-quotients in
Sk(01(p)) is ⌊

k(p+ 1)
12d

⌋
.

There are also eta-quotients in Mk(01(p)) that are not cusp forms that are given
by the following theorem.

Theorem 1.4. Let p > 3 be a prime. Then, Mk(01(p)) \ Sk(01(p)) contains at
least one eta-quotient if and only if 1

2(p − 1) | k. Furthermore, for k > 0 and
1
2(p− 1) | k, there are exactly two eta-quotients in Mk(01(p)) \ Sk(01(p)), which
are of the forms

η2pk/(p−1)(pz)
η2k/(p−1)(z)

and
η2pk/(p−1)(z)
η2k/(p−1)(pz)

.

Finally, the following theorem also tells us the size of the subspace spanned by
eta-quotients.



COUNTING ETA-QUOTIENTS OF PRIME LEVEL 829

Theorem 1.5. Let p > 3 be a prime. Then, the eta-quotients in Mk(01(p)) given
by the previous theorems are linearly independent.

Section 2 of this paper provides the necessary background for the results. The
background includes information on modular forms, the dimension formula, and
eta-quotients. Section 3 provides the proofs of the results given in this section.
Finally, Section 4 details still-open questions and some ideas of how to extend these
results further.

2. Background

2A. Modular forms. In this section, we present some definitions and basic facts
from the theory of modular forms. For further details, the interested reader is
referred to [Koblitz 1993, Chapter 3].

Definition 2.1. The modular group, denoted by SL2(Z), is the group of all matrices
of determinant 1 which have integral entries.

The modular group acts on the upper half-plane H= {x + iy | x, y ∈ R, y > 0}
by linear fractional transformations(

a b
c d

)
z =

az+ b
cz+ d

.

Furthermore, if we define H∗ to be the set H∪Q∪{i∞}, then the action of SL2(Z)

on H extends to an action on H∗ [Koblitz 1993].
There are only certain specific subgroups of SL2(Z) which we will use for our

purposes. They are

00(N )=
{(

a b
c d

)
∈ SL2(Z)

∣∣∣∣ (a b
c d

)
≡

(
∗ ∗

0 ∗

)
(mod N )

}
,

01(N )=
{(

a b
c d

)
∈ SL2(Z)

∣∣∣∣ (a b
c d

)
≡

(
1 ∗
0 1

)
(mod N )

}
.

Each of these subgroups is called a congruence subgroup of level N. Note that if
N = 1, then 00(N )= 01(N )= SL2(Z). This brings us to our next definition.

Definition 2.2. Let0≤SL2(Z) be a congruence subgroup and define an equivalence
relation on Q∪ {∞} by z1 ∼ z2 if there is a γ ∈ 0 such that γ · z1 = z2. We call
each equivalence class under this relation a cusp of 0.

Now, for an integer k and a function f :H∗→ C and a γ =
(a

c
b
d

)
∈ SL2(Z) we

define the weight-k slash operator by

f |kγ (z)= (cz+ d)−k f (γ · z).
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Note that we will often suppress the weight from the notation when it is clear from
context or irrelevant for our purposes.

We can now define the objects which will be of primary interest to us.

Definition 2.3. A function f :H∗→ C is called a weakly holomorphic modular
form of weight k and level 0 if

(1) f is holomorphic on H,

(2) f is modular, i.e., for every γ ∈ 0 and z ∈H we have f | γ (z)= f (z), and

(3) f is meromorphic at each cusp of 0.

Furthermore, if we replace condition (3) by “ f is holomorphic at each cusp of 0”,
then we call f a modular form. If we further replace condition (3) with “ f vanishes
at each cusp of 0”, then we call f a cusp form.

Consider a form f of level N. We will clarify what we mean by a function being
“holomorphic at a cusp”. First, consider the cusp {i∞}, which we call “the cusp
at∞”. Note that the matrix

T =
(

1 1
0 1

)
is an element of 01(N ) and hence 00(N ) for every N. As our function satisfies
condition (2), we have f (T z)= f (z+ 1)= f (z); i.e., our function is periodic. It
is a basic fact from complex analysis that such a function has a Fourier expansion
of the form

f (z)=
∞∑

n=−∞

anqn, where q := e2π i z.

Using this, we say that f is meromorphic at {i∞} if there is some c < 0 such that
an = 0 for all n < c. We say that f holomorphic at {i∞} if an = 0 for all n < 0,
and we say that f vanishes at {i∞} if an = 0 for all n ≤ 0. We call the smallest n
such that an 6= 0 the order of vanishing on the cusp at∞. To cover another cusp α,
let γ ∈ SL2(Z) be such that γ ·∞ = α. Then, we need

(cz+ d)−k f (γ · z)=
∞∑

n=−∞

cnqn.

If this holds, then we say f is meromorphic at α if there is some c < 0 such that
cn = 0 for all n < c. We also similarly say that the smallest n such that cn 6= 0 is
the order of vanishing at α.

Now, we set some notation which we will use throughout. For 0 ≤ SL2(Z) we
denote the spaces of weakly holomorphic modular forms, modular forms, and cusp
forms of level 0 and weight k by M !k(0), Mk(0), and Sk(0), respectively. Note
that the spaces Sk(0)≤ Mk(0) are finite-dimensional complex vector spaces.
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Throughout, we will also need the notion of a modular form with an associated
character. We define a Dirichlet character of modulus N as a map χ : Z→ C such
that:

(1) χ(m)= χ(m+ N ) for all m ∈ Z.

(2) If gcd(m, N ) > 1 then χ(m)= 0. If gcd(m, N )= 1, then χ(m) 6= 0.

(3) χ(mn)= χ(m)χ(n) for all integers m, n.

Furthermore, if we let c be the minimal integer such that χ factors through (Z/cZ)x,
then we say χ has conductor c.

Let f ∈ Mk(01(N )) and suppose further that f satisfies

f | γ (z)= χ(d) f (z) for all γ =
(

a b
c d

)
∈ 00(N ).

Then we say that f is a modular form of level N and character χ , and we denote
the space of such functions by Mk(N , χ). Note that this is defined similarly for
weakly holomorphic modular forms and cusp forms.

It is well known that we have the decomposition

Mk(01(N ))=
⊕

χ mod N

Mk(N , χ),

where the direct sum is over all Dirichlet characters modulo N. We can further
decompose Mk(N , χ) into

Mk(N , χ)= Sk(N , χ)⊕ Ek(N , χ),

where Sk(N , χ) is the space of cusp forms and Ek(N , χ), called the Eisenstein
subspace, is orthogonal complement of Mk(N , χ) with respect to the Petersson
inner product.

2B. Dimension formulas. In this section we present formulas for the dimensions of
spaces of cusp and modular forms. For more details regarding dimension formulas,
the interested reader is referred to [Stein 2007].

2B1. The dimension formula for level 00(p) with trivial character. We present a
formula for the dimension of Ek(00(p)) and Sk(00(p)) for a rational prime p ≥ 5.

First, we set

µ0,2(p)=
{

0 if p ≡ 3 (mod 4),
2 if p ≡ 1 (mod 4),

µ0,3(p)=
{

0 if p ≡ 2 (mod 3),
2 if p ≡ 1 (mod 3).

Then define
g0(p)= 1

12(p+ 1)− 1
4µ0,2(p)− 1

3µ0,3(p).
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dim Sk(00(p))

k(12) ↓ p(12)→ 1 5 7 11

0 1
12 (u+2) 1

12 (u−6) 1
12 (u−4) 1

12 (u−12)

1 0 0 0 0

2 1
12 (u−26) 1

12 (u−18) 1
12 (u−20) 1

12 (u−12)

3 0 0 0 0

4 1
12 (u−6) 1

12 (u−6) 1
12 (u−12) 1

12 (u−12)

5 0 0 0 0

6 1
12 (u−10) 1

12 (u−18) 1
12 (u−4) 1

12 (u−12)

7 0 0 0 0

8 1
12 (u−14) 1

12 (u−6) 1
12 (u−20) 1

12 (u−12)

9 0 0 0 0

10 1
12 (u−18) 1

12 (u−18) 1
12 (u−12) 1

12 (u−12)

11 0 0 0 0

Table 1. The dimension of Sk(00(p)) with trivial character and
k > 2. Note that u = (p+1)(k−1).

Using this we have dim S2(00(p))= g0(p) and dim E2(00(p))= 1, and for even
k ≥ 4 we have dim Ek(00(p))= 2 and

dim Sk(00(p))= (k− 1)(g0(p)− 1)+ (k− 2)+µ0,2(p)
⌊1

4 k
⌋
+µ0,3(p)

⌊ 1
3 k
⌋
.

From this, we see that our formula depends on the congruence class which k and p
lie in modulo 12, so compiling these different congruences together we have Table 1.

2B2. The dimension formula for 00(p) with quadratic character. We will consider
the case that our level is 00(p) for some rational prime p and that our associated
character is quadratic. Note that at the end of the section we compile all of our
computations together in a table for convenience.

In Section 2B1 we considered the trivial character case, so we now set χ(·)=
(
·

p

)
.

We must compute the summations∑
x∈A4(p)

χ(x) and
∑

x∈A3(p)

χ(x),

where A4(N )= {x ∈Z/NZ : x2
+1= 0} and A3(p)= {x ∈Z/pZ : x2

+ x+1= 0}.
First, we will consider

∑
x∈A4(p) χ(x). This is clearly zero if A4(p) is empty,

which occurs precisely when p ≡ 3 (mod 4). Also, it is immediate that our sum-
mation equals 1 when p = 2. Now suppose p ≡ 1 (mod 4). Then #A4(p) = 2.
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Note that if r ∈ A4(p) then −r ∈ A4(p) and χ(r) = χ(−r) since χ(−1) = 1.
Furthermore, it is not hard to see that χ(r)= 1 if and only if there is an element of
order 8 in (Z/pZ)x, i.e., p ≡ 1 (mod 8). Thus, we have

∑
x∈A4(p)

χ(x)=


1 if p = 2,
0 if p ≡ 3 (mod 4),
2 if p ≡ 1 (mod 8),
−2 if p ≡ 5 (mod 8).

Now we consider the summation
∑

x∈A3(p) χ(x). Similar to the above, we have
A3(p) is empty if p ≡ 2 (mod 3), in which case our summation is zero. Also,
if p = 3 then our summation is 1. Now, suppose that p ≡ 1 (mod 3). Note: it
is immediate that if r ∈ A3(p) then so is r2. Similar to the previous situation,
we have χ(r) = 1 if and only if there is an element of order 6 in (Z/pZ)x, i.e.,
p ≡ 1 (mod 6). Note that as p is prime, it follows that p ≡ 1 (mod 6) is equivalent
to p ≡ 1 (mod 3). Thus, we have

∑
x∈A3(p)

χ(x)=


1 if p = 3,
0 if p ≡ 2 (mod 3),
2 if p ≡ 1 (mod 3).

We summarize our calculations in Table 2.

2C. Eta-quotients. We introduce the eta-function and present some results relating
this to modular forms. For further details regarding the eta-function, the interested
reader is referred to [Köhler 2011].

Recall Dedekind’s eta-function given in (1-1). The eta-function satisfies the
following transformation properties with respect to our matrices S, T defined in
Section 2A:

η(Sz)= η(−z−1)=
√
−i zη(z), η(T z)= η(z+ 1)= e2π i/24η(z).

More generally, we have the following general transformation formula for the
eta-function:

η(γ z)= ε(γ )(cz+ d)1/2η(z) for all γ =
(

a b
c d

)
∈ SL2(Z),

where

ε(γ )=


(

d
|c|

)
e(2π i/24)((a+d)c−bd(c2

−1)−3c) if c is odd,

(−1)(1/4)(sgn(c)−1)(sgn(d)−1)
(

d
|c|

)
e(2π i/24)((a+d)c−bd(c2

−1)+3d−3−3cd) if c is even,

and sgn(x)= x/|x |. For a proof of this transformation formula, the reader is referred
to [Knopp 1970, Theorem 10, Chapter 3].
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dim Sk
(

p,
(
·

p

))
k(12) ↓ p(24)→ 1 5 7 11

0 1
12 (u+8) 1

12 (u−12) 0 0

1 0 0 1
12 u 1

12 (u−6)

2 1
12 (u−20) 1

12 u 0 0

3 0 0 1
12 (u+2) 1

12 (u−6)

4 1
12 u 1

12 (u−12) 0 0

5 0 0 1
12 (u−14) 1

12 (u−6)

6 1
12 (u−4) 1

12 u 0 0

7 0 0 1
12 u 1

12 (u−6)

8 1
12 (u−4) 1

12 (u−12) 0 0

9 0 0 1
12 (u+2) 1

12 (u−6)

10 1
12 (u−12) 1

12 u 0 0

11 0 0 1
12 (u−14) 1

12 (u−6)

k(12) ↓ p(24)→ 13 17 19 23

0 1
12 (u−4) 1

12 u 0 0

1 0 0 1
12 u 1

12 (u−6)

2 1
12 (u−8) 1

12 (u−12) 0 0

3 0 0 1
12 (u+2) 1

12 (u−6)

4 1
12 (u−12) 1

12 u 0 0

5 0 0 1
12 (u−14) 1

12 (u−6)

6 1
12 (u+8) 1

12 (u−12) 0 0

7 0 0 1
12 u 1

12 (u−6)

8 1
12 (u−20) 1

12 u 0 0

9 0 0 1
12 (u+2) 1

12 (u−6)

10 1
12 u 1

12 (u−12) 0 0

11 0 0 1
12 (u−14) 1

12 (u−6)

Table 2. Dimension of Sk
(

p,
(
·

p

))
. Note that u = (p+1)(k−1).

In addition to the eta-function, we will also need to consider the related function
η(δz) for a positive integer δ. If we set f (z)= η(δz) then f (z) satisfies

f (γ z)= ε
((

a δb
c/δ d

))
(cz+ d)1/2 f (z) for all γ =

(
a b
c d

)
∈ 00(δ).
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Finally, we will need the transformation

f (T z)= e2π iδ/24 f (z).

Notice that this function is “almost” a modular form. With this in mind, we consider
certain products of these functions with the goal of eliminating the “almost”. This
brings us to eta-quotients, which we defined in (1-2). We are interested in when
these eta-quotients are modular forms. We have the following theorem which
partially answers this question.

Theorem 2.4 [Ono 2004, Theorem 1.64]. Define the eta-quotient

f (z)=
∏
δ | N

ηrδ (δz),

and set
k = 1

2

∑
δ | N

rδ ∈ Z.

Suppose our exponents r1, . . . , rN satisfy∑
δ | N

δrδ ≡ 0 (mod 24) and
∑
δ | N

N
δ

rδ ≡ 0 (mod 24).

Then,
f |kγ (z)= χ(d) f (z)

for all γ =
(a

c
b
d

)
∈ 00(N ), where

χ(n)=
(
(−1)ks

n

)
with s =

∏
δ | N δ

rδ .

This theorem provides conditions on when an eta-quotient is a weakly holo-
morphic modular form. However, to answer the question of when an eta-quotient
is a modular form we need the following theorem, which provides information
concerning the order of vanishing at the cusps of 00(N ).

Theorem 2.5 [Ono 2004, Theorem 1.65]. Let f (z) be an eta-quotient satisfying
the conditions of Theorem 2.4. Let c, d ∈ N with d | N and (c, d) = 1. Then, the
order of vanishing of f (z) at the cusp c/d is

vd =
N
24

∑
δ | N

(d, δ)2rδ
(d, N/d)dδ

.

3. Proofs of results

We will provide the proofs for the results given in Section 1. We will assume that
the eta-quotients being discussed always have N = p > 3, which is a prime, unless
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otherwise stated. From Theorems 2.4 and 2.5, we have conditions that tell us when
an eta-quotient is a holomorphic modular form. Thus, we will use the equations

1
2(r1+ rp)= k, (3-1)

r1+ prp ≡ 0 (mod 24), (3-2)

pr1+ rp ≡ 0 (mod 24), (3-3)

v1 =
1

24(pr1+ rp), (3-4)

vp =
1

24(r1+ prp), (3-5)

where v1 and vp are the orders of vanishing at the two cusps of 01(p), i∞ and
1/p, respectively.

For a fixed prime p and a fixed weight k, we see that it is possible to express rp

in terms of r1 by (3-1). It is convenient to rewrite (3-4) and (3-5) as

24v1 = 2k+ (p− 1)r1, (3-6)

24vp = 2kp+ (1− p)r1. (3-7)

It is now clear that we can relate the orders of vanishing to the weight of an
eta-quotient by

24(v1+ vp)= 2k(p+ 1). (3-8)

We begin the discussion for counting eta-quotients of level 00(p) by looking at
possible conditions on k. These conditions were stated in Theorem 1.2, which we
restate here for convenience.

Theorem 1.2. Let p > 3 be a prime and k be an integer. Then there exists f (z)=
ηr1(z)ηrp(pz) such that f (z) is a weakly holomorphic modular form with weight k
of level p if and only if k is divisible by h = 1

2 gcd(p− 1, 24).

Proof. (→) Suppose that f (z) ∈ M !(01(p)). We note that it suffices to show that
we can satisfy (3-7) and (3-8) since (3-6) can be gained from these two.

From (3-8), we see that we want 1
12 k(p+ 1) to be an integer, as the orders of

vanishing, v1 and vp, are integers. From here we can find a divisor d of k that would
make this possible. Then by (3-7), we know that we need 24 | (2kp− (p− 1)r1).
This gives us

2pdn ≡ (p− 1)r1 (mod 24), (3-9)

where dn = k. Let δ = gcd(24, 2dp, p− 1). Then, we get that 2dp/δ, (p− 1)/δ ∈
(Z/(24/δ)Z)× and obtain our desired conclusion, where d = h = 1

2 gcd(p− 1, 24);
except for when p is congruent to 1 or 17 modulo 24.

Suppose that p ≡ 1 (mod 24). Then we can rewrite (3-9) as

12n ≡ 0 (mod 24).
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This tells us that n must be even. Thus, we have k ≡ 0 (mod 12). We further note
that 12= 1

2 gcd(24`, 24), therefore showing our result for this case.
Suppose that p ≡ 17 (mod 24). Rewriting (3-9), we get

68n ≡ 16r1 (mod 24).

This tells us that

5n ≡ 4r1 (mod 6).

Since 5 ∈ Z/6Z×, we have

n ≡ 2r1 (mod 6).

Therefore, n must be even, and we have 4 | k. As 4= 1
2 gcd(24`+16, 24), we reach

our desired conclusion.

(←) Suppose that h = 1
2 gcd(p − 1, 24) divides k. We want to show that there

exists f (z)= ηr1(z)ηrp(pz) in M !k(01(p)). It is sufficient to show that there exists
r1 such that r + p(2k− r1)≡ 0 (mod 24). We can interpret this as

r1(1− p)+ 2pk = 24N ,

where N ∈ Z. As 2h divides every term, we can get

−r1d + p 2k
2h
=

24
2h

N .

Therefore, we have

dr1 ≡ p k
h

(
mod 24

2h

)
.

Since d and 24/(2h) are relatively prime, d has an inverse in Z/(24/(2h))Z. Thus,
there exists a unique r1 ∈ Z/(24/(2h))Z such that

r1 ≡ p
k
h
(d)−1

(
mod 24

2h

)
. �

As mentioned in Section 1, we can extend Theorem 1.2 to show when there
exists f (z)= ηr1(z)ηrp(pz) ∈ Mk(01(p)). Before we do so, we need a lemma.

Lemma 3.1. Let N be an integer such that gcd(N , 6)= 1. Let f (z) be given by

f (z)=
∏
d | N

ηrd (dz).

If f ∈ Mk(00(N ), χ), then it must be the case that∑
d | N

drd ≡ 0 (mod 24) and
∑
d | N

N
d

rd ≡ 0 (mod 24).
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1
12 k(p+ 1)

v1

vp

1
12 k(p+ 1)

Figure 1. The line v1+ vp =
1
12 k(p+ 1).

Proof. Since f ∈ Mk(00(p), χ), the q-series expansion of f about the cusp at
infinity must look like

f (z)=
∑
n≥0

cnqn.

Recall that η(z)= q1/24∏
n≥1(1− qn). Thus, we would have∏

d | N

ηrd (dz)= q(
∑

d | N rd d)/24
∏
n≥1

(∏
d | N

(1− qdn)rd

)
.

Therefore, we need 24 to divide ∑
d | N

drd .

We also note that for all primes p ≥ 5, we have p2
≡ 1 (mod 24). Therefore,

Nd ≡ N/d (mod 24). Thus, we have

0≡ N
∑
d | N

drd ≡
∑
d | N

N
d

rd (mod 24). �

As we wish to focus on holomorphic modular forms, we now want nonnegative
orders of vanishing, i.e., v1, vp ≥ 0. Using this condition and (3-8), we also have
v1, vp ≤ k(p+ 1)/12. We use Figure 1 to show the line that relates v1 to vp given
a fixed k and p. We note that given (3-6), we can define v1 in terms of r1, and vice
versa. Thus, to count the number of eta-quotients of our desired form, it suffices
to count the number of possible orders of vanishing. As orders of vanishing are
integer values, we only consider integer points on the line given in Figure 1.

Furthermore, from (3-6), we have

(p− 1)r1 = 24v1− 2k.
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This implies that 24v1 − 2k ≡ 0 (mod p − 1). In other words, we can write
24v1 − 2k = (p − 1)`, where ` ∈ Z. Recall how we defined h in Theorem 1.2.
Since 2h | 2k and 2h | 24, we can write 24/(2h)v1− k ′ = d`. We also know that
2h | (p− 1). Therefore, we have

24
2h
v1 ≡ k ′ (mod d).

Since we have 2h = gcd(p− 1, 24), we get 1= gcd(d, 24/(2h)). This implies that
we have a multiplicative inverse of 24/(2h) in Z/dZ. Thus, we have

v1 ≡

(24
2h

)−1
k ′ (mod d). (3-10)

From Theorem 2.4 and Lemma 3.1, we get that (3-10) becomes a necessary and
sufficient condition for an eta-quotient with order of vanishing v1 to be in M !k(01(p)).
Now, we have the following corollary which follows from this explanation as well
as Theorem 1.2 and Lemma 3.1.

Corollary 3.2. Let p ≥ 5 be a prime. There exists f (z) = ηr1(z)ηrp(pz) in
Mk(01(p)) if and only if h = 1

2 gcd(p− 1, 24) divides k and d ≤ 1
12 k(p+ 1).

We note that by definition, cusp forms occur on the interior of our line, and non-
cuspidal modular forms occur at the end points. For this reason it is useful to perform
the counts of cusp forms and noncuspidal modular forms separately. First, we prove
the count of cusp forms given in Theorem 1.3, which we restate here for convenience.

Theorem 1.3. Let p > 3 be a prime. Let k = hk ′, where h is the needed divisor of
k given by Theorem 1.2. Let d = (p− 1)/(2h), and let c be the smallest positive
integer representative of k ′h/12 modulo d.

(1) For c = k(p + 1)/12− bk(p + 1)/(12d)cd, the number of eta-quotients in
Sk(01(p)) is

k(p+ 1)
12d

− 1.

(2) For c < k(p + 1)/12− bk(p + 1)/(12d)cd, the number of eta-quotients in
Sk(01(p)) is ⌈

k(p+ 1)
12d

⌉
.

(3) For c > k(p + 1)/12− bk(p + 1)/(12d)cd, the number of eta-quotients in
Sk(01(p)) is ⌊

k(p+ 1)
12d

⌋
.

Proof. Since we are only considering cusp forms, we can assume that v1, vp > 0.
The number of points on our line from Figure 1 which satisfy this inequality and the
congruence from (3-10) is the number of eta-quotients. We now consider three cases.
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Case 1: Suppose c = 0 = k(p + 1)/12 − bk(p + 1)/(12d)cd. Then, we have
v1 ≡ 0 (mod d). Furthermore, we note that d | k(p + 1)/12. Thus, we have the
number of points which match our congruence is k(p+ 1)/(12d). However, we
note that one of these points gives us vp = 0, which is not desired. Therefore, the
number of eta-quotients that are in Sk(01(p)) is

k(p+ 1)
12d

− 1.

Case 2: Suppose c<k(p+1)/12−bk(p+1)/(12d)cd . Note that bk(p+1)/(12d)cd
is less than k(p+ 1)/12. However, since c < k(p+ 1)/12−bk(p+ 1)/(12d)cd,
we have another point to count that is between bk(p+1)/(12d)cd and k(p+1)/12.
Therefore, the number of eta-quotients that are in Sk(01(p)) is⌈

k(p+ 1)
12d

⌉
.

Case 3: Suppose c>k(p+1)/12−bk(p+1)/(12d)cd . Note that bk(p+1)/(12d)cd
is less than k(p+1)/12. Since c> k(p+1)/12−bk(p+1)/(12d)cd , we have no
more points to count between bk(p+ 1)/(12d)cd and k(p+ 1)/12. Therefore, the
number of eta-quotients that are in Sk(01(p)) is⌊

k(p+ 1)
12d

⌋
. �

Second, we prove the count of noncusp forms given in Theorem 1.4, which we
restate here for convenience.

Theorem 1.4. Let p> 3 be a prime. Then, Mk(00(p))\Sk(01(p)) contains at least
one eta-quotient if and only if 1

2(p−1) | k. Furthermore, for k > 0 and 1
2(p−1) | k,

there are exactly two eta-quotients in Mk(01(p))\ Sk(01(p)), which are of the form

η2pk/(p−1)(pz)
η2k/(p−1)(z)

and
η2pk/(p−1)(z)
η2k/(p−1)(pz)

.

Proof. (→) Suppose f (x)∈ Mk(01(p))\ Sk(01(p)) is an eta-quotient that satisfies
Theorem 2.4. Then, we know that at least one of the orders of vanishing must be
zero. Thus, we have two cases.

Case 1: Suppose v1 = 0. Then, pr1 + rp = 0, which can be rewritten to get
(p−1)r1=−2k. Therefore, we have 1

2(p− 1) | k. Furthermore, we can get that r1=

2k/(p−1), and thus rp = 2pk/(p−1). When plugging these values into vp we get

vp =
1

24

(
−2k
p− 1

+
2pk
p− 1

)
=

2k
24
> 0.

Case 2: Suppose vp = 0. Then, r1 + prp = 0, which can be rewritten to get
(1− p)r1 = −2pk. Therefore, 1

2(p− 1) | k since p - (p− 1) and therefore p | r1.
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Furthermore, we get that r1 = 2pk/(p− 1), and thus rp = −2k/(p− 1). When
plugging these values into v1 we get

v1 =
1
24

(
2pk
p− 1

+
−2k
p− 1

)
=

2k
24
> 0.

In both cases, the number needed to divide k is the same. Furthermore, both create
a single eta-quotient for a fixed k. Therefore, we have 1

2(p− 1) | k. Furthermore,
there are exactly two eta-quotients which result from looking at either of the orders
of vanishing being zero, and they are

η2pk/(p−1)(pz)
η2k/(p−1)(z)

and
η2pk/(p−1)(z)
η2k/(p−1)(pz)

.

(←) Suppose that k = 1
2(p− 1)m > 0 for some integer m. Also, suppose we have

the two eta-quotients

η2pk/(p−1)(pz)
η2k/(p−1)(z)

and
η2pk/(p−1)(z)
η2k/(p−1)(pz)

.

We consider each eta-quotient as its own case.

Case 1: Consider η2pk/(p−1)(pz)/η2k/(p−1)(z). Note that r1+rp =−2k/(p−1)+
2pk/(p− 1)= 2k. Furthermore,

r1+ prp =
−2k
p− 1

+
2pk
p− 1

p = (p2
− 1)m ≡ 0 (mod 24)

since p is relatively prime to 24, and

pr1+ rp = p
−2k
p− 1

+
2pk
p− 1

= 0≡ 0 (mod 24).

When looking at the orders of vanishing, we get

v1 =
1

24
(pr1+ rp)=

1
24

(
p
−2k
p− 1

+
2pk
p− 1

)
= 0≥ 0 and

vp =
1

24
(r1+ prp)=

1
24

(
−2k
p− 1

+
2pk
p− 1

p
)
=

1
24
(p2
− 1)m ≥ 0.

Since our orders of vanishing are both ≥ 0 and one of them is equal to 0, we have
η2pk/(p−1)(pz)/η2k/(p−1)(z) ∈ Mk(01(p)) \ Sk(01(p)).

Case 2: Consider η2pk/(p−1)(z)/η2k/(p−1)(pz). Note that r1+ rp = 2pk/(p−1)+
−2k/(p− 1)= 2k. Furthermore,

r1+ prp =
2pk
p− 1

+ p
−2k
p− 1

= 0≡ 0 (mod 24),
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and since p is relatively prime to 24,

pr1+ rp = p
2pk
p− 1

+
−2k
p− 1

= (p2
− 1)m ≡ 0 (mod 24).

When looking at the orders of vanishing, we get

v1 =
1

24
(pr1+ rp)=

1
24

(
p

2pk
p− 1

+
−2k
p− 1

)
=

1
24
(p2
− 1)m ≥ 0 and

vp =
1

24
(r1+ prp)=

1
24

(
2pk
p− 1

+
−2k
p− 1

p
)
= 0≥ 0.

Since our orders of vanishing are both ≥ 0 and one of them is equal to 0, we have

η2pk/(p−1)(z)
η2k/(p−1)(pz)

∈ Mk(01(p)) \ Sk(01(p)).

Thus, Mk(01(p)) \ Sk(01(p)) contains exactly two eta-quotients. �

From the eta-quotients given in the theorem, let k = 1
2(p− 1)m where m is a

positive integer. Then the eta-quotients have characters

χ1(n)=
(
(−1)(p−1)/2m p pm

n

)
and χ2(n)=

(
(−1)(p−1)/2m pm

n

)
,

respectively. In the case where m is even, both of the characters are guaranteed
to be the trivial character. When m is odd, we are guaranteed to have a quadratic
character. In fact, both quadratic characters are the same.

Now that we know how many eta-quotients there are and can write down what
they are if needed, we would like to know the dimension of the space spanned by
these eta-quotients. This is provided by Theorem 1.5, which we restate here for
convenience.

Theorem 1.5. Let p > 3 be a prime. Then, the eta-quotients in Mk(01(p)) given
by the previous theorems are linearly independent.

Proof. Suppose that we are looking at eta-quotients in Mk(01(p)) for a prime
p > 3. Without loss of generality, we look at the Fourier series about the cusp
at∞. By using the Sturm bound [Ono 2004], we get that we need to compare the
first

⌊ 1
12 pk

⌋
+ 1 terms of each Fourier series. We can pick a cusp and order the

eta-quotients increasingly by looking at the order of vanishing. We can then create
a matrix A where the i, j-th entry represents a( j) in the i-th eta-quotient’s Fourier
series. Since all of the eta-quotients have different orders of vanishing and are in
increasing order, we get that A is in echelon form. This tells us that all the rows
are linearly independent. Thus all of the eta-quotients are linearly independent. �

The following corollaries can all be obtained by comparing dimension formulas
with our counts and applying the previous theorem.
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Corollary 3.3. Let p ≥ 5 be a prime. Recall that h = 1
2 gcd(p − 1, 24) from

Theorem 1.2. Denote the space of level p, weight k eta-quotients by ηk(p).

(1) If p ≡ 3 (mod 4), then taking the limit over odd k in the appropriate congru-
ence class from Theorem 1.2 gives

lim
k→∞

dim ηk(p)
dim Sk

(
p,
(
·

p

)) = 2h
p− 1

.

(2) If p ≡ 3 (mod 4), then taking the limit over even k in the appropriate congru-
ence class from Theorem 1.2 gives

lim
k→∞

dim ηk(p)
dim Sk(00(p))

=
2h

p− 1
.

(3) If p≡ 1 (mod 4), then taking the limit over all k in the appropriate congruence
class from Theorem 1.2 gives

lim
k→∞

dim ηk(p)
dim Sk(00(p))+ dim Sk

(
p,
(
·

p

)) = h
p− 1

.

Finally, we would like to consider the case that our v1 and vp are integral but do
not correspond to integral r1, rp. To gain some intuition concerning the properties
of the “eta-quotients” formed from these r1, rp, we consider the following example.

Example 3.4. Let p = 11 and k = 6. Note that in this situation we have that in
order to have eta-quotients we must have v1 ≡ 3 (mod 5). So, we will investigate
the properties of the function obtained by choosing v1 6≡ 3 (mod 5).

Consider v1 = 1. This implies vp = 5. Then,(
r1

rp

)
=

(
1 11

11 1

)−1 (
24
120

)
=

(
54/5
6/5

)
.

Now, we can use these to form the “eta-quotient”

f (z)= η54/5(z)η6/5(11z).

Using the transformation properties from Section 2C we have

f (T z)= e27π i/30η54/5(z)e11π i/10η6/5(11z)= f (z).

Note that if we raise f (z) to the fifth power to cancel denominators of r1 and rp

then we can use Theorem 2.4 to verify that we obtain f (z)5 ∈ S30(00(11)), i.e., our
lattice point corresponds to a “root” of an η quotient of higher weight.

Note that the remaining choices for v1 give us similar results.
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4. Conclusion and further questions

We detailed the number of eta-quotients in Mk(00(p)) of the form ηr1(z)ηrp(pz).
Further work in this project would involve generalizing these results for all levels
as well as figuring out linear combinations of eta-quotients that would be possible
on a given level.
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The k-diameter component edge
connectivity parameter

Nathan Shank and Adam Buzzard

(Communicated by Joshua Cooper)

We focus on a network reliability measure based on edge failures and considering
a network operational if there exists a component with diameter k or larger. The
k-diameter component edge connectivity parameter of a graph is the minimum
number of edge failures needed so that no component has diameter k or larger.
This implies each resulting vertex must not have a k-neighbor. We give results for
specific graph classes including path graphs, complete graphs, complete bipartite
graphs, and a surprising result for perfect r -ary trees.

1. Introduction

Network reliability and graph connectivity parameters have been studied for many
years. The network reliability measure can vary greatly based on the type of
application being considered. In particular networks, the vulnerabilities of particular
pieces of the network often influence the parameter used to measure reliability. In
particular cases, nodes or vertices may fail or become inoperable; in other cases,
the edges or connections between vertices may fail or become inoperable and in
some cases both the nodes and the edges may fail. See [Boesch et al. 2009] for a
survey of recent results and techniques.

In general, network reliability measures are driven by two different yet con-
nected concepts. First, we need to know what objects are prone to failure: edges,
vertices, or both. Second, we need to know what the requirements are to make a
network functional. Stated differently, we need to know what objects fail and what
characterizes a failure state for a network.

Vertex connectivity and edge connectivity are two of the original network re-
liability measures which have been studied extensively. The vertex connectivity
parameter is the minimum number of vertices that must be deleted so that the
resulting graph is disconnected. Similarly the edge connectivity parameter measures
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the minimum number of edges that must be deleted so that the resulting graph is
disconnected. These parameters have been generalized to other reliability measures
based on different characterizations of failure states for networks. For example, the
component order vertex connectivity parameter is the minimum number of vertices
that must be deleted so that the resulting graph has all components of order less
than some value k (see [Boesch et al. 1998; 1999] for example). Similarly the
component order edge connectivity parameter is the minimum number of edges
that must be deleted so that the resulting graph has all components of order less
than some value k (see [Boesch et al. 2006; 2007] for example).

Conditional connectivity was studied by Frank Harary [1983]. It requires each
component of a disconnected graph to have a chosen property P. Thus if P is any
property of a graph GD .V ; E/ and S �V .G/, then the P -connectivity of G is the
minimum jS j such that G �S is disconnected and every component of G �S has
property P. Similarly we can define the edge conditional connectivity parameter of
G if we consider edge deletions rather than vertex deletions.

In this paper, we focus our attention on edge failures and consider a graph to be
in a failure state if no vertex has a neighbor of a fixed distance. In other words, we
study the minimum number of edges that can fail in order to produce a graph which
has all components with a diameter less than some fixed value. In this particular
case a network would be operational if there exists a component with a sufficiently
large diameter.

One important application of such a parameter centers around the spread of
disease or genetic traits. If a particular disease or genetic trait only becomes active
after k successive transmissions, then we would want to stop the spread so that
components in the network (tree) have diameter less than k. This will be explored
more in Section 3B.

2. Background and definitions

Throughout this paper, let G D .V ; E/ be a simple graph with vertex set V and
edge set E. For any set A, let jAj denote the cardinality of A. If D �E, let G�D

denote the subgraph of G containing the vertex set V and the edge set E�D. Thus
G �D D .V ; E �D/.

Throughout the paper, unless otherwise specified, we will assume that n, r , l ,
and k are all positive integers. We will also use the conventions of notation adapted
from [West 1996]. A pair of vertices u; v are said to be k-neighbors if the distance
between u and v is k, written as d.u; v/D k.

Definition 2.1. Let GD .V ; E/ be a graph and k be a positive integer. A set D�E

is a k-diameter component edge disconnecting set if G �D has all components of
diameter less than k.
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This means that an edge set D is a k-diameter component edge disconnecting
set if no vertex in G �D has a k-neighbor. If D is a k-diameter component edge
disconnecting set then G �D is said to be a failure state.

Definition 2.2. Given a graph G D .V ; E/ and a positive integer k, the k-diameter
component edge connectivity parameter of G, denoted by CEk.G/, is the size of
the smallest k-diameter component edge disconnecting set.

Thus, the k-diameter component edge connectivity parameter is the size of the
smallest edge set D such that G �D is a failure state.

3. Results

When k D 1, a failure state will occur if no vertex has a 1-neighbor. In order for
this to occur every edge must be removed. Thus CE1.G/D jEj for every graph
G D .V ; E/. Therefore for the remainder of the paper we will assume that k � 2.

In Section 3A we will show some easy results for some simple graph classes, par-
ticularly path graphs, complete graphs, and complete bipartite graphs. In Section 3B1
we will consider perfect r -ary trees.

3A. Simple graphs.

3A1. Path graphs. The first type of graph we will consider is a path on n vertices,
denoted by Pn. We can label the edges consecutively from 1 to n� 1 starting at
a pendant edge. For a component to have a diameter less than k, it can have at
most k � 1 edges. If we delete every edge whose label is a multiple of k, then the
remaining components all have k � 1 edges, except for possibly one component
which could have less than k � 1 edges. Therefore the diameter of each component
will be less than k. Hence we see CEk.Pn/� b.n� 1/=kc.

Since path graphs are trees, every edge deletion creates one new component. Since
we cannot have components of length k in a failure state, we need at least one edge
deletion in every k-edge disjoint connected subpath. Hence CEk.Pn/�b.n�1/=kc.
These two observations imply the following:

Theorem 3.1. For every positive integer n,

CEk.Pn/D
j

n�1

k

k
:

3A2. Complete graphs. Since the diameter of Kn is 1, Kn is already a failure state.
Thus we see the following obvious result:

Theorem 3.2. For every positive integer n,

CEk.Kn/D 0:
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3A3. Complete bipartite Graphs. Consider the complete bipartite graph Ka;b D

.V ; E/ with parts A and B, where V D A[B, A\B D ∅, jAj D a > 0 and
jBj D b > 0. Recall that the diameter of a complete bipartite graph is 2 unless
aD b D 1, in which case the diameter is 1. If k > 2, then Ka;b is already a failure
state. If k D 2, then the size of the largest subgraph in a failure state is the size of
the maximum matching in Ka;b , which is minfa; bg. So the number of edges that
must be deleted to produce a failure state is minfa; bg less than the total number of
edges. Therefore we have the following theorem:

Theorem 3.3. For every pair of positive integers a� b,

CEk.Ka;b/D

�
0 if k > 2;

a.b� 1/ if k D 2:

3B. Trees.

3B1. Perfect r -ary trees. We will now consider perfect r -ary trees.

Definition 3.4. Let Tr;l D .V ; E/ denote a perfect r -ary tree with height l , where

V D fvi;j W 1� i � l C 1; 1� j � r .lC1/�i
g; and

E D f.vi;j ; vi�1;m/ W 2� i � l C 1; 1� j � r .lC1/�i; .j � 1/r C 1�m� j rg:

We will say that vertex vi;h 2 V .Tr;l/ is on level i . Notice we are using the
unconventional notation that the root vertex of the full complete tree is on level lC1

and the leaves are on level 1.

In order to separate the tree into failure states we need to know the distance
between vertices. The following lemma shows a lower bound for the distance
between two vertices in the same level.

Lemma 3.5. Assume Tr;l D .V ; E/ and vi;j ; vi;jCprn�1 2 V for some positive
integers i , j , n, and p. Then

d.vi;j ; vi;jCprn�1/� 2n:

Proof. We will proceed by induction on n. Consider the case when nD 1.
Since vi;j and vi;jCp are both on level i , they are not adjacent. Since any two

vertices of a tree are connected by a path, we conclude d.vi;j ; vi;jCp/� 2.
Assume there exists a positive integer n such that for any pair va;b; va;bCprn�12V,

d.va;b; va;bCprn�1/� 2n:

Consider a pair of vertices, vi;j , vi;jCqrn 2 V for some positive integer q. The
unique path from vi;j to vi;jCqrn must contain vertices

viC1;dj=re and viC1;dj=reCqrn�1 :
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By induction we know

d.viC1;dj=re; viC1;dj=reCqrn�1/� 2n:

Therefore by the uniqueness of paths in trees we see

d.vi;j ; vi;jCqrn/D d.viC1;dj=re; viC1;dj=reCqrn�1/C 2� 2.nC 1/: �

To find CEk.Tr;l/ we will find a set of vertices V 0 � V such that the distance
between any two vertices in V 0 is at least k, therefore finding a lower bound jV 0j
for the number of components in a failure state for Tr;l . We will then show that
you can make Tr;l a failure state by removing jV 0j edges.

The following lemma produces a set V 0 of vertices such that the distance between
any two vertices in V 0 is at least k.

Lemma 3.6. Let k 2 ZC. Suppose Tr;l D .V ; E/ and V 0 � V such that

V 0 D

�
vykC1;1Czrb.k�1/=2c W 0� y �

j
l

k

k
; 0� z �

�
r l�yk

r b.k�1/=2c

�
� 1

�
:

Then for all distinct u; v 2 V 0,

d.u; v/� k:

Proof. Assume u; v 2 V 0. Consider the following two cases:

Case 1: Assume u and v are distinct vertices in the same level of Tr;l . Thus
there exist some integers i , a, and b such that u D ui;1Carb.k�1/=2c and v D

vi;1C.aCb/rb.k�1/=2c . Then, by Lemma 3.5,

d.u; v/D d.ui;1Carb.k�1/=2c ; vi;1C.aCb/rb.k�1/=2c/

D d.ui;1Carb.k�1/=2c ; vi;1Carb.k�1/=2cCbr .b.k�1/=2cC1/�1/

� 2
��

1
2
.k � 1/

˘
C 1

�
� k:

Case 2: Assume uD ui;j and v D vi0;j 0 for some i 6D i 0. Since u; v 2 V 0, we know
ji � i 0j � k. Therefore d.u; v/� k. �

Now that we know the distance between any two vertices in V 0 is at least k, we
need to find jV 0j.

Lemma 3.7. Suppose Tr;l D .V ; E/ and V 0 � V such that

V 0 D

�
vykC1;1Czrb.k�1/=2c W 0� y �

j
l

k

k
; 0� z �

�
r l�yk

r b.k�1/=2c

�
� 1

�
:
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Then,

jV 0j D

8̂̂̂̂
ˆ̂̂<̂
ˆ̂̂̂̂̂:

1; l �
�

1
2
.k � 1/

˘
;

r l

r b.k�1/=2c
�
1� .r�k/bl=kc

1� .r�k/
C 1; nk � l � nkC

�
1
2
.k � 1/

˘
;

r l

r b.k�1/=2c
�
1� .r�k/bl=kcC1

1� .r�k/
; else;

where n is a positive integer.

Proof. Summing over all possible choices for y and z we see

jV 0j D

bl=kcX
yD0

dRye�1X
zD0

1;

where Ry D r l�yk=r b.k�1/=2c. Consider the following three cases:

Case 1: If l �
�

1
2
.k�1/

˘
, then bl=kc D 0 which implies y can only be zero. Thus

dRye� 1D dR0e� 1D 0:

Therefore

jV 0j D

0X
yD0

0X
zD0

1D 1:

Case 2: Assume there exists a positive integer n such that nk� l�nkC
�

1
2
.k � 1/

˘
.

If y D n, then dRye D dRne D 1 since 0� l � nk �
�

1
2
.k � 1/

˘
.

If y < n, then yC1� n, which implies k.yC1/� kn� l . Therefore k � l�yk,
which implies

dRye DRy :

Since bl=kc D n,

jV 0j D

nX
yD0

dRye�1X
zD0

1D

n�1X
yD0

Ry�1X
zD0

1C

dRne�1X
zD0

1

D

� n�1X
yD0

Ry

�
C 1D

r l

r b.k�1/=2c
�
1� .r�k/bl=kc

1� .r�k/
C 1:

Case 3: Assume nkC
�

1
2
.k � 1/

˘
C 1 � l � .nC 1/k � 1 for some nonnegative

integer n.
Note that

�
1
2
.k � 1/

˘
� l � nk. Then for all y � n,

dRye DRy :
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Since bl=kc D n,

jV 0j D

nX
yD0

dRye�1X
zD0

1D

nX
yD0

Ry�1X
zD0

1

D

nX
yD0

Ry D
r l

r b.k�1/=2c
�
1� .r�k/bl=kcC1

1� .r�k/
: �

We have now constructed a set of vertices which must be in separate components
in order for Tr;l to be a failure state (Lemma 3.6) and calculated the size of this
vertex set (Lemma 3.7). We will now construct a set of edges that, when deleted,
ensure these vertices are in different components. The idea is not to create perfect
r -ary subtrees as we might expect. Instead we allow a perfect r -ary subtree but
allow its root vertex to have a path up Tr;l until the maximum diameter allowed
is achieved. This propagates up the tree so that we do not have to remove entire
rows of edges very often. This “saves” edges from being deleted by creating failure
components which are larger than a perfect r -ary tree of diameter k � 1.

Lemma 3.8. Fix r , l , and k and suppose Tr;l D .V ; E/. For each integer 0�m�

dl=ke� 1 define the sets

Am D
˚
.vi;j ; viC1;dj=re/ 2E WmkC

�
1
2
.k � 1/

˘
C 1� i � .mC 1/k � 1;

j 6� 1 mod r
	
;

and

Bm D
˚
.v.mC1/k;j ; v.mC1/kC1;dj=re/ 2E W 1� j � r lC1�.mC1/k

	
:

Then

jAmj D r lC1.r�mk�b.k�1/=2c�1
� r�.mC1/k/ and jBmj D r lC1�.mC1/k:

Proof. Fix 0 � m � dl=ke � 1. First notice the number of edges of the form
.vi;a; viC1;da=re/ is the number of vertices in level i , which is r lC1�i.

Now consider Am. The total number of edges of the form .vi;a; viC1;da=re/

is r lC1�i, and of these, r lC1�.iC1/ are of the form .vi;j ; viC1;dj=re/, where j �

1 mod r . Thus

jAmj D

.mC1/k�1X
iDmkCb.k�1/=2cC1

r lC1�i
� r lC1�.iC1/

D r lC1.r�mk�b.k�1/=2c�1
� r�.mC1/k/:

Next consider Bm. The set Bm contains all edges of the form .v.mC1/k;j ;

v.mC1/kC1;dj=re/. Thus
jBmj D r lC1�.mC1/k: �
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Now we are ready to use Am and Bm to find CEk.Tr;l/.

Theorem 3.9. If r , l , and k are positive integers, then

CEk.Tr;l/D

8̂̂̂̂
ˆ̂̂<̂
ˆ̂̂̂̂̂:

0; l �
�

1
2
.k � 1/

˘
;

r l

r b.k�1/=2c
�
1� .r�k/bl=kc

1� .r�k/
; nk � l � nkC

�
1
2
.k � 1/

˘
;

r l

r b.k�1/=2c
�
1� .r�k/bl=kcC1

1� .r�k/
� 1; else;

where n is a positive integer.

Proof. Fix r , l , and k. Let Tr;l D .V ; E/. There are three cases to consider:

Case 1: Assume l �
�

1
2
.k � 1/

˘
.

Notice that the diameter of Tr;l is 2l . If l�
�

1
2
.k�1/

˘
, then 2l�2

�
1
2
.k�1/

˘
<k,

and therefore Tr;l is already a failure state. Hence, CEk.Tr;l/D 0.

For the following two cases, consider V 0 � V as defined in Lemma 3.6. As
shown in Lemma 3.6, d.u; v/� k for all u; v 2 V 0. Therefore, to produce a failure
state, no two vertices in V 0 can be in the same component. Since every edge cut in
a tree produces one new component, there must be at least jV 0j � 1 edge cuts to
ensure no two vertices in V 0 are connected. Hence CEk.Tr;l/� jV

0j � 1.

Case 2: Assume nk � l � nkC
�

1
2
.k � 1/

˘
for some positive integer n.

By Lemma 3.7,

jV 0j � 1D
r l

r b.k�1/=2c
�
1� .r�k/bl=kc

1� .r�k/
:

Hence,

CEk.Tr;l/�
r l

r b.k�1/=2c
�
1� .r�k/bl=kc

1� .r�k/
:

For each integer 0�m� bl=kc� 1, define Am and Bm as in Lemma 3.8.
Let E0 D

Sbl=kc�1
mD0

.Am [Bm/. We will show that G �E0 is a failure state.
Assume by way of contradiction that G�E0 is not a failure state. Thus there exists
a path of length k in G �E0.

Case 2a: Assume there exists a path in G �E0 from a vertex in level i to a vertex
in level i C k. Let P D vi;j0

; viC1;j1
; viC2;j2

; : : : ; 1; viCk;jk
be such a path of

length k in G � E0, where jz D djz�1=re and .m � 1/k < i � mk for some
2�m� n� 1. Then, mk < i C k � .mC 1/k and i �mk < i C k.

Since i � mk < i C k, there exist a vertex of the form vmk;jmk�i
2 P and a

vertex of the form vmkC1;jmk�iC1
2 P which are adjacent. However, .vmk;jmk�i

;
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vmkC1;jmk�iC1
/ 2 Bm�1. Consequently, .vmk;jmk�i

; vmkC1;jmk�iC1
/ 62 G �E0,

so P is not a path in G �E0.

Case 2b: Let P D vi0;j0
; vi1;j1

; : : : ; vik ;jk
be the path of length k in G �E0. By

the definition of Bm, we know there do not exist any edges in G �E0 joining
v.m�1/k;j and v.m�1/kC1;dj=re for any integer m where 2�m� n. Therefore we
can assume there exists an integer 2�m� n such that for all 0� p � k, we have
.m� 1/kC 1 � ip �mk. In other words, all the vertices of path P fall between
level .m� 1/kC 1 and level mk inclusively.

Since there are only k distinct levels between level .m � 1/k C 1 and level
mk and P has k C 1 vertices, this implies there exists a subpath of P of the
form va;b; vaC1;c ; va;b0 , where .c � 1/r C 1 � b, b0 � cr , and b 6D b0. Since P

is of length k, we can assume without loss of generality that d.vi0;j0
; vaC1;c/ ��

1
2
.k � 1/

˘
C 1. This implies that i0C

�
1
2
.k � 1/

˘
C 1� aC 1.

Since .m� 1/kC 1� i0 �mk, we see

.m� 1/kC
�

1
2
.k � 1/

˘
C 1C 1� i0C

�
1
2
.k � 1/

˘
C 1� aC 1;

which implies
.m� 1/kC

�
1
2
.k � 1/

˘
C 1� a:

Also, since a�mk � 1, we can see

.m� 1/kC
�

1
2
.k � 1/

˘
C 1� a�mk � 1:

Since .c�1/rC1�b, b0� cr and b 6Db0, we know b 6�1 mod r or b0 6�1 mod r .
Consequently, .va;b; vaC1;c/ 2 Am�1 or .va;b0 ; vaC1;c/ 2 Am�1, or both are in
Am�1. In either case, path P is not a path in G �E0 since it contains an edge
in Am�1. Hence, G �E0 is a failure state.

By Lemma 3.8,

jE0j D

n�1X
mD0

.jAmjC jBmj/

D

n�1X
mD0

.r lC1.r�mk�b.k�1/=2c�1
� r�.mC1/k/C r lC1�.mC1/k/

D
r l

r b.k�1/=2c
�
1� .r�k/bl=kc

1� .r�k/
:

Therefore, since G �E0 is a failure state, we see

CEk.Tr;l/�
r l

r b.k�1/=2c
�
1� .r�k/bl=kc

1� .r�k/
:
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Since

CEk.Tr;l/� jV
0
j � 1D

r l

r b.k�1/=2c
�
1� .r�k/bl=kc

1� .r�k/
;

we see

CEk.Tr;l/D
r l

r b.k�1/=2c
�
1� .r�k/bl=kc

1� .r�k/
:

Case 3: Assume nkC
�

1
2
.k � 1/

˘
C1� l � .nC1/k�1 for some positive integer n.

By Lemma 3.7,

jV 0j � 1D
r l

r b.k�1/=2c
�
1� .r�k/bl=kcC1

1� .r�k/
� 1:

Let An� D
˚
.vi;j ; viC1;dj=re/ W nk C

�
1
2
.k � 1/

˘
C 1 � i � l; j 6� 1 mod r

	
.

Then,

jAn� jD

lX
pDnkCb.k�1/=2cC1

r lC1�p
�r lC1�.pC1/

Dr lC1.r�nk�b.k�1/=2c�1
�r�l�1/:

Let E0 D
Sbl=kc�1

mD0
.Am [Bm/[An� . We will show that Tr;l �E0 is a failure

state.
First, notice G � Tr;.nC1/k . Let Tr;.nC1/k D .V �; E�/. Let E00 �E� such that

E00 D

b.nC1/k=kc�1[
mD0

.Am[Bm/D

bl=kc�1[
0

.Am[Bm/[An[Bn:

As shown above in Case 2, Tr;.nC1/k �E00 is a failure state.
Note that

AnD
˚
.vi;j ; viC1;dj=re/ W nkC

�
1
2
.k � 1/

˘
C1� i � .nC1/k�1; j 6� 1 mod r

	
:

Then, since l � .n C 1/k � 1, we know An� � An. Hence E0 � E00 and
Tr;l�E0�Tr;.nC1/k�E00. If there exists a path of length k in Tr;l�E0, then there
must also exist a path of length k in Tr;.nC1/k �E00. However, Tr;.nC1/k �E00 is
a failure state and therefore has no paths of length k. Therefore Tr;l �E0 has no
paths of length k and is a failure state.

Thus,

jE0j D

n�1X
mD0

.jAmjC jBmj/CjA
�
nj

D
r l

r b.k�1/=2c
�
1� .r�k/bl=kc

1� .r�k/
C r lC1.r�nk�b.k�1/=2c�1

� r�l�1/

D
r l

r b.k�1/=2c
�
1� .r�k/bl=kcC1

1� .r�k/
� 1:
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Therefore,

CEk.Tr;l/�
r l

r b.k�1/=2c
�
1� .r�k/bl=kcC1

1� .r�k/
� 1;

which implies

CEk.Tr;l/D
r l

r b.k�1/=2c
�
1� .r�k/bl=kcC1

1� .r�k/
� 1:

Combining all three of these cases, we see that

CEk.Tr;l/D

8̂̂̂̂
ˆ̂̂<̂
ˆ̂̂̂̂̂:

0; l �
�

1
2
.k � 1/

˘
;

r l

r b.k�1/=2c
�
1� .r�k/bl=kc

1� .r�k/
; nk � l � nkC

�
1
2
.k � 1/

˘
;

r l

r b.k�1/=2c
�
1� .r�k/bl=kcC1

1� .r�k/
� 1; else;

where n is a positive integer. �

3B2. General trees. Although finding a solution for general trees is too difficult,
the general principles for perfect r -ary trees will still hold for general trees. Since
each edge removal creates a new component, we need to remove edges that create
components of diameter less than k which have as large an order as possible. Some
bounds could easily be created based on minimum and maximum degree. Other
special trees including caterpillar graphs, lobster graphs, and binary trees could be
computed using the techniques outlined for the perfect r -ary tree.
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Time stopping for Tsirelson’s norm
Kevin Beanland, Noah Duncan and Michael Holt

(Communicated by Stephan Garcia)

Tsirelson’s norm ‖·‖T on c00 is defined as the limit of an increasing sequence
of norms (‖·‖n)

∞

n=1. For each n ∈ N let j (n) be the smallest integer satisfying
‖x‖ j (n) = ‖x‖T for all x with max supp x = n. We show that j (n) is O(n1/2).
This is an improvement of the upper bound of O(n) given by P. Casazza and
T. Shura in their 1989 monograph on Tsirelson’s space.

In 1974 B. Tsirelson [1974] constructed a remarkable reflexive Banach space
not containing an isomorphic copy of `p for any 1 < p < ∞. T. Figiel and
W. B. Johnson [1974] gave an analytic description of the dual Tsirelson’s space
that was subsequently used to discover many new types of Banach spaces and
was very influential in solving many old problems in the isomorphic theory of
Banach spaces. A monograph of P. Casazza and T. Shura [1989] contains a detailed
analysis of many structural properties of Tsirelson’s space and played a critical role
in the developments in the mid-1990s. In the last chapter in that book, the authors
present FORTRAN code that computes the Tsirelson norm of finite length vectors.
In the discussion of this code they state several problems and lines of research
that to our knowledge are still open or unexplored. The authors of the current
paper became interested in these questions since they relate to the well-known open
problem of whether Tsirelson’s space is arbitrarily distortable and the “polymath”
problem [Gowers 2009], which asks whether every “explicitly defined” Banach
space must contain `p or c0. Our main result is the first nontrivial step toward
finding the computational time for computing the Tsireslon’s norm. We should note
that although Casazza and Shura’s book was written almost 30 years ago, there are
still many problems and constructions related to Tsireslon’s space that are currently
attracting attention. For example, the reader should consult the papers [Argyros
et al. 2013; Argyros and Motakis 2014; 2016; Khanaki 2016; Ojeda-Aristizabal
2013; Tan 2012] and the aforementioned blog post of W. T. Gowers.

MSC2010: 46B03.
Keywords: Tsirelson’s space, Banach space.
Duncan and Holt were undergraduate students at Washington and Lee University when the main result
of this paper was proved. The main result in this paper is part of the Washington and Lee Honors
thesis of Holt written under the direction of the Kevin Beanland.
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The dual of Tsirelson’s space T is the completion of c00, the space of all eventually
zero scalar sequences, with respect to a norm ‖·‖T . This norm is defined as the
supremum of an increasing sequence of recursively defined norms (‖·‖n)∞n=1. We
recall all precise definitions in the next section. Casazza and Shura introduced the
following time-stopping function.

Definition 1. For n a positive integer, let j (n) be the smallest nonnegative integer
such that for all x ∈ c00 with max supp x ≤ n we have ‖x‖ j (n) = ‖x‖T .

In [Casazza and Shura 1989, Problem 2(a)], the authors ask for a “reasonably
tight” upper bound for the quantity j (n) and offer the upper bound

⌊ 1
2 n
⌋

as a starting
point. Our main theorem is the following improvement on this upper bound.

Theorem A. For each n ∈ N we have j (n)≤ b2
√

n+ 4c. That is, j (n) is O(n1/2).

In a forthcoming paper we provide a lower bound on the order of log2(n). The
upper bound on j (n) determines the computation time of the vector of length n.
Indeed it is shown by Casazza and Shura that the computational time it takes to
go from the n norm to the n + 1 norm is the same for every n. Therefore if t is
that computational time, our theorem shows that the computation time required to
calculate the norm of a vector of length n is bounded above by t

√
n.

1. Main result

Let (ei ) and (e∗i ) both denote the standard unit vectors in c00. For E ⊂ N and
x =

∑
∞

i=1 ai ei ∈ c00 let Ex =
∑

i∈E ai ei . If E, F are subsets of N we write E < F
if max E <min F. A set E ⊂ N is in S1 if min E ≥ |E | (the cardinality of E). If∑
∞

i=1 ai ei ∈ c00 then supp x ={i : ai 6= 0}. For n ∈N we say that a sequence (Ei )
n
i=1

of subsets of N is called admissible if E1 < E2 < · · ·< En and (min Ei )
n
i=1 ∈ S1.

We define the norm of Tsirelson’s space by defining a certain subset of c00 to be the
norming functionals for the space. The set WT is the union of the following subsets
of c00. A sequence ( fi )

d
i=1 ⊂ c00 is called admissible if (supp fi )

d
i=1 is admissible.

Let W0 = {±e∗i : i ∈ N} and for k ≥ 0 let

Wk+1 =Wk ∪

{
1
2

d∑
i=1

E fi : d ∈ N, ( fi )
d
i=1 ⊂Wk is admissible, E ⊂ N

}
.

Then WT =
⋃
∞

k=1 Wk .
The intermediate norms are defined by ‖x‖n = sup{ f (x) : f ∈Wn}. Here f (x)

is the usual inner product of f with x . Tsirelson’s norm is defined by

‖x‖ =max
n
‖x‖n = sup{ f (x) : x ∈WT }.
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Tsirelson’s space is the completion of c00 with respect to the above norm, which
satisfies the following implicit equation for x ∈ c00:

‖x‖ = ‖x‖∞ ∨ sup
{

1
2

n∑
i=1

‖Ei x‖ : n ∈ N, (Ei )
n
i=1 is admissible

}
. (1)

The following remarks follow from the definition of WT .

Remark 1.1. Let f ∈WT . Then f ∈WT \Wn if and only if there is a k ∈ N with
0< | f (ek)| ≤ 1/2n+1.

Remark 1.2. If f ∈WT then either f =±e∗i for some i ∈ N or f ∈Wn \W0 and
there is an admissible sequence ( fi )

d
i=1 ⊂Wn−1 with f = 1

2

∑d
i=1 fi . In particular,

if f ∈WT \W0 then | f (ek)| ≤
1
2 for all k ∈ N.

Based on the above remark it is easy to see that each functional has a decomposi-
tion into a “tree” of functionals. The functionals in the tree are naturally enumerated
by tuples in N. Let N<N

=
⋃
∞

n=1 Nn
∪{∅}. For σ ∈N<N, if σ = (σ (1), . . . , σ (k)),

we set |σ | = k.

Definition 2 (tree index set and decomposition). For each f ∈ WT there is a set
T f ⊆N<N

∪{∅} called the tree index set and a collection of functionals ( fα)α∈T f ⊂

WT called a tree decomposition of f satisfying:

(1) ∅ ∈ T f and f∅ = f .

(2) σ ∈ T f is called a terminal node if σ a 1 6∈ T f . A node σ ∈ T is a terminal if
and only if fσ =±e∗i for some i ∈ N.

(3) If σ ∈ T f is not a terminal node, then

fσ =
1
2

∑
{k:σak∈T f }

fσak,

where {k : σ a k ∈ T f } = {1, . . . , dσ } for some dσ ∈ N. Moreover ( fσak)
dσ
k=1

is admissible.

If σ = (n1, n2, . . . , nk) ∈ T f then β = (n1, n2, . . . , nk−1) is the immediate prede-
cessor of σ and σ is an immediate successor of β. To set notation let Eσ = supp fσ
for each σ ∈ T f .

The fact that each f ∈WT has a (not necessarily unique) tree index set T f and
decomposition follows from the definition of an arbitrary f ∈WT .

Lemma 1.3. Let f ∈WT . Then f ∈Wn if and only if there is a tree decomposition
( fα)α∈T f ⊂WT of f such that |σ | ≤ n for all σ ∈ T f .
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Proof. Let f ∈Wn . If f ∈W0 then any index set contains only the empty set. Thus
we assume f = 1

2

∑d
i=1 fi , where ( fi )

d
i=1 is an admissible block sequence in Wn−1.

Let T fi be the tree index set of fi for each i ∈ {1, . . . , d} such that |σ | ≤ n− 1 for
each σ ∈

⋃d
i=1 T fi . The tree index set of f is defined by

T f =

{
i a σ : i ∈ {1, . . . , d}, σ ∈

d⋃
i=1

T fi

}
∪ {∅}.

Alternatively, we proceed by induction. The base case is trivial and so assume
the claim for some n − 1 ≥ 0. We will establish the claim for n. Suppose there
is a tree decomposition ( fα)α∈T f ⊂ WT of some f ∈ WT so that σ ≤ n for all
σ ∈ T f . Let d ∈ N so that {k : (k) ∈ T f } = {1, . . . , d}. For each 1 ≤ i ≤ d, set
T f(i) = {σ : i a σ ∈ T f } and let {gσ = fiaσ : σ ∈ T f(i)} be a tree decomposition
for f(i). Then for each σ ∈ T f(i) with i ∈ {1, . . . , d} we have |σ | ≤ n − 1. Thus,
f(i) ∈Wn−1 and f ∈Wn as desired. �

The following is a simple but critical definition for our purposes. For a given
x ∈ c00 there may be many functionals in WT that norm x . The support of some
of these functionals may not even be a subset of the support of x , while other
norming functionals may have supports disjoint from one another. Our goal is to
prove an upper bound on j (n) by minimizing the maximum node length of a tree
decomposition for a functional that norms an arbitrary x with max supp x ≤ n. In
order to minimize this quantity, we discard the parts of a functional that are not
required to norm a given vector. To this end, we define for each x ∈ c00 a minimal
set for x and a functional that minimally norms x . We can then restrict our attention
to counting the maximum node length of a tree decomposition for a minimally
norming functional for a given x .

Definition 3. Let x ∈ c00. Then a set E ⊂ N is minimal for x if ‖Ex‖ = ‖x‖ and
for each E ′ ( E , we have ‖E ′x‖< ‖x‖.

Let us note that minimal sets need not be unique.

Lemma 1.4. Suppose f ∈ WT norms x ∈ c00 and supp f ⊂ supp x. Then for all
α ∈ T f , we have fσ norms Eσ x.

Proof. Assume, via contradiction, we can find a minimal length node σ ∈ T f so
that fσ (Eσ x) < ‖Eσ x‖. By assumption σ 6= ∅ (recall that E∅ = supp f ). Find
the unique predecessor β ∈ T f of σ . Let i0 ∈ {1, . . . , dβ} so that σ = β a i0.
Then fβai (Eβai x)≤ ‖Eβai x‖ for i 6= i0 and fβai0(Eβai0 x) < ‖Eβai0 x‖; however,
fβ(Eβx)=‖Eβx‖ by the minimality of σ . This leads to the following contradiction:

‖Eβx‖ = fβ(Eβx)= 1
2

dβ∑
i=1

fβai (Eβai x) <
1
2

dβ∑
i=1

‖Eβai x‖ ≤ ‖Eβx‖.



TIME STOPPING FOR TSIRELSON’S NORM 861

The last inequality follows from the implicit equation (1) for the norm, noting that
(Eβai )

dβ
i=1 is admissible. �

Definition 4. Let x ∈ c00. We say that f ∈WT minimally norms x if supp f = E
is minimal for x and f (x)= ‖x‖.

Note that if f minimally norms x then supp f ⊂ supp x . Also, if E is a minimal
set for x there is a f ∈WT that minimally norms x with supp f = E .

Lemma 1.5. Let x ∈ c00 and suppose that f minimally norms x. Then for each
σ ∈ T f , we have Eσ is a minimal set for Eσ x and fσ minimally norms Eσ x.

Proof. Using Lemma 1.4 we know that fσ (Eσ x)= ‖Eσ x‖ for each σ ∈ T f . Find
a minimal length node σ ∈ T f so that Eσ is not a minimal set for Eσ f . Again
it follows from the hypothesis that σ 6= ∅. Let β be the immediate predecessor
of σ and i0 ∈ {1, . . . , dβ} with σ = β a i0. Using our assumption, we can find a
E ′βai0

( Eβai0 with ‖E ′βai0
x‖ = ‖Eβai0 x‖. Let

E ′β =
( dβ⋃

i=1, i 6=i0

Eβai

)
∪ E ′βai0

( Eβ .

We can now show that ‖Eβx‖ ≤ ‖E ′βx‖ as follows:

‖Eβx‖ = fβ(Eβx)= 1
2

dβ∑
i=1

fβai (Eβai x)=
1
2

dβ∑
i=1

‖Eβai x‖

=
1
2

( i0−1∑
i=1

‖Eβai x‖+‖E ′βai0
x‖+

dβ∑
i=i0+1

‖Eβai x‖
)

≤ ‖E ′βx‖. (2)

The last inequality uses that

(Eβa1, Eβa2, . . . , Eβa(i0−1), E ′βai0
, Eβa(i0+1), . . . , Eβadβ )

is admissible. This contradicts the minimality of σ .
Therefore for each σ ∈ T f , we have Eσ is a minimal set for Eσ x . The fact that

fσ minimally norms Eσ x follows from Lemma 1.4. �

Lemma 1.6. Let x ∈ c00 and suppose f ∈WT minimally norms x and supp f ∈ S1.
Then f ∈W1.

Proof. If f ∈ WT \W1 then there is a k ∈ supp f with 0< | f (ek)| ≤
1
4 . However

since supp f ∈ S1, we know that g = 1
2

∑
i∈supp f sign(e∗i (x))e

∗

i ∈W1. But g(x) >
f (x)= ‖x‖. This is a contradiction. �
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Lemma 1.7. Let x ∈ c00 and suppose f ∈ WT minimally norms x. Suppose
further that f ∈ WT \W1. If f = 1

2

∑d
i=1 fi , where ( fi )

d
i=1 is admissible, then

min supp f = d.

Proof. By definition, d ≤min supp f =: m, and so it suffices to show that equality
holds. Suppose towards a contradiction that d <m. Our goal is to build a functional
f ′ ∈WT so that f ′(x) > f (x). This will contradict the assumption that f (x)=‖x‖.
Since f ∈ WT \W1 there is some i0 ∈ {1, . . . , d} with fi0 6∈ W0. By appealing to
Remark 1.1 and Lemma 1.6 we may assume that the supp fi0 has more than one
element. Let k0 =min supp fi0 . Then 0< | f (ek0)| ≤

1
4 . In particular

f (ek0)= sign e∗k0
(x) 1

2n for some n > 1.

Set f 1
i0
= sign(e∗k0

(x))e∗k0
and f 2

i0
= fi0 |[k0+1,∞). Since d < m and f 1

i0
, f 2

i0
∈ WT

are successive with supp f 1
i0
∪ supp f 2

i0
= supp fi0 , we have that

f ′ = 1
2

( i0−1∑
i=1

fi + f 1
i0
+ f 2

i0
+

d∑
i=i0+1

fi

)
∈WT .

The above holds since ( f1, . . . , fi0−1, f 1
i0
, f 2

i0
, fi0+1, . . . , fd) is admissible. How-

ever, f ′ has the same coordinates as f except at the k0 position where

f ′(ek0)= sign e∗k0
(x)1

2 and f (ek0)= sign e∗k0
(x) 1

2n for n > 1.

Since k0 ∈ supp x we have that f ′(x)− f (x) =
(1

2 −
1
2n

)
|e∗k0

(x)| > 0. Therefore
f ′(x) > f (x). Since f ′ ∈WT and f (x)= ‖x‖, this is the desired contradiction. �

The next lemma is the critical observation that allows us to prove the main
theorem. It is essentially an averaging argument that allows us to restrict our
attention to a smaller collection of norming functions therefore enabling an upper
bound on j (n).

Lemma 1.8. Let x ∈ c00 and suppose f ∈WT minimally norms x , with supp f = E.
Suppose that ( fσ )σ∈T f is a tree decomposition for f . If σ ∈ T f with |σ | ≥ 2 so that
there is a k with σ(k− 2)= σ(k− 1)= 1 then |σ | ≤ k.

The above lemma roughly states that for any vector x there is a norming functional
f for x so that its tree decomposition has very few consecutive 1s. In particular,
if a node σ has two consecutive 1s then they must be contained in the last three
coordinates of the node.

Proof. Fix x ∈ c00 and fix f ∈WT that minimally norms x , with supp f = E . Let
( fσ )σ∈T f be a tree decomposition for f and fix σ ∈ T f with |σ | ≥ 2 so that there is a
k with σ(k−2)=σ(k−1)= 1. For convenience let g= fσ |k−3 (σ |k−3 is σ restricted
to its first k − 3 coordinates). In the case that k = 3, we have σ |k−3 = ∅. Let
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gi = fσ |k−3ai for i ∈ {1, . . . , dσ |k−3} and g(i, j) = fσ |k−3a(i, j) for i ∈ {1, . . . , dσ |k−3}

and j ∈ {1, . . . , dσ |k−3ai }.
Set m =min supp g. Suppose first that max supp g(1,1) < 2m− 1. This implies

that supp g(1,1) ∈S1. Since f minimally norms x and g(1,1) is a functional in the tree
decomposition of f , Lemma 1.4 yields that g(1,1) norms Eg(1,1)x (where supp g(1,1)=
Eg(1,1)). Applying Lemma 1.6 for g(1,1) and Eg(1,1)x , we conclude that g(1,1) ∈W1.
Therefore |σ | ≤ k. Therefore we may consider the case max supp g(1,1) ≥ 2m− 1.
Set d = dσ |k−3 and r = dσ |k−3a1. Note that d, r ≤ m. Define

h1 :=
1
2(g(1,2)+ · · ·+ g(1,d)+ g(2)+ · · ·+ g(r)),

h2 :=
1
2(g(1,1)+ g(2)+ · · ·+ g(r)).

Observe that h2 ∈WT and since d+ r − 1≤ 2m ≤min supp g1,2 we have h1 ∈WT .
Again, by Lemma 1.4, we have that g(Egx)= ‖Egx‖, where Eg = supp g. Since
f minimally norms x , Lemma 1.5 yields that g minimally norms Egx . Therefore
since supp h1 ( supp g and supp h2 ( supp g, we know that h1(x) < g(x) and
h2(x) < g(x). This implies that

(g(1,2)+ · · ·+ g(1,d))(x) < g(1)(x) and g(1,1)(x) < g(1)(x).

However, by definition, g(1)(x)= 1
2(g(1,1)(x))+

1
2(g(1,2)+ · · ·+ g(1,d))(x). This is

a contradiction. Therefore the case max supp g(1,1) ≥ 2m− 1 is not possible. �

Corollary 1.9. For each x ∈ c00 there is an f ∈ WT that minimally norms x
with a tree decomposition ( fσ )σ∈T f such that for each σ ∈ T f either σ has no
consecutive 1s, the third-to-last and second-to-last coordinates are 1 or the final
two coordinates are 1.

Let Ta be the set of all σ ∈N<N that satisfy the conclusion of Corollary 1.9. For
example σ = (1, 1, 2, 3) 6∈ Ta but (2, 3, 1, 1, 2) ∈ Ta .

Lemma 1.10. For each σ ∈ Ta with |σ | = k ≥ 3,( k−1∑
i=1

[k− i][σ(i)− 1]
)
≥

(
k− 3

2

)2

. (3)

Proof. Suppose |σ | = k = 2d + 1 for d ∈ N. By replacing σ(1) by 1 and σ(2)
by 2, the quantity on the left-hand side of (3) does not increase. This new element
is still in Ta . Continuing in this manner, we see that the above is minimized by
σ = (1, 2, 1, 2, . . . , 2, 1, 1, 1)— that is, d − 2 many 2s. If k = 2d we may do
the same procedure described previously to see that the quantity is minimized by
σ = (1, 2, 1, 2, . . . , 2, 1, 1). Plugging these in the above yields

∑d
i=2 2i = d2

− 1
in the odd case and

∑d−1
i=1 2i + 1= d2

− d . Both of these quantities are larger than
1
4(k− 3)2, as desired. �
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The next corollary follows from combining Corollary 1.9 and Lemma 1.10.

Corollary 1.11. For each x ∈ c00 there is an f ∈WT that minimally norms x having
a tree decomposition ( fσ )σ∈T f such that

min
{|σ |−1∑

i=1

[|σ | − i][σ(i)− 1] : σ ∈ T f

}
≥

(
|σ |−3

2

)2
. (4)

We need one more technical lemma before proceeding to the proof of the main
theorem.

Lemma 1.12. Suppose that f ∈WT and max supp f ≤ n. Suppose further that f
minimally norms x for some x ∈ c00. Then for σ ∈ T f with fσ ∈WT \W1 we have

|supp fσ | ≤ n−
( |σ |−1∑

i=1

[|σ | − i][σ(i)− 1]
)
. (5)

We postpone the proof of Lemma 1.12 to the end of paper. We now recall
Theorem A and give its proof.

Theorem 1.13. For n ∈N and x ∈ c00 with max supp x = n we have ‖x‖b2√n+4c =

‖x‖. That is, j (n) is O(n1/2).

Proof. Let x ∈ c00 with max supp x = n. Suppose further that f minimally norms x .
Suppose that σ ∈ T f with |σ | ≥ b2

√
n+ 3c. If fσ ∈ WT \W1 then by combining

Lemma 1.12 and Corollary 1.11, we know that

| supp fσ | ≤ n−
( |σ |−1∑

i=1

[|σ | − i][σ(i)− 1]
)
≤ n−

(
|σ |−3

2

)2

≤ n−
(

2
√

n+ 3− 3
2

)2

= 0. (6)

Therefore no such σ exists. Thus if |σ | ≥ b2
√

n+ 3c we have fσ ∈W1. Therefore
max{|σ | :σ ∈T f }≤b2

√
n+4c, which implies that f ∈Wb2√n+4c. Since f (x)=‖x‖,

this is the desired result. �

We conclude by proving Lemma 1.12.

Proof. Let x ∈ c00 and suppose f ∈WT minimally norms x with max supp f ≤ n.
Let σ ∈ T f with fσ ∈ WT \W1. Set `=min supp f . We will prove the following
inequality, which is stronger than the desired estimate:

| supp fσ | ≤ n− (|σ | + 1)(`− 1)−
( |σ |−1∑

i=1

[|σ | − i][σ(i)− 1]
)
. (7)
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First we need the inequality

min supp fσ ≥ `+ s(σ )− |σ |. (8)

Here s(σ )=
∑k

i=1 σ(i) for |σ | = k. To prove (8), we let |σ | = k and use induction
on k. Let σ |k−1 = (n1, . . . , nk−1) if σ = (n1, . . . , nk−1, nk). In the base case of
|σ |=1, we know min supp fσ ≥ `+s(σ )−1, since there are at least (s(σ )−1)-many
values from ` to fσ ’s beginning index (worst case being that all prior functionals
are in W0). Now we assume min supp fσ ≥ `+ s(σ )− |σ | for some |σ | = k ∈ N

and show the same inequality holds for |σ | = k+ 1:

min supp fσ ≥min supp fσ |k + σ(k+ 1)− 1

≥ `+ s(σ |k)− |σ |k | + σ(k+ 1)− 1

= `+ s(σ )− (k+ 1).

The first inequality relies on the fact that fσ can have the same minimum support
value as fσ |k if σ(k+1)=1. The second inequality above follows from the inductive
hypothesis. The lone equality above follows from the facts that s(σ |k)+σ(k+1)=
s(σ ) and |σ |k | = k. Thus, (8) holds.

The proof of the inequality (8) begins with the observation that for all σ with
|σ | = k we have

|supp fσ | ≤ |supp fσ |k−1 | − #{immediate successor of σ |k−1}+ 1.

The fact that f minimally norms x combined with Lemma 1.7 implies that for each
σ ∈ T with fσ ∈ WT \W1, the number of immediate successor nodes of σ |k−1

equals min supp fσ |k−1 . Therefore in this case

|supp fσ | ≤ |supp fσ |k−1 | − (min supp fσ |k−1)+ 1.

Now let |σ | = k and use induction on k. It follows from the induction hypothesis
and rearranging terms that

| supp fσ | ≤ |supp fσ |k−1 |−(min supp fσ |k−1)+1

≤ n−k(`−1)−
( k−2∑

i=1

[(k−1)−i][σ(i)−1]
)
−`−s(σ |k−1)+(k−1)+1

≤ n−(k+1)(`−1)−
( k−2∑

i=1

[(k−1)−i][σ(i)−1]
)
−

k−1∑
i=1

[σ(i)−1]

= n−(k+1)(`−1)−
k−1∑
i=1

[k−i][σ(i)−1].

This is the desired estimate. �
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Enumeration of stacks of spheres
Lauren Endicott, Russell May and Sienna Shacklette

(Communicated by Glenn Hurlbert)

As a three-dimensional generalization of fountains of coins, we analyze stacks
of spheres and enumerate two particular classes, so-called “pyramidal” stacks
and “Dominican” stacks. Using the machinery of generating functions, we obtain
exact formulas for these types of stacks in terms of the sizes of their bases.

1. Introduction

Odlyzko and Wilf [1988] analyzed fountains of coins. An (n, k) fountain is an
arrangement of n coins into rows so that the bottom row consists of k contiguous
coins and each coin in higher rows sits on two coins in the row beneath it. Figure 1
shows a (25, 12) fountain. Two fountains are different if in any row and any
position in the row, one fountain has a coin, but the other does not. Their goal was
to enumerate the numbers fn,k of (n, k) fountains, and their main result was that the
bivariate generating function F(x, y)=

∑
n,k fn,k xn yk was the continued fraction

F(x, y)=
1

1−
xy

1−
x2 y

1−
x3 y
. . .

. (1)

If the fountains are enumerated only by the number of coins in the bottom row, gk =∑
n fn,k , then the generating function G(y)=

∑
k gk yk

= F(1, y) is much simpler. It
is straightforward from (1) that the generating function satisfies G(y)− yG2(y)= 1,
and so the gk are the Catalan numbers. Wilf [2006, Example 2.12] also considered
a restricted class of “block” fountains having the property that each row must be
a contiguous block of coins. If bk is the number of block fountains with k coins
in the bottom row, then B(y) =

∑
k bk yk turns out to be (1− 2x)/(1− 3x + x2),

which is the generating function for the Fibonacci numbers with odd indices.

MSC2010: 05A15.
Keywords: enumerative combinatorics, generating functions.
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Figure 1. A (25, 12) fountain of coins with subfountains around
the first missing coin in the second row.

Figure 2. A (148, 7, 10) stack of spheres from oblique and top views.

Figure 3. Models for stacks: Pyramid of the Sun at Teotihuaca,
Mexico (credit: [Lneuw 2006]), and the flag of the Dominican
Republic.

As a three-dimensional variant of fountains of coins, we consider stacks of
spheres. An (`, m, n) stack of spheres is an arrangement of ` spheres into levels
so that the bottom level consists of spheres in an m× n rectangular grid and each
sphere in higher levels sits on four spheres in the level beneath it. Figure 2 shows a
(148, 7, 10) stack of spheres. In grocery stores, fruits like oranges and cantaloupes
are often arranged into such stacks.

Our goal is to analyze two classes of stacks, pyramidal and Dominican, and
obtain generating functions and exact formulas for the number of stacks in terms
of the sizes of their bases. Pyramidal stacks have the property that every level
consists of a single rectangular grid of spheres, much like the Pyramid of the Sun
at Teotihuaca, shown in Figure 3. Dominican stacks are closer in spirit to general
stacks. Their inductive definition closely resembles the color scheme of solid
regions and stripes in the flag of the Dominican Republic, also shown in Figure 3.
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2. Basics of generating functions

Generating functions are a bridge between the discrete world of combinatorics and
the continuous world of calculus and complex analysis. Wilf [2006] embraces a
five-step method for describing sequences with generating functions:

(1) Find a recurrence relation for the sequence.

(2) Define the generating function.

(3) Convert the recurrence relation to a relation about the generating function.

(4) Solve for the generating function.

(5) Extract or approximate the coefficients of the generating function.

We use a handful of well-known generating functions, based on the geometric
series and its derivatives: ∑

n≥0

1xn
=

1
1− x

, (2a)

∑
n≥0

nxn
=

x
(1− x)2 , (2b)

∑
n≥0

(n+k
n

)
xn
=

1
(1− x)1+k . (2c)

We also use the product rule: if f (x)=
∑

n≥0 anxn and g(x)=
∑

n≥0 bnxn , then
f (x) · g(x)=

∑
n≥0 cnxn, where cn =

∑n
k=0 ak ·bn−k . An important special case of

the product rule is the partial sum rule:
∑

n≥0(a0+a1+· · ·+an)xn
= 1/(1−x) f (x).

We also need the bivariate version of the product rule; namely if f (x, y) =∑
m,n≥0 am,nxm yn and g(x, y) =

∑
m,n≥0 bm,nxm yn, then f (x, y) · g(x, y) =∑

m,n≥0 cm,nxm yn, where cm,n =
∑

m′,n′ am′,n′ · bm−m′,n−n′ . Following standard
notation, we define the bivariate coefficient extraction operator as

[xm yn
]

∑
m,n≥0

am,nxm yn
= am,n.

3. Pyramidal stacks of spheres

One of the simplest types of fountains of coins is a block fountain, defined by
the property that each row consists of a single contiguous block of coins. We
define a corresponding three-dimensional variant, a pyramidal stack of spheres,
to be a stack where each level consists of a single rectangular grid of spheres.
An example of a pyramidal stack is depicted in Figure 4. Unlike arbitrary stacks,
pyramidal stacks are constrained to have only a single spire. We would like to
enumerate the pyramidal stacks by the size of their bases. For m, n ≥ 1, let pm,n
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Figure 4. An 8× 7 pyramidal stack of spheres from oblique and top views.

pm,n n=1 2 3 4 5 6 7

m=1 1 1 1 1 1 1 1
2 1 2 4 7 11 16 22
3 1 4 11 24 46 81 134
4 1 7 24 63 143 294 561
5 1 11 46 143 376 881 1894
6 1 16 81 294 881 2317 5534
7 1 22 134 561 1894 5534 14545

Table 1. Values of pm,n for m, n ≤ 7.

m′ spheres m−m′ positions

n′ spheres

n− n′ positions

Figure 5. Possible positions of an m′× n′ pyramid on top of an m× n base.

be the number of pyramidal stacks of spheres whose base consists of an m × n
grid of spheres. For convenience, let pm,0 = p0,n = 0 for all m, n ≥ 0, and note
that by symmetry pm,n = pn,m . Then define the bivariate generating function
P(x, y)=

∑
m,n≥0 pm,nxm yn. By hand calculation and assistance from Maple, we

computed pm,n for m, n≤7, shown in Table 1. A pyramidal stack with an m×n base
can either contain nothing on the second level or support another pyramidal stack
with an m′ × n′ base, where 1 ≤ m′ < m and 1 ≤ n′ < n. If the second level is
nonempty, it can be shifted horizontally to m−m′ positions and vertically to n−n′

positions to form different stacks, as shown in Figure 5. Therefore, we have the
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recurrence relation for pyramidal stacks for m, n ≥ 1, given as

pm,n = 1+
∑

1≤m′≤m−1
1≤n′≤n−1

(m−m′)(n− n′)pm′,n′ = 1+
∑

0≤m′≤m
0≤n′≤n

(m−m′)(n− n′)pm′,n′ .

The bounds on the sum can be extended from 0 to m and n since p0,n = pm,0 = 0
and (m−m′)= (n−n′)= 0 when m′=m and n′= n. Then, by use of the generating
functions in (2a) and (2b) and the product rule we get

P(x, y)=
x

1− x
y

1− y
+ P(x, y)

xy
(1− x)2(1− y)2 .

Solving this equation results in the rational generating function

P(x, y)=
xy(1− x)(1− y)

(1− x)2(1− y)2− xy
. (3)

To obtain an exact expression for pm,n , we first view P(x, y) as a geometric series:

P(x, y)=

xy
(1−x)(1−y)

1− xy
(1−x)2(1−y)2

=

∑
`≥0

x`+1 y`+1

(1− x)1+2`(1− y)1+2`

Then, using (2c),

pm,n = [xm yn
]P(x, y)

=

∑
`≥0

[xm−`−1 yn−`−1
]

1
(1− x)1+2`(1− y)1+2`

=

∑
`≥0

(m+`−1
m−`−1

)(n+`−1
n−`−1

)
.

This exact expression for pm,n is a sum with min(m − 1, n − 1) terms, a signif-
icant improvement over the recursion that requires O(mn) computations. Also,
note that gm , the number of block fountains with m coins in the bottom row, is
equivalent to the (2m+1)-th Fibonacci number, which is also expressible as the
sum

∑
`

(m+`−1
m−`−1

)
. Therefore, pyramidal stacks of spheres can be viewed as a direct

generalization of block fountains of coins.

4. Dominican stacks

Pyramidal stacks, having only a single spire, form an extremely restricted class,
just as block fountains are to general fountains of coins. We would like to analyze
a more robust class that is closer in spirit to general stacks. Dominican stacks are a
three-dimensional generalization of arbitrary two-dimensional fountains of coins.

In order to motivate the definition of Dominican stacks, let’s review general
fountains of coins. A fountain with m coins in the bottom row can be uniquely
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Figure 6. A 9× 10 Dominican stack of spheres from oblique and
top views.

decomposed into two subfountains by locating the first position in the second row,
say at m′, where a coin is missing. For instance, the second row of the fountain in
Figure 1 has its first missing coin in the fifth position. Thus, a general fountain
consists of the subfountain on the left with a base of m′ coins, whose second row
is full and so consists of an even smaller subfountain with a diminished base of
m′− 1 coins, and a subfountain on the right with a base of m−m′ coins. So, the
recurrence relation gm =

∑
m′ gm′−1 · gm−m′ holds for fountains of coins.

We make an analogous definition by induction for stacks of spheres. A Dominican
stack of spheres is defined by the following cases:

Base case: A single level of spheres in a rectangular grid.

Inductive case: A multilevel stack of spheres with an m×n base built from smaller
stacks, as follows. It is required that, when viewed from the top, there exist a
(necessarily unique) column at position m′ and row at position n′ devoid of spheres
so that the following conditions hold:

Bottom left: Every position in the second level above positions [1, . . . , m′] ×
[1, . . . , n′] has a sphere, and the stack with diminished base of size (m′−1)×

(n′− 1) from the second level and above is Dominican.

Top right: The stack above positions [m′+ 1, . . . , m]× [n′+ 1, . . . , n] from the
first level and above is Dominican.

Bottom right and top left: The stacks above positions [m′+1, . . . , m]×[1, . . . , n′]
and [1, . . . , m′]× [n′+1, . . . , n] consist solely of rectangular grids of spheres
on the first level with nothing above.

An example of a Dominican stack is shown in Figure 6. Informally, a stack of
spheres is called Dominican because of its resemblance to the flag of the Dominican
Republic. As a visualization depicted in Figure 7, imagine placing a version of
the Dominican Republic’s flag under a stack of spheres and looking at the stack
from above. On the second level, the white stripes of the flag appear in the row and
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dm,n n=1 2 3 4 5 6 7

m=1 1 1 1 1 1 1 1
2 1 2 3 4 5 6 7
3 1 3 7 12 18 25 33
4 1 4 12 28 52 85 128
5 1 5 18 52 122 239 416
6 1 6 25 85 239 564 1147
7 1 7 33 128 416 1147 2723

Table 2. Values of dm,n for m, n ≤ 7.

1 m′ m
1

n′

n

Figure 7. Indexing of a Dominican stack with regions of the bot-
tom layer in red and blue and smaller Dominican stacks in purple.

column which are empty but the red region to the bottom-left is full; the substack
above this red region is a smaller Dominican stack. The portion of the stack on
the top-right above the other red region of the flag also forms a smaller Dominican
stack. The portions of the stack above the blue regions are single layers of spheres.
Note that if the first empty column (m′ = 1 from the definition) in the second level
forms the boundary, then the corresponding row must also be the first (n′ = 1), and
likewise for the converse. Therefore, the emblem of the flag where the white stripes
cross may either be in position [1, 1] of the second level or in a position [m′, n′]
with 2≤ m′ ≤ m and 2≤ n′ ≤ n.

Let dm,n be the number of Dominican stacks with an m×n base. For convenience,
let d0,n = dm,0 = 1 for all m, n ≥ 0, and note that by symmetry dm,n = dn,m . We
define the bivariate generating function D(x, y) =

∑
m,n≥0 dm,nxn yn. By hand

calculation and assistance from Maple, we computed dm,n for m, n ≤ 7, shown in
Table 2. In order to derive an expression for this generating function, we begin with
the recurrence relation for the dm,n that follows immediately from the inductive
definition of Dominican stacks. Equation (4b) is just a reindexing of (4a), and
(4c) accounts for the inclusion of the terms m′ = 0 or n′ = 0 in the sum; see the
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following:

dm+1,n+1 = dm,n +
∑

2≤m′≤m+1
2≤n′≤n+1

dm′−1,n′−1 dm+1−m′,n+1−n′ (m, n ≥ 0) (4a)

= dm,n +
∑

1≤m′≤m
1≤n′≤n

dm′,n′dm−m′,n−n′ (4b)

= 2dm,n +
∑

0≤m′≤m
0≤n′≤n

dm′,n′dm−m′,n−n′ −
∑

0≤m′≤m

dm′,n −
∑

0,≤n′≤n

dm,n′ . (4c)

Using the generating functions in (2a) and (2b), along with the product rule and
the partial sum rule, we obtain the corresponding relation for D(x, y), namely

D(x, y)−
x

1−x
−

y
1−y

− 1

= 2xy D(x, y)+ xy D2(x, y)−
xy

1−x
D(x, y)−

xy
1−y

D(x, y).

This relation is quadratic in D(x, y) with coefficients that are polynomials in x, y.
After some algebra, we get a ratio of polynomials with a radical for the generating
function:

D(x, y)

=
(1−xy)(1−x−y+2xy)−

√
(1−xy)2(1−x−y+2xy)2

−4xy(1−x)(1−y)(1−xy)

2xy(1−x)(1−y)
. (5)

This generating function agrees with the values of dm,n from the recurrence relation.
D(x, y) can be viewed as a generalization of the generating function for the Catalan
numbers. Unfortunately, asymptotic analysis even of rational bivariate generating
functions is difficult, so analysis of this generating function with a radical will
require further investigation.

5. Further problems

Stacking of spheres lends itself to many one-parameter combinatorial classes. For
example, the class of pyramidal stacks can be restricted by the condition that
each level forms a square grid of spheres. If sn is the number of such pyramids
with an n × n base, it follows quickly that the generating function

∑
snxn is

x(1− x)3/(1−4x+2x2
− x3). Many geometrical variants with triangles, hexagons,

etc., can be formed in this manner and result in single-variable generating functions.
Another restriction leading to single-variable generating functions is to fix the

width of the base of a general stack. For each base width m ≥ 1 and length
n ≥ 1, let am,n be the number of general stacks with an m × n base and define
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Am(x)=
∑

n am,n xn. It turns out that

A1(x)=
1

1− x
, A2(x)=

x
1− 2x

, A3(x)=
x(1− x)

1− 5x + 3x2 .

The Am for m ≥ 4 are more difficult to compute, but would surely shed light on the
general case.

However, the main problem of enumerating general stacks of spheres remains
unsolved. While it is hoped that recursive methods similar to the pyramidal and
Dominican cases will ultimately work out, it is entirely possible that altogether
different machinery may be required to enumerate general stacks. The most direct
reason that recursive methods may fail is that partitions of rectangles into collections
of subrectangles are unwieldy. Additionally, since the generating function of a
general fountain of coins (based on the total number of coins) in two dimensions
is already significant in complexity as a continued fraction, one must expect the
generating function of a general stack of spheres in three dimensions to be an order
of difficulty harder.

A more tractable problem may be an asymptotic approximation of the coefficients
of the generating functions in (3) and (5). Recent results in [Pemantle and Wilson
2013] may provide insight.
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Rings isomorphic to their nontrivial subrings
Jacob Lojewski and Greg Oman

(Communicated by Scott T. Chapman)

Let G be a nontrivial group, and assume that G ∼= H for every nontrivial sub-
group H of G. It is a simple matter to prove that G ∼= Z or G ∼= Z/〈p〉 for some
prime p. In this note, we address the analogous (though harder) question for
rings; that is, we find all nontrivial rings R for which R ∼= S for every nontrivial
subring S of R.

1. Introduction

The notion of “same structure” is ubiquitous in mathematics. Indeed, the concept
appears as early as high school geometry, where congruence of angles and similarity
of triangles are studied. One then learns the analogous concept for groups in a first
course on modern algebra, where two groups G and H have the same structure
if there is a bijection f : G → H with the property that f (xy) = f (x) f (y) for
all x, y ∈ G. Such an f is called an isomorphism from G to H ; if such an f
exists, then we say that G and H are isomorphic, and write G ∼= H. There exist
many groups which are isomorphic to a proper subgroup. For example, the group
(Z,+) is isomorphic to (E,+), where E is the subgroup of Z consisting of the
even integers. More generally, since every nontrivial subgroup of an infinite cyclic
group is also infinite cyclic, and since every infinite cyclic group is isomorphic to
(Z,+), it follows that the group (Z,+) is inordinately homogeneous in the sense
that all nontrivial subgroups are isomorphic.

More generally, a mathematical structure M is called κ-homogeneous (κ an
infinite cardinal of size at most |M|) provided any two substructures of cardinality
κ are isomorphic [Droste 1989; Oman 2009; 2011]. A related mathematical object
called a Jónsson group is an infinite group G such that every proper subgroup
of G has smaller cardinality than G; in this case, note that G is |G|-homogeneous.
It is well known, see [Scott 1952], that the only abelian Jónsson groups are the
quasicyclic groups Z(p∞), p a prime, which is isomorphic to the subgroup of
the factor group Q/Z consisting of those elements whose order is a power of p.
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If one does not assume G to be abelian, then the situation becomes much more
complicated. Saharon Shelah was the first to construct an example of a Kurosh
monster, which is a group of size ℵ1 in which all proper subgroups are countable.
It is still an open problem to determine whether a Jónsson group of size ℵω can
be shown to exist in Zermelo–Fraenkel set theory with choice (ZFC); we refer the
reader to the excellent survey [Coleman 1996] for more details.

Laffey [1974] characterized the countably infinite rings R for which every proper
subring of R is finite. An infinite ring R with the property that every proper subring
of R has smaller cardinality than R is called a Jónsson ring. It is known that
any uncountable Jónsson ring is necessarily a noncommutative division ring. The
existence of such a ring has yet to be established [Coleman 1996]. It is apparently
a very difficult problem to classify all rings R for which R ∼= S for every subring S
of size |R|, since doing so would automatically classify the Jónsson rings. In view
of these results, we take a more modest approach in this paper and consider the
problem of classifying those nontrivial rings R for which R∼= S for every nontrivial
subring S of R.

2. Results

We begin by fixing terminology. First, all rings will be assumed to be associative,
but not necessarily commutative or unital. Indeed, commutativity of the rings
studied in this paper can be deduced rather quickly (so it need not be assumed),
and many important and well-studied classes of rings do not contain an identity.
For example, Leavitt path algebras on graphs with infinitely many vertices never
contain an identity; see [Abrams et al. 2017, Lemma 1.2.12(iv)]. If R is a ring,
then a subring of R is a nonempty subset S of R which is closed under addition,
multiplication, and negatives. It is important to note that in this article, we do not
require a subring of a unital ring to contain an identity. For the purposes of this
note, say that a ring R (respectively, group G) is homogeneous if R is nontrivial
and R ∼= S for all nontrivial subrings S of R (respectively, if G is nontrivial and
G ∼= H for every nontrivial subgroup H of G).

We begin our investigation by first classifying the homogeneous groups.

Lemma 1. Let G be a group. Then G is homogeneous if and only if G ∼= Z/〈p〉
for some prime p or G ∼= Z.

Proof. Because (by Lagrange’s theorem) Z/〈p〉 has no proper, nontrivial subgroups
(that is, Z/〈p〉 is simple), we see that Z/〈p〉 is trivially homogeneous. As for the
additive group Z of integers, if H is a nontrivial subgroup of Z, then H is an infinite
cyclic group; hence H ∼= Z. We deduce that Z is a homogeneous group.

Conversely, suppose that G is a homogeneous group. Let g be a nonidentity
element of G. Then G ∼= 〈g〉, and thus G is cyclic. If G is infinite, then G ∼= Z.
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Thus suppose that G is finite. If H is a proper subgroup of G, then |H |< |G|; thus
H � G. As G is homogeneous, it follows that G is simple. It is well known that
the only nontrivial simple abelian groups are the groups Z/〈p〉 where p is a prime.
To keep the paper self-contained, we give the argument. We have already noted
above that for a prime p, the group Z/〈p〉 is simple. Conversely, suppose that G is
simple, and let g ∈ G\{e} be arbitrary. The simplicity of G implies that G = 〈g〉,
and so G is cyclic. Because Z has proper, nontrivial subgroups, we deduce that G
is a finite cyclic group, say of order n > 1. It remains to show that n is prime. If
n = rs for some integers r and s with 1< r, s < n, then 〈gr

〉 is a proper, nontrivial
subgroup of G, contradicting that G is simple. This concludes the proof. �

We arrive at the main result of this note, which classifies the homogeneous rings.
As the reader will see, the argument we give to prove the ring version of Lemma 1
is more complicated than the argument just given above.

Theorem 1. Let R be a ring. Then R is homogeneous if and only if one of the
following holds:

(i) R ∼= Fp, where Fp is the field of p elements and p is a prime number,

(ii) R ∼= Z/〈p〉 with trivial multiplication (that is, xy = 0 for all x and y), or

(iii) R ∼= Z with trivial multiplication.

Proof. Consider first the field Fp, where p is prime. If S is a nontrivial subring of Fp,
then under addition, S is a nontrivial subgroup of (Fp,+). By Lagrange’s theorem,
S = Fp, and thus S ∼= Fp as rings. The same argument shows that Z/〈p〉 with trivial
multiplication is homogeneous. As for (iii), suppose that S is a nontrivial subring
of Z (with trivial multiplication). Then additively, S is a nontrivial subgroup of
(Z,+). By Lemma 1, (S,+)∼= (Z,+); let f : S→ Z be an additive isomorphism.
Because the multiplication on Z is trivial, it follows that f is also a ring isomorphism.
We have verified that the rings in (i)–(iii) are homogeneous.

We now work toward establishing the converse. For m ∈Z, let mZ be the subring
of Z consisting of all integer multiples of m. We claim that

the ring mZ is not homogeneous for any m ∈ Z. (2-1)

If m = 0, then mZ= {0}; thus is not homogeneous by definition. If |m| = 1, then
observe that mZ = Z � 2Z since the ring Z has an identity but the ring 2Z does
not. Now suppose that |m| > 1. Then mZ has a nonzero element α (namely m)
such that α2

= mα, yet the subring m2Z does not possess such an element. To see
this, suppose that β ∈ m2Z\{0} is such that β2

= mβ. We have β = m2n for some
n ∈ Z\{0}. Thus m4n2

= β2
= mβ = m(m2n). But then mn = 1, and m is a unit

of Z, which is impossible because |m| > 1. We conclude that mZ � m2Z. This
completes the verification of (2-1).
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Next, for a nonzero element r of a ring R, let

rZ[r ] := {m1r +m2r2
+ · · ·+mkr k

: k ∈ Z+,mi ∈ Z}

be the subring of R generated by r . If f : rZ[r ] → R is a ring isomorphism, then
one can see that R = f (r)Z[ f (r)]. Hence:

If R is a homogeneous ring, then R = rZ[r ] for some r ∈ R\{0}.
Thus R is commutative.

(2-2)

Now let D be a commutative domain with identity 1 6= 0, and let D[X2, X3
] be

the ring generated by D, X2, and X3, where X is an indeterminate which commutes
with the members of D. Consider the ideal 〈X2, X3

〉 of D[X2, X3
] generated by

X2 and X3. We claim that

〈X2, X3
〉 is not a principal ideal of D[X2, X3

]. (2-3)
Note first that

X /∈ D[X2, X3
], (2-4)

lest X be a unit of D[X ]. Suppose by way of contradiction that 〈X2, X3
〉 = 〈 f (X)〉

for some f (X) ∈ D[X2, X3
]. Then X2

| f (X) and f (X) | X2 in the ring D[X ].
We deduce that f (X) = u X2 for some unit u ∈ D. Because f (X) | X3 in the
ring D[X2, X3

], we have u X2g(X) = X3 for some g(X) ∈ D[X2, X3
]. But then

X = u · g(X) ∈ D[X2, X3
], contradicting (2-4). We have now established (2-3).

Next, let X D[X ] be the subring of D[X ] consisting of all f (X) ∈ D[X ] for which
f (0)= 0. We prove that

X D[X ] is not homogeneous. (2-5)

Suppose otherwise, and let R be the subring of X D[X ] generated by X2 and X3.
Then R is also homogeneous, and by (2-2), there is f (X) ∈ R such that R =
f (X)Z[ f (X)]. Next, let I be the ideal of D[X2, X3

] generated by R. Then it
follows that I = 〈X2, X3

〉 = 〈 f (X)〉, and we have a contradiction to (2-3) above.
Finally, we are ready to classify the homogeneous rings. Toward this end, let R be

an arbitrary homogeneous ring. We shall prove that one of (i)–(iii) holds. Suppose
first that R possesses a nonzero nilpotent element α. Let n > 1 be least such that
αn
= 0. Setting β := αn−1, we have β 6= 0, yet β2

= 0. Let S := {mβ : m ∈ Z}. One
checks at once that S is a nonzero subring of R with trivial multiplication. Because
R is homogeneous, R ∼= S; hence R is a nontrivial ring with trivial multiplication.
But then every subgroup of R is a subring of R. The homogeneity of R gives
H ∼= K for any nontrivial subgroups H and K of (R,+). Applying Lemma 1, we
see that either (ii) or (iii) holds.

Thus we assume that

R is reduced; that is, R has no nonzero nilpotent elements. (2-6)
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Our next assertion is that

R has no nonzero zero divisors. (2-7)

Suppose by way of contradiction that r0 ∈ R\{0} is a zero divisor. Let T1 := r0Z[r0]

and S1 := {r ∈ R : rT1 = {0}}. We have seen that T1 is a nonzero subring of R. As
R is commutative by (2-2) and r0 is a zero divisor, S1 is a nonzero subring of R.
Because R is reduced, it follows immediately that

S1 ∩ T1 = {0}, and xy = 0 for all x ∈ S1 and y ∈ T1. (2-8)

As R is homogeneous, R ∼= S1. We conclude that there exist nonzero subrings
S2 and T2 of S1 such that S2 ∩ T2 = {0} and xy = 0 for all x ∈ S2 and y ∈ T2.
Continuing recursively and setting S0 := T0 := R, we obtain sequences {Sn : n ≥ 0}
and {Tn : n ≥ 0} of nonzero subrings of R such that for every n ≥ 0, Sn+1 and Tn+1

are nonzero subrings of Sn such that Sn+1∩ Tn+1 = {0} and xy = 0 for all x ∈ Sn+1

and y ∈ Tn+1. Next, we establish that for all positive integers k,

if n1, . . . , nk > 0 are distinct, and t1+ · · ·+ tk = 0 with ti ∈ Tni ,

then ti = 0 for i = 1, . . . , k.
(2-9)

To prove this, we induct on k. Note that the base case of the induction is the
assertion that if t1 = 0 and t1 ∈ Tn1 , then t1 = 0, which is true. Suppose that the
claim holds for some k > 0, and let 0 < n1 < n2 < · · · < nk+1 and t1, . . . , tk+1

be such that t1 + · · · + tk+1 = 0 with ti ∈ Tni for all 1 ≤ i ≤ k. One checks that
t2, . . . , tk+1 ∈ Sn1 ; set α := t2+ · · ·+ tk+1. Then t1+α = 0, t1 ∈ Tn1 , and α ∈ Sn1 .
Since Sn1 ∩Tn1 = {0}, it follows that t1 = α = 0. Applying the inductive hypothesis,
we see that t2 = · · · = tk+1 = 0, and (2-9) is verified. We further claim that

if 0< n < m and x ∈ Tn, y ∈ Tm, then xy = 0. (2-10)

This is straightforward: as above, y ∈ Sn , and the result follows. We deduce from
(2-9), (2-10), and the homogeneity of R that R is isomorphic to the internal direct
sum of the rings Tn , n > 0. More compactly,

R ∼=
⊕
n>0

Tn. (2-11)

Thus
⊕

n>0 Tn is homogeneous. By (2-2), there is (rn) := r ∈
⊕

n>0 Tn such that⊕
n>0 Tn = rZ[r ]. Now, ri = 0 for almost all i . Thus there is a k such that if

ri 6= 0, then i ∈ {1, . . . , k}. But then for every (αn) := α ∈ rZ[r ], if αi 6= 0, then
i ∈ {1, . . . , k}. Since

⊕
n>0 Tn = rZ[r ], we deduce that the same is true of every

member of
⊕

n>0 Tn . But of course, this is absurd: recall that each Ti is a nonzero
ring, so for every k ∈ Z+ there exists a sequence (tn : n ∈ N) ∈

⊕
n>0 Tn such that

tk 6= 0. Finally, we have proven (2-7).
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We pause to take inventory of what we have established thus far. By (2-2) and
(2-7), R is a commutative domain, though we have not yet proven that R has a
multiplicative identity. Let

K := {a/b : a ∈ R, b ∈ R\{0}}

be the quotient field of R. It is well known that R embeds into K via the map
r 7→ (rd)/d , where d ∈ R is some fixed nonzero element of R. We identity R with
its image in K. Now let D be the subring of K generated by 1. Fix some nonzero
r ∈ R. One checks at once that r D[r ] is a nonzero subring of R, whence

R ∼= r D[r ]. (2-12)

The map ϕ : X D[X ] → r D[r ] defined by ϕ(Xg(X)) := rg(r) is a surjective ring
map. We apply (2-12) to conclude that r D[r ] is homogeneous. Therefore, (2-5)
implies that the kernel of ϕ is nonzero. Choose a nonzero polynomial X f (X) :=
d1 X +d2 X2

+· · ·+dn Xn
∈ X D[X ] of minimal degree n for which r f (r)= 0. We

claim that
d1 6= 0. (2-13)

If n = 1, this follows since X f (X) 6= 0. Suppose now that n > 1. If d1 = 0, then we
have d2r2

+ · · ·+ dnrn
= 0. Recalling that R is a domain and r 6= 0, this equation

reduces to d2r + · · ·+ dnrn−1
= 0, and this contradicts the minimality of n. So we

have
d1r + d2r2

+ · · ·+ dnrn
= 0 and d1 6= 0. (2-14)

Viewing the above equation in the quotient field K of R, we may divide through
by r to get d1+ d2r + · · ·+ dnrn−1

= 0. Solving the equation for d1, we see that

d1 ∈ R. (2-15)

Recall that d1 ∈ D, the ring generated by 1K (the multiplicative identity of K ).
Thus d1=m ·1K for some m ∈Z. Because K is a field, either D∼=Z or D∼=Z/〈p〉
for some prime p. In the former case, it follows from (2-13), (2-15), and the
homogeneity of R that R ∼= mZ for some m ∈ Z. However, this is precluded by
(2-1). We deduce that D ∼= Fp for some prime p. But then by (2-15), we see that
(up to isomorphism) d1 ∈ (Fp\{0})∩ R. Applying homogeneity a final time, we see
that R is isomorphic to the ring generated by d1. Thus, as d1 6= 0, we have R ∼= Fp,
and the proof is complete. �

We conclude the paper with the following corollary, which characterizes the
fields of order p.

Corollary 1. Let R be a ring with nontrivial multiplication. Then R is a field
with p elements (p a prime) if and only if any two nontrivial subrings of R are
isomorphic.
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On generalized MacDonald codes
Padmapani Seneviratne and Lauren Melcher
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We show that the generalized q-ary MacDonald codes Cn,u,t (q) with parameters[
t
[ n

1

]
−
[ u

1

]
, n, tqn−1

− qu−1
]

are two-weight codes with nonzero weights w1 =

tqn−1, w2 = tqn−1
− qu−1 and determine the complete weight enumerator of

these codes. This leads to a family of strongly regular graphs with parameters
〈qn, qn

−qn−u, qn
−2qn−u, qn

−qn−u
〉. Further, we show that the codes Cn,u,t (q)

satisfy the Griesmer bound and are self-orthogonal for q = 2.

1. Introduction

Two-weight codes are an interesting family of error-correcting codes. They are
closely related to many other areas, including strongly regular graphs, partial
geometries and finite projective spaces. The relationship between two-weight
codes and projective sets was first studied by Delsarte [1972]. Calderbank and
Kantor [1986], and later van Lint and Schrijver [1981], did extensive surveys on
the subject. Most of these constructions used projective spaces and hence the
constructed codes were projective codes. More recently, some cyclic two-weight
codes were constructed in [Vega 2008; Vega and Wolfmann 2007].

The MacDonald codes, introduced in [MacDonald 1960] for binary codes, with
the definition extended for q-ary codes [Bhandari and Durairajan 2003; Patel 1975],
are punctured simplex codes of length (qn

−qu)/(q−1) for any n and 1≤ u≤ n−1.
They have parameters [(qn

− qu)/(q − 1), n, qn−1
− qu−1

]q and are two-weight
codes with nonzero words of weights qn−1

− qu−1 and qn−1. Following [Bhandari
and Durairajan 2003], we denote these codes by Cn,u(q).

The generalized MacDonald codes Cn,u,t(q) were introduced in [Dodunekov
and Simonis 1998] as an example of a projective multiset. The codes Cn,u,t(q) are
a direct sum of t − 1 q-ary simplex codes Cn(q) with a MacDonald code Cn,u(q)
and have parameters

[
t
[n

1

]
−
[ u

1

]
, n, tqn−1

− qu−1
]
, where

[n
1

]
= (qn

− 1)/(q − 1)
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is the q-ary Gaussian coefficient. Properties of the codes Cn,u,t(q) were hardly
studied, except for the uniqueness of these codes [Tamari 1984; Dodunekov and
Simonis 1998].

In this article, we find the complete weight enumerator of the codes Cn,u,t(q)
and show that they are two-weight codes. We prove that the codes Cn,u,t(q) are
maximum minimum-distance and hence satisfy the Griesmer bound. Further, we
show that both classes of codes Cn,u(q) and Cn,u,t(q) are self-orthogonal for q = 2.
Later, we extend these codes to Cn,u,s,t(q) codes by taking the direct sum of
t simplex codes with s MacDonald codes.

We describe our notation and provide some background definitions in Section 2
and the prove the results on properties of Cn,u,t(q) codes in Section 3. In Section 4,
we find the parameters of the Cn,u,s,t(q) codes and prove their properties.

2. Background and terminology

Codes. A linear [n, k, d]q code C is a k-dimensional subspace of an n-dimensional
vector space over a finite field Fq , where q = pm and p is a prime. Vectors in C are
called codewords. The weight wt(x) of a vector x in Fn

q is the number of nonzero
entries of x. The distance d(x, y) between two vectors x and y in Fn

q is the number
of entries where x and y differ. Therefore, for a linear code d(x, y)= wt(x− y).
A code C is said to be an [n, k, d]q code if d is the minimum nonzero weight in C.
A code C is said to be t-error correcting if t = b(d − 1)/2c.

For vectors x = (x1, x2, . . . , xn) and y = (y1, y2, . . . , yn) in Fn
q , the Euclidean

inner product (dot product) is defined to be x · y =
∑n

i=1 xi yi . The dual code C⊥

of C is defined as C⊥ = {x ∈ Fn
q | x · c= 0 for all c ∈ C}. Then C⊥ is an [n, n− k]

linear code over Fq . A code C is called self-orthogonal if C ⊆ C⊥.
The weight enumerator WC(x, y) of C is the polynomial

WC(x, y)=
n∑

i=0

Ai xn−i yi,

where Ai is the number of codewords of weight i . C is called a two-weight code if
all nonzero codewords have weights w1 or w2(w1 <w2) for some w1 and w2. A
linear code C over Fq is called a projective code if any two of its coordinates are
linearly independent, i.e., if the dual code C⊥ has minimum distance ≥ 3.

For a q-ary [n, k, d] code, the Griesmer bound is given by

nq(k, d)≥
k−1∑
i=0

⌈
d
q i

⌉
, (1)

where nq(k, d) denotes the minimum length n for which an [n, k, d] linear code,
over Fq , exists.
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Strongly regular graphs.

Definition 1. A simple, undirected graph 0 is called strongly regular, with parame-
ters v, k, λ, µ, if 0 has v vertices and

(1) 0 is regular with valency k,

(2) if the vertices x and y are adjacent then there are exactly λ vertices adjacent
to both x and y,

(3) if the distinct vertices x and y are not adjacent then there are exactly µ vertices
adjacent to both x and y.

It is easy to verify that the complement of a strongly regular graph is strongly
regular. A graph 0 is described by its (0, 1) adjacency matrix A = (ai, j ) of size v
given by ai, j = 1 if vertices i and j are adjacent and ai, j = 0 if not. We quote the
following theorems about strongly regular graphs.

Theorem 1. If 0 is a graph with v vertices and adjacency matrix A then 0 is
strongly regular if and only if there are numbers k, r, s and µ such that AJ = k J
and (A−r I )(A−s I )=µJ, where J is the v×v matrix of ones and I is the identity
matrix of size v.

Accordingly, it is easy to see that A has eigenvalues k (with a multiplicity of 1),
r and s. We will denote the multiplicities of r and s by f and g, respectively. The
following is an immediate consequence of Theorem 1.

Theorem 2. If 0 is a regular graph with adjacency matrix A and A has only three
eigenvalues then 0 is a strongly regular graph.

The parameters of strongly regular graphs are not independent and are related.

Theorem 3. Let 0 be a strongly regular graph with parameters 〈v, k, λ, µ〉; then

k(k− λ− 1)= (v− k− 1)µ. (2)

3. Cn,u,t(q) codes

The MacDonald codes Cn,u(q) can be considered as punctured simplex codes. The
generator matrix of the Cn,u(q) code can be expressed in the form

Gn,u =

[
Gn \

(
0

Gu

)]
,

where [A\B] denotes the matrix obtained from the matrix A by deleting the columns
of the matrix B and Gi is the generator matrix for the i-dimensional simplex code.

The generalized MacDonald codes Cn,u,t(q) are defined by adding (via direct
sum) t − 1 simplex codes to a MacDonald code. Hence, we can represent the
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generator matrix, Gn,u,t of a generalized MacDonald code by the generator matrix
of a simplex code Gn and generator matrix of a MacDonald code Gn,u . We have

Gn,u,t =
[
Gn | Gn | · · · | Gn︸ ︷︷ ︸

t − 1

| Gn,u
]
.

Theorem 4. The binary MacDonald codes Cn,u(2)= [2n
− 2u, n, 2n−1

− 2u−1
] are

self-orthogonal for 3≤ u ≤ n− 1.

Proof. Let Gn be the matrix consisting of all column vectors of the vector space Fn
2 .

Then Gn is an n× 2n matrix. Let Gu be the matrix consisting of all column vectors
of the vector space Fu

2 . Then Gu is a u× 2u matrix. Let

Gu,0 =

(
0
Gu

)
,

where 0 is the (n− u)× 2u zero matrix with elements in F2. Then the generator
matrix Gn,u of the binary MacDonald code is given by [Gn \Gn,0]. Therefore, we
can write Gn = [Gn,u|Gu,0]. We know that GnGT

n = 0 for n ≥ 3. Now,

GnGT
n = [Gn,u|Gu,0][Gn,u|Gu,0]

T
= [Gn,u|Gu,0]

[
GT

n,u

GT
u,0

]
= Gn,uGT

n,u +Gu,0GT
u,0.

Therefore, we have Gn,uGT
n,u+Gu,0GT

u,0 = 0. Further, Gu,0GT
u,0 = 0 for u ≥ 3. Hence

Gn,uGT
n,u=0 for u≥3. This implies that the binary Cn,u(2) codes are self-orthogonal

for u ≥ 3. �

Similar to MacDonald codes, the generalized MacDonald codes are also self-
orthogonal for 3≤ u ≤ n.

Theorem 5. The generalized MacDonald codes Cn,u,t(q) are self-orthogonal for
3≤ u ≤ n− 1 and q = 2.

Proof. Consider the generator matrix Gn,u,t of the generalized MacDonald code
Cn,u,t(q). Then we have

Gn,u,t =
[
Gn | Gn | · · · | Gn︸ ︷︷ ︸

t − 1

| Gn,u
]
,

where Gn is the generator matrix for a simplex code and Gn,u is the generator
matrix for a MacDonald code. Next, consider matrix product

Gn,u,t GT
n,u,t =

[
Gn | Gn | · · · | Gn︸ ︷︷ ︸

t − 1

| Gn,u
][

Gn | Gn | · · · | Gn︸ ︷︷ ︸
t − 1

| Gn,u
]T

= GnGT
n + · · ·+GnGT

n︸ ︷︷ ︸
t − 1

+Gn,uGT
n,u . (3)

Let Gn be the matrix obtained from the simplex matrix Gn by adding the zero
column vector. That is, Gn = [0 | Gn]. This is the same matrix obtained from
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column vectors of Fn
q . Now, consider

GnGT
n = [0 | Gn][0 | Gn]

T
= 00T

+GnGT
n = 0n +GnGT

n = GnGT
n .

Hence, we can rewrite (3) as

Gn,u,t GT
n,u,t = GnGT

n + · · ·+GnGT
n︸ ︷︷ ︸

t − 1

+Gn,uGT
n,u .

From the proof of Theorem 4, we have GnGT
n = 0 and Gn,uGT

n,u = 0 for 3 ≤
u ≤ n − 1. Therefore, we have Gn,u,t GT

n,u,t = 0 for 3 ≤ u ≤ n − 1. Hence, the
generalized MacDonald codes Cn,u,t(q) are self-orthogonal for 3≤ u ≤ n− 1. �

The complete weight enumerator of q-ary MacDonald codes is known [Calder-
bank and Kantor 1986]. Here we will state the result, as it is essential for Theorem 7.

Theorem 6. The q-ary MacDonald code Cn,u(q) is a [(qn
− qu)/(q − 1), n,

qn−1
− qu−1

] is a two-weight code with nonzero weights w1 = qn−1
− qu−1 and

w2=qn−1 with weight enumerator coefficients Aw1=qn
−qn−u and Aw2=qn−u

−1.

In the following theorem, we show that the generalized MacDonald codes are
also two-weight codes with the same weight enumerator as the MacDonald codes,
but with different weights.

Theorem 7. The generalized MacDonald code Cn,u,t(q) is a
[
t
[ n

1

]
−
[ u

1

]
,

tqn−1
−qu−1

]
q code with nonzero weights w1 = tqn−1

−qu−1 and w2 = tqn−1 and
weight enumerator coefficients Aw1 = qn

− qn−u and Aw2 = qn−u
− 1.

Proof. Consider the generator matrix Gn,u,t of the code Cn,u,t(q). We can represent
Gn,u,t by

Gn,u,t =
[
Gn|Gn| · · · |Gn︸ ︷︷ ︸

t − 1

|Gn,u
]
. (4)

The first t − 1 simplex matrices contribute (t − 1)qn−1 weights to a nonzero code-
word and the MacDonald matrix Gn,u contributes qn−1 and qn−1

− qu−1 weights.
Therefore, the weights of Cn,u,t(q) are w1 = tqn−1

− qu−1 and w2 = tqn−1. From
(4), it is easy to see that the number of words of weights w1 and w2 depend only
on the last MacDonald matrix Gn,u . Hence, the weight enumerator of Cn,u,t(q) is
the same as the weight enumerator of Cn,u(q). Therefore, Aw1 = qn

− qn−u and
Aw2 = qn−u

− 1. �

An important property of MacDonald codes is that they are maximum minimum-
distance codes; i.e., they satisfy the Griesmer bound. In the next theorem, we show
that the generalized MacDonald codes are also maximum minimum-distance codes.

Theorem 8. The codes Cn,u,t(q) satisfy the Griesmer bound.
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Proof. Let Cn,u,t(q) be a
[
t
[ n

1

]
−
[ u

1

]
, tqn−1

−qu−1
]

code. Consider the right-hand
side of the Griesmer bound (1). Then

k−1∑
i=0

⌈
d
q i

⌉
=

k−1∑
i=0

⌈
tqn−1

− qu−1

q i

⌉
=

u−1∑
i=0

⌈
tqn−1

− qu−1

q i

⌉
+

k∑
i=u

⌈
tqn−1

− qu−1

q i

⌉
=
{
dtqn−1

− qu−1
e+ dtqn−2

− qu−2
e+ · · · + dtqn−u

− 1e
}

+

{⌈
tqn−u−1

−
qu−1

qu

⌉
+

⌈
tqn−u−2

−
qu−1

qu+1

⌉
+ · · ·+

⌈
t −

qu−1

qn−1

⌉}
=
{
(tqn−1

− qu−1)+ (tqn−2
− qu−2)+ · · ·+ (tqn−u

− 1)
}

+
{
(tqn−u−1)+ (tqn−u−2)+ · · ·+ (tq0)

}
=
{
t (qn−1

+ qn−2
+ · · ·+ qn−u

+ qn−u−1
+ · · ·+ q0)

}
−
{
qu−1
+ qu−2

+ · · ·+ q0}
= t
(

1− qn

1− q

)
−

(
1− qu

1− q

)
= t
[n

1

]
−

[u
1

]
= nq(k, d). �

We can obtain a strongly regular graph from a two-weight code C with weights
w1 and w2 as follows [Calderbank and Kantor 1986]. Take codewords as vertices
of 0 and join two codewords x and y by an edge if and only if d(x, y)= w1. The
strongly regular graph 0 is said be associated with C .

Theorem 9. Let 0n,u,t be the strongly regular graph associated with the generalized
MacDonald code Cn,u,t(q). Then 0n,u,t has parameters 〈qn, qn

−qn−u, qn
−2qn−u,

qn
− qn−u

〉.

Proof. The number of vertices of 0n,u,t is equal to the number of codewords
of Cn,u,t(q); hence v = qn. Let W1 be the set of codewords of weight w1 =

tqn−1
− qu−1 and W2 be the set of codewords of weight w2 = tqn−1 of Cn,u,t(q).

By the construction, we know 0n,u,t is a regular graph. The zero-vector 0, as a
vertex, has degree |W1|, as d(0, x)=w1 for all x ∈W1. Therefore, from Theorem 7,
we get k = |W1| = qn

− qn−u.
To obtain the value of µ, consider the zero-vector 0. Pick any codeword u

from W2; then d(0, u)= w2, which implies 0 is nonadjacent to all the codewords
in W2. Let v be an arbitrary codeword in W1. Then d(u, v)=w1; otherwise v ∈W2,
which contradicts our assumption that v ∈W1. Since v ∈W1 is arbitrary, u ∈W2

is adjacent to all the codewords in W1. Therefore, the codeword u is adjacent to
|W1| = qn

− qn−u vertices and hence µ= qn
− qn−u.

We will use (2) to determine the value of λ from the other three parameters.
Consider k(k−λ−1)= (v− k−1)µ, but µ= k implies (k−λ−1)= (v− k−1),
and then λ= 2k−v= 2(qn

−qn−u)−qn
= qn
−2qn−u. This leads to 〈v, k, λ, µ〉 =

〈qn, qn
− qn−u, qn

− 2qn−u, qn
− qn−u

〉. �
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4. Cn,u,s,t(q) codes

In this section, we extend the definition of generalized MacDonald codes Cn,u,t(q)
to that of Cn,u,s,t(q) codes. Define Cn,u,s,t(q) codes by adding t simplex codes to
s MacDonald codes.

The generator matrices of Cn,u,s,t(q) codes can be defined similarly to generator
matrices of generalized MacDonald codes Cn,u,t(q). Let Gn,u,s,t be the generator
matrix of the code Cn,u,s,t(q). Then

Gn,u,s,t =
[
Gn | Gn | · · · | Gn︸ ︷︷ ︸

t

| Gn,u | Gn,u | · · · | Gn,u︸ ︷︷ ︸
s

]
,

where Gn and Gn,u are the generator matrices of simplex codes and MacDonald
codes, respectively.

The parameters of the Cn,u,s,t(q) codes can be easily deduced from that of the
codes Cn,u(q) and Cn,u,t(q). By the form of the generator matrix Gn,u,s,t , the
weight enumerator of Cn,u,s,t(q) is the same as that of the MacDonald codes.

Theorem 10. Cn,u,s,t(q) is a
[
(t + s)

[n
1

]
− s

[ u
1

]
, n, (t + s)qn−1

− squ−1
]

q code
with nonzero weights w1 = (t + s)qn−1

− squ−1 and w2 = (t + s)qn−1 with weight
enumerator coefficients Aw1 = qn

− qn−1 and Aw2 = qn−u
− 1.

Similar to MacDonald and generalized MacDonald codes, the binary codes
Cn,u,s,t(q) are self-orthogonal for u ≥ 3.

Theorem 11. Cn,u,s,t codes are self-orthogonal for q = 2 and 3≤ u ≤ n− 1.

Proof. We will show that Gn,u,s,t GT
n,u,s,t = 0 for 3≤ u ≤ n− 1:

Gn,u,s,t GT
n,u,st =

[
Gn | · · · |Gn︸ ︷︷ ︸

t

|Gn,u | · · · |Gn,u︸ ︷︷ ︸
s

][
Gn | · · · |Gn︸ ︷︷ ︸

t

|Gn,u | · · · |Gn,u︸ ︷︷ ︸
s

]T

=GnGT
n + ·· ·+GnGT

n︸ ︷︷ ︸
t

+Gn,uGT
n,u + ·· ·+Gn,uGT

n,u︸ ︷︷ ︸
s

= tGnGT
n + sGn,uGT

n,u

= tGnGT
n + sGn,uGT

n,u .

For 3≤ u ≤ n− 1, from the proofs of Theorems 4 and 5, we have GnGT
n = 0 and

Gn,uGT
n,u = 0. �

Since these codes have the same weight enumerator as that of MacDonald codes,
parameters of the strongly regular graphs generated by them are the same as the
strongly regular graphs generated by the MacDonald codes.



892 PADMAPANI SENEVIRATNE AND LAUREN MELCHER

5. Conclusion

In this work, we have described the weight enumerators of generalized MacDonald
codes Cn,u,t(q) and the codes Cn,u,s,t(q) and showed that these are two-weight
codes. Further, we have shown that the codes Cn,u(q),Cn,u,t(q) and Cn,u,s,t(q)
are self-orthogonal for 3 ≤ u ≤ n − 1. All three classes have the same weight
enumerator and hence generate the same strongly regular graph.

All the codes in this work were constructed as a direct sum of a one-weight code
(simplex code) with a two-weight code (MacDonald code). It might be interesting
to study other such constructions arising from one- and two-weight codes.
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with interval lengths between 1 and k
Simona Boyadzhiyska, Garth Isaak and Ann N. Trenk

(Communicated by Glenn Hurlbert)

A poset P = (X,≺) has an interval representation if each x ∈ X can be assigned a
real interval Ix so that x ≺ y in P if and only if Ix lies completely to the left of Iy .
Such orders are called interval orders. Fishburn (1983, 1985) proved that for
any positive integer k, an interval order has a representation in which all interval
lengths are between 1 and k if and only if the order does not contain (k+2)+1
as an induced poset. In this paper, we give a simple proof of this result using a
digraph model.

1. Introduction

1.1. Posets and interval orders. A poset P consists of a set X of points and a
relation ≺ that is irreflexive and transitive, and therefore antisymmetric. It is
sometimes convenient to write y� x instead of x ≺ y. If x ≺ y or y≺ x , we say that
x and y are comparable, and otherwise we say they are incomparable, and denote
the incomparability by x ‖ y. An interval representation of a poset P = (X,≺) is
an assignment of a closed real interval Iv to each v ∈ X so that x ≺ y if and only
if Ix is completely to the left of Iy . A poset with such a representation is called
an interval order. It is well known that the classes studied in this paper are the
same if open intervals are used instead of closed intervals; e.g., see Lemma 1.5 in
[Golumbic and Trenk 2004].

The poset 2+2 shown in Figure 1 consists of four elements {a, b, x, y} and
the only comparabilities are a ≺ x and b ≺ y. The following elegant theorem
characterizing interval orders was anticipated by Wiener in 1914, see [Fishburn and
Monjardet 1992], and shown by Fishburn [1970]: poset P is an interval order if
and only if it contains no induced 2+2. Posets that have an interval representation
in which all intervals are the same length are known as unit interval orders or
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Figure 1. The posets 2+2 (left), 3+1 (middle), and 4+1 (right).

semiorders. Scott and Suppes [1958] characterized unit interval orders as those
posets with no induced 2+2 and no induced 3+1. Figure 1 shows the posets 2+2,
3+1, and 4+1. More generally, the poset n+1 consists of a chain of n distinct
elements a1≺a2≺· · ·≺an and an additional element that is incomparable to each ai .

In this paper, we consider an intermediate class between the extremes of interval
orders (no restrictions on interval lengths) and unit interval orders (all intervals
the same length). In particular, we allow interval lengths to range from 1 to k,
where k is a positive integer. Fishburn [1983; 1985] characterized this class as those
posets with no induced 2+2 and no induced (k+2)+1, generalizing the result of
Scott and Suppes. In fact, Fishburn characterized those posets that have an interval
representation by intervals whose lengths are between m and n for any relatively
prime integers m, n in terms of what he calls picycles. Fishburn’s proof uses a set
of inequalities similar to those in our proof of Theorem 4. His proof is technical,
and it does not immediately yield a forbidden poset characterization in the general
case. Doignon [1987; 1988] introduced the idea of using potentials in a digraph
model to solve a related interval representation problem. (Pages 91–93 of [Pirlot
and Vincke 1997] contain an English version of the main result in [Doignon 1988].)

We use a different digraph model, one that appears in [Isaak 2009], to give a
shorter and more accessible proof of Fishburn’s result for the case m = 1, n = k.
This digraph model uses two vertices for each element, one for each of the endpoints
of an interval representing the element. Our digraph model and the equivalence of
statements (1) and (3) in Theorem 4 can easily be extended to general m, n. It is also
natural to consider allowing the interval lengths to vary between 1 and any real value.
Fishburn and Graham [1985] studied the classes C(α) of interval graphs that have a
representation by intervals with lengths between 1 and α for any real α≥ 1, showing
that the points where C(α) expands are the rational values of α. The problem of char-
acterizing posets that have an interval representation in which the possible interval
lengths come from a discrete set (rather than from an interval) is more challenging,
and we consider two variants of this question in [Boyadzhiyska et al. 2017].

1.2. Digraphs and potentials. A directed graph, or digraph, is a pair G = (V, E),
where V is a finite set of vertices, and E is a set of ordered pairs (x, y), with
x, y ∈ V, called arcs. A weighted digraph is a digraph in which each arc (x, y) is
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assigned a real number weight wxy . We sometimes denote the arc (x, y) by x→ y,
and in a weighted digraph by x wxy

−→ y. A potential function p : V → R, defined on
the vertices of a weighted digraph, is a function satisfying p(y)− p(x)≤ wxy for
each arc (x, y). Theorem 1 is a well known result that specifies precisely which
digraphs have potential functions.

A cycle in digraph G is a subgraph with vertex set {x1, x2, x3, . . . , xt } and arc
set {(xi , xi+1) : 1 ≤ i ≤ t − 1} ∪ {(xt , x1)}. In a weighted digraph, the weight of
cycle C, denoted by wgt(C), is the sum of the weights of the arcs of C. A cycle
with negative weight is called a negative cycle. The following theorem is well
known, see Chapter 8 of [Schrijver 2003] for example, and we provide a proof in
[Boyadzhiyska et al. 2017].

Theorem 1. A weighted digraph has a potential function if and only if it contains
no negative cycle.

2. Orders with a [1, k]-interval representation

We say that poset P has an [a, b]-interval representation if it has a representation by
intervals whose lengths are between a and b (inclusive). When a= b> 0, the posets
with such a representation are the unit interval orders. Because representations can
be scaled, for any b > 0, all interval orders have a [0, b]-interval representation.
This motivates us to consider the lower bound a = 1, and in particular, posets that
have a [1, k]-interval representation where k is a positive integer. Fishburn [1983]
characterized this class by showing the equivalence of (1) and (2) in Theorem 4;
however, the proof is quite technical. Using the framework in [Isaak 2009], we
construct a weighted digraph G P,k associated with poset P and show that P has a
[1, k]-interval representation if and only if G P,k has no negative cycle. This allows
for a more accessible proof of Theorem 4. We choose the value of ε appearing as a
weight in G P,k so that 0< ε < 1/(2|X |).

Definition 2. Let P = (X,≺) be a partial order. Define G P,k to be the weighted
digraph with vertices {`x , rx}x∈X and the arcs

• (`y, rx) with weight −ε for all x, y ∈ X with x ≺ y,

• (rx , `y) with weight 0 for all x, y ∈ X with x ||y,

• (rx , `x) with weight −1 for all x ∈ X ,

• (`x , rx) with weight k for all x ∈ X .

It is helpful to think of the arcs of G P,k as coming in two categories: `→ r and
r→ `. We list the arcs by category in Table 1 for easy reference.

Any negative cycle in G P,k with a minimum number of arcs will have at most
2|X | arcs since G P,k has 2|X | vertices. Since ε satisfies 0 < ε < 1/(2|X |), the
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type arc weight (x, y) relation

`→ r (`y, rx) −ε y � x
(`x , rx) k

r→ ` (rx , `y) 0 x ‖ y
(rx , `x) −1

Table 1. The arcs of the weighted digraph G P,k .

arcs of weight −ε will have combined weight w, where −1<w ≤ 0. We record a
consequence of this observation in the following remark.

Remark 3. If C is a negative weight cycle in G P,k containing the minimum number
of arcs, then C contains at least k arcs of weight −1 for every arc of weight k.

Theorem 4. Let P = (X,≺) be a partial order and let k ∈ Z≥1. The following are
equivalent:

(1) P has a [1, k]-interval representation.

(2) P contains no induced 2+2 or (k+2)+1.

(3) The weighted digraph G P,k contains no negative cycle.

Proof. (1) ⇒ (3): Suppose that P has an interval representation I = {Ix}x∈X ,
where Ix = [L(x), R(x)], and for each x ∈ X we have 1 ≤ |Ix | ≤ k. Choose
ε=min{1/(2|X |+1), δ}, where δ is the smallest distance between unequal endpoints
in the representation I. By the definition of an interval representation and the
conditions on the interval lengths, we have

(i) R(x)− L(y)≤−ε for all x, y ∈ X with x ≺ y,

(ii) L(y)− R(x)≤ 0 for all x, y ∈ X with x ||y,

(iii) L(x)− R(x)≤−1 for all x ∈ X ,

(iv) R(x)− L(x)≤ k for all x ∈ X .

Now define the function p on the vertex set of G P,k as follows. For each x ∈ X
let p(rx)= R(x) and p(`x)= L(x). So p satisfies

(a) p(rx)− p(ly)≤−ε for all x, y ∈ X with x ≺ y,

(b) p(ly)− p(rx)≤ 0 for all x, y ∈ X with x ||y,

(c) p(lx)− p(rx)≤−1 for all x ∈ X ,

(d) p(rx)− p(lx)≤ k for all x ∈ X .

Thus, for all (u, v) ∈ E(G P,k), we have p(v) − p(u) ≤ wuv. Hence p is a
potential function on G P,k and by Theorem 1, G P,k has no negative cycle.
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(3)⇒ (1): Given G P,k has no negative cycle, by Theorem 1, there exists a potential
function p on G P,k , and by definition, p satisfies (a), (b), (c), (d). For each
x ∈ X , let L(x)= p(`x) and R(x)= p(rx). By (c) we know L(x)+ 1≤ R(x), so
Ix =[L(x), R(x)] is indeed an interval with |Ix |≥1. By (d), the length of interval Ix

satisfies |Ix | ≤ k, and by (a) and (b), x ≺ y in P if and only if R(x) < L(y). Thus
the set of intervals {Ix}x∈X forms a representation of P in which each interval has
length between 1 and k.

(3)⇒ (2): If P contains an induced 2+2, denoted by (x � a) ‖ (y � b), then

`x
−ε
−→ ra

0
−→ `y

−ε
−→ rb

0
−→ `x

is a cycle in G P,k with weight −2ε. Similarly, if P contains an induced (k+2)+1,
denoted by x ‖ (ak+2 � ak+1 � · · · � a2 � a1), then G P,k contains the cycle

rx
0
−→ `ak+2

−ε
−→ rak+1

−1
−→ `ak+1

−ε
−→ rak

−1
−→ `ak

−ε
−→

· · ·
−ε
−→ ra2

−1
−→ `a2

−ε
−→ ra1

0
−→ lx

k
−→ rx ,

whose weight is (−1)k+ k+ (−ε)(k+ 1) < 0. In either case, we obtain a negative
cycle in P, a contradiction.

(2)⇒ (3): Now assume P contains no induced 2+2 or (k+2)+1. For a contra-
diction, assume that G P,k contains a negative cycle, and let C be a negative cycle
in G P,k containing the minimum number of arcs. By the definition of G P,k , the
arcs in C must alternate between arcs of type `→ r and arcs of type r→ `, thus
C has the form `x1 → rx2 → `x3 → · · · → rxn → `x1 for some x1, x2, . . . , xn ∈ X ,
not necessarily distinct. The cycles in G P,k that contain exactly two arcs have
nonnegative weight; hence n ≥ 4. Furthermore, since vertices of a cycle are distinct,
we know that xi 6= xi+2 for 1≤ i ≤ n, where the indices are taken modulo n.

Next we show wgt(C) ≤ −2ε. Since xi 6= xi+2 for 1 ≤ i ≤ n (indices taken
modulo n), the arcs of C immediately before and after a weight-k arc must have
weight 0. If C has at most one arc of weight −ε, then the remaining `→ r arcs
have weight k, resulting in a positive weight for C, a contradiction. Thus C contains
at least two arcs of weight −ε, and Remark 3 implies that wgt(C)≤−2ε.

We next claim that C does not contain a segment of three consecutive arcs of
weights −ε, 0,−ε. For a contradiction, suppose C contains the segment

S1 : `a
−ε
−→ rb

0
−→ `c

−ε
−→ rd .

Then by the definition of G P,k , we have a � b, b ‖ c, and c � d . If d � a, we get
c�d�a�b, contradicting b‖c. If a ‖d , then the elements a, b, c, d induce in P the
poset 2+2, a contradiction. Otherwise, a � d and we can replace the segment S1 by
`a
−ε
−→rd to yield a shorter cycle C ′ with wgt(C ′)=wgt(C)+ε≤−2ε+ε=−ε < 0.

This contradicts the minimality of C.
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We now consider two cases depending on whether or not C contains an arc of
weight k.

Case 1: C has no arc of weight k. In this case, C alternates between arcs with
weight−ε and arcs with weight in the set {0,−1}. Since C has at least four arcs and
no segment of the form (−ε, 0,−ε), there must be an arc of weight −1. Without
loss of generality, choose a starting point for C so that it begins with the segment

S2 : `x1
−ε
−→ rx2

−1
−→ `x3

−ε
−→ rx4 .

By the definition of G P,k we have x1� x2= x3� x4, so x1� x4. Replace segment S2

by `x1
−ε
−→ rx4 to obtain a cycle C ′ whose weight is also negative since it contains

no arcs of weight k. Since C ′ has fewer arcs than C, this contradicts the minimality
of C.

Case 2: C contains an arc of weight k. By Remark 3, there is a segment of C that
starts with an arc of weight k and has at least k arcs of weight −1 before the next
arc of weight k. Thus this segment of C contains at least 2k arcs. Without loss of
generality, we can choose the starting point of C so that it begins with the segment

`x1
k
−→ rx2 −→ `x3

−ε
−→ rx4 −→ · · ·

−ε
−→ rx2k −→ `x2k+1 .

If the arc (rx2, `x3) has weight −1, then x1 = x2 = x3, a contradiction since x1 6= x3.
Thus, the arc (rx2, `x3) has weight 0 and C begins with the segment

`x1
k
−→ rx2

0
−→ `x3

−ε
−→ rx4 .

If any of the next k arcs of the type r → ` on C had weight 0, then C would
contain a segment of the form (−ε, 0,−ε), contradicting our earlier claim. Thus
each of these arcs has weight −1 and C starts with the segment

`x1
k
−→ rx2

0
−→ `x3

−ε
−→ rx4

−1
−→ `x5

−ε
−→ rx6

−1
−→· · ·

−ε
−→ rx2k+2

−1
−→ `x2k+3 .

Note that the arcs `x2k+1 → rx2k+2 → `x2k+3 are included since there must be k arcs
of weight −1 before the next arc of weight k.

By the definition of G P,k , we have the following relations in P:

x1 = x2 ‖ x3 � x4 = x5 � x6 = x7 � · · · = x2k+1 � x2k+2 = x2k+3.

If x1= x2k+3, then by transitivity, x1 ≺ x3, contradicting the relation x1= x2 ‖ x3.
Thus C contains at least two more arcs (`x2k+3, rx2k+4) and (rx2k+4, `x2k+5). If arc
(`x2k+3, rx2k+4) had weight k, then x2k+2 = x2k+3 = x2k+4, a contradiction since
x2k+2 6= x2k+4. Thus arc (`x2k+3, rx2k+4) has weight −ε, and x2k+3 � x2k+4 in P, and
C starts with the segment

S : `x1
k
−→rx2

0
−→`x3

−ε
−→rx4

−1
−→`x5

−ε
−→rx6

−1
−→· · ·

−ε
−→rx2k+2

−1
−→`x2k+3

−ε
−→rx2k+4 .
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Finally, we consider the relation between x1 and x2k+4 in P. If x1 ≺ x2k+4, then
by transitivity, x1 ≺ x3, a contradiction. If x1 � x2k+4, we can replace segment S by
`x1
−ε
−→ rx2k+4 to obtain a shorter cycle C ′ in G P,k . As noted earlier, the combined

weight of the arcs of C that have weight −ε is strictly greater than −1, so C ′ also
has negative weight, contradicting the minimality of C. Hence x1 ‖ x2k+4 and the
k+ 3 elements in the set {x1, x3, x5, . . . , x2k+3, x2k+4} induce a (k+2)+1 in P, a
contradiction. �

We end by describing an algorithm that constructs a [1, k]-interval representation
of a poset P if one exists and otherwise produces a forbidden poset, either 2+2 or
(k+2)+1. Use a standard shortest-paths algorithm such as the Bellman–Ford or the
matrix multiplication method on G P,k to compute the weight of a minimum-weight
path between each pair of vertices or detect a negative cycle. If there is a negative
cycle, these algorithms detect one with a minimum number of arcs. If such a
negative cycle exists in G P,k , then as in the proof of (2)⇒ (3) of Theorem 4, either
the cycle contains the segment −ε, 0,−ε, and a 2+2 is detected in P, or else as
in Case 2 of that proof, a (k+2)+1 is detected in P. If there is no negative cycle,
Theorem 1 ensures that a potential function p exists for G P,k . Indeed, setting p(v)
to be the minimum weight of a walk ending at v produces a potential function.
As we showed in the proof of (3)⇒ (1), the intervals [p(`x), p(rx)] provide a
[1, k]-interval representation of P. Thus there is a polynomial-time certifying
algorithm.
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