
inv lve
a journal of mathematics

Editorial Board

Kenneth S. Berenhaut, Managing Editor

Colin Adams
John V. Baxley
Arthur T. Benjamin
Martin Bohner
Nigel Boston
Amarjit S. Budhiraja
Pietro Cerone
Scott Chapman
Jem N. Corcoran
Toka Diagana
Michael Dorff
Sever S. Dragomir
Behrouz Emamizadeh
Joel Foisy
Errin W. Fulp
Joseph Gallian
Stephan R. Garcia
Anant Godbole
Ron Gould
Andrew Granville
Jerrold Griggs
Sat Gupta
Jim Haglund
Johnny Henderson
Jim Hoste
Natalia Hritonenko
Glenn H. Hurlbert
Charles R. Johnson
K. B. Kulasekera
Gerry Ladas

David Larson
Suzanne Lenhart
Chi-Kwong Li
Robert B. Lund
Gaven J. Martin
Mary Meyer
Emil Minchev
Frank Morgan
Mohammad Sal Moslehian
Zuhair Nashed
Ken Ono
Timothy E. O’Brien
Joseph O’Rourke
Yuval Peres
Y.-F. S. Pétermann
Robert J. Plemmons
Carl B. Pomerance
Bjorn Poonen
Józeph H. Przytycki
Richard Rebarber
Robert W. Robinson
Filip Saidak
James A. Sellers
Andrew J. Sterge
Ann Trenk
Ravi Vakil
Antonia Vecchio
Ram U. Verma
John C. Wierman
Michael E. Zieve

msp

2019 vol. 12, no. 1



involve
msp.org/ involve

INVOLVE YOUR STUDENTS IN RESEARCH
Involve showcases and encourages high-quality mathematical research involving students from all
academic levels. The editorial board consists of mathematical scientists committed to nurturing
student participation in research. Bridging the gap between the extremes of purely undergraduate
research journals and mainstream research journals, Involve provides a venue to mathematicians
wishing to encourage the creative involvement of students.

MANAGING EDITOR
Kenneth S. Berenhaut Wake Forest University, USA

BOARD OF EDITORS
Colin Adams Williams College, USA

John V. Baxley Wake Forest University, NC, USA
Arthur T. Benjamin Harvey Mudd College, USA

Martin Bohner Missouri U of Science and Technology, USA
Nigel Boston University of Wisconsin, USA

Amarjit S. Budhiraja U of North Carolina, Chapel Hill, USA
Pietro Cerone La Trobe University, Australia

Scott Chapman Sam Houston State University, USA
Joshua N. Cooper University of South Carolina, USA
Jem N. Corcoran University of Colorado, USA

Toka Diagana Howard University, USA
Michael Dorff Brigham Young University, USA

Sever S. Dragomir Victoria University, Australia
Behrouz Emamizadeh The Petroleum Institute, UAE

Joel Foisy SUNY Potsdam, USA
Errin W. Fulp Wake Forest University, USA

Joseph Gallian University of Minnesota Duluth, USA
Stephan R. Garcia Pomona College, USA

Anant Godbole East Tennessee State University, USA
Ron Gould Emory University, USA

Andrew Granville Université Montréal, Canada
Jerrold Griggs University of South Carolina, USA

Sat Gupta U of North Carolina, Greensboro, USA
Jim Haglund University of Pennsylvania, USA

Johnny Henderson Baylor University, USA
Jim Hoste Pitzer College, USA

Natalia Hritonenko Prairie View A&M University, USA
Glenn H. Hurlbert Arizona State University,USA

Charles R. Johnson College of William and Mary, USA
K. B. Kulasekera Clemson University, USA

Gerry Ladas University of Rhode Island, USA

Suzanne Lenhart University of Tennessee, USA
Chi-Kwong Li College of William and Mary, USA

Robert B. Lund Clemson University, USA
Gaven J. Martin Massey University, New Zealand

Mary Meyer Colorado State University, USA
Emil Minchev Ruse, Bulgaria
Frank Morgan Williams College, USA

Mohammad Sal Moslehian Ferdowsi University of Mashhad, Iran
Zuhair Nashed University of Central Florida, USA

Ken Ono Emory University, USA
Timothy E. O’Brien Loyola University Chicago, USA

Joseph O’Rourke Smith College, USA
Yuval Peres Microsoft Research, USA

Y.-F. S. Pétermann Université de Genève, Switzerland
Robert J. Plemmons Wake Forest University, USA

Carl B. Pomerance Dartmouth College, USA
Vadim Ponomarenko San Diego State University, USA

Bjorn Poonen UC Berkeley, USA
James Propp U Mass Lowell, USA

Józeph H. Przytycki George Washington University, USA
Richard Rebarber University of Nebraska, USA

Robert W. Robinson University of Georgia, USA
Filip Saidak U of North Carolina, Greensboro, USA

James A. Sellers Penn State University, USA
Andrew J. Sterge Honorary Editor

Ann Trenk Wellesley College, USA
Ravi Vakil Stanford University, USA

Antonia Vecchio Consiglio Nazionale delle Ricerche, Italy
Ram U. Verma University of Toledo, USA

John C. Wierman Johns Hopkins University, USA
Michael E. Zieve University of Michigan, USA

PRODUCTION
Silvio Levy, Scientific Editor

Cover: Alex Scorpan

See inside back cover or msp.org/involve for submission instructions. The subscription price for 2019 is US $/year for the electronic
version, and $/year (+$, if shipping outside the US) for print and electronic. Subscriptions, requests for back issues and changes of
subscriber address should be sent to MSP.

Involve (ISSN 1944-4184 electronic, 1944-4176 printed) at Mathematical Sciences Publishers, 798 Evans Hall #3840, c/o University of
California, Berkeley, CA 94720-3840, is published continuously online. Periodical rate postage paid at Berkeley, CA 94704, and additional
mailing offices.

Involve peer review and production are managed by EditFLOW® from Mathematical Sciences Publishers.

PUBLISHED BY

mathematical sciences publishers
nonprofit scientific publishing

http://msp.org/
© 2019 Mathematical Sciences Publishers

http://msp.org/involve
http://msp.org/involve
http://msp.org/
http://msp.org/


msp
INVOLVE 12:1 (2019)

dx.doi.org/10.2140/involve.2019.12.1

Optimal transportation with constant constraint
Wyatt Boyer, Bryan Brown, Alyssa Loving and Sarah Tammen

(Communicated by Michael Dorff)

We consider optimal transportation with constraint, as did Korman and McCann
(2013, 2015), provide simplifications and generalizations of their examples and
results, and provide some new examples and results.

1. Introduction

The classical problem of optimal transportation seeks the least-cost way to move
material between two locations in Rn. Monge [1781] sought an optimal mapping.
A more general problem, introduced in [Kantorovitch 1942], see also [Villani 2009,
Theorem 3.1], seeks a cost-minimizing coupling between two measure spaces. If
the coupling is absolutely continuous, it is given by a density H on the product.
Recently optimal transportation has been used to better understand Riemannian
manifolds and extend concepts such as Ricci curvature to more general spaces;
[Cordero-Erausquin et al. 2006; Villani 2009].

Korman and McCann [2015] studied a constraint on the amount of material that
can be transported between any two locations, an upper bound h(x, y) on the den-
sity H, which goes back at least to [Levin 1984]. It is easy to show (Proposition 2.2)
that if h is not prohibitively small, there is an optimal density H which equals 0 or
h almost everywhere.

In this paper we specialize to the case of constant h. We assume h ≥ 1, which is
necessary and sufficient for existence (Proposition 2.2). Focusing on the solutions
of the form 0 or h almost everywhere, for this paper we define a transportation plan
as a map F from X to subsets of Y with measure 1/h.

Our main section, Section 3, recognizes that many old and new examples of
optimal transportation have the stronger “universal” property of minimizing the
cost at each point separately. This leads to simplified proofs for many of the results
and examples of [Korman and McCann 2013; 2015], as well as explicit examples
of optimal transportation plans for all constraints h ≥ 1. For instance, Example 3.7,
due to Korman and McCann [2015, Example 1.1], provides a very short proof

MSC2010: primary 49Q20; secondary 90C08.
Keywords: optimal transportation, isoperimetric, geometry.
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that optimal transportation from the unit interval to itself with cost (x − y)2 with
constraint h = 2 maps each point to whichever half of the unit interval it lies in.
Proposition 3.13 proves that the intersection of two optimal transportation plans is
optimal under certain conditions. Proposition 3.18 shows that in the torus or any
Lie group, every admissible translation-invariant transportation plan is optimal for
some continuous cost.

Proposition 4.3 presents a simplified approach to the surprising symmetries for
dual cost constraints found by Korman and McCann [2013, Section 4].

Section 5 relates the case of finite spaces to some known combinatorial compu-
tations and asymptotic estimates.

2. Existence and uniqueness of optimal transportation plans

Proposition 2.2 provides existence of an optimal transportation plan F for admissible
(constant) constraint h.

Definitions 2.1. Let X and Y be smooth manifolds, not necessarily compact, com-
plete, or connected. Let f and g be nonnegative densities on X and Y, yielding
probability measures on X and Y. A transportation plan F with constant constraint
h ≥ 1 is a measurable map from X to the power set P(Y ) such that F(x) has
measure 1/h in Y for almost all x ∈ X and such that {x ∈ X | y ∈ F(x)} has measure
1/h in X for almost all y ∈ Y. (By F measurable we mean that the associated
density H(x, y), defined as the characteristic function of F(x), is measurable.) For
a cost function c(x, y) ∈ L∞(X × Y ), the total cost of transportation is defined as

c[F] =
∫

X

∫
F(x)

c(x, y) dy dx .

A transportation plan F is optimal if it minimizes cost.

Proposition 2.2. Let X and Y be smooth (positive-dimensional) manifolds with non-
negative densities f and g respectively and total measure 1. There exists an optimal
transportation plan F(x) if and only if the (constant) constraint h is at least 1.

Proof. If h < 1, F(x) cannot have measure 1/h. On the other hand, if h ≥ 1, the
set of transportation densities 0(X, Y ) is nonempty, since it includes H(x, y)= 1,
and an optimal transportation density exists by standard compactness arguments;
see [Korman and McCann 2015, Theorem 3.1].

Because L∞(X, Y ) is the dual of L1(X, Y ), by Alaoglu’s theorem, see [Rudin
1991, Section 3.15], the unit ball is compact in the weak-∗ topology. Thus the set
of transportation densities 0(X, Y ) is compact as well as convex. By the Krein–
Milman theorem, every compact convex set has an extreme point, see [Wikipedia
2014a], and thus 0(X, Y ) has an extreme point. The set of optimal transportation
densities is a convex face of 0(X, Y ) which contains an extreme point H, which is
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also an extreme point of 0(X, Y ). Such an extreme H must equal 0 or h almost
everywhere, i.e., it must be a transportation plan F, see [Korman and McCann 2013,
Proposition 3.2], although this can fail for finite sets of points; see Remark 2.3
below. �

Remark 2.3. Of course there is an optimal transportation plan between finite sets
(because there are only finitely many transportation plans), but the same proof
does not work because there might be a better transportation density. For example
the optimal transportation density from {0, 1} to

{
0, 1

2 , 1
}

with h = 3
2 maps 0

to 1 with density 2
3 and 1

2 with density 1
3 and maps 1 to 1

2 with density 1
3 and 2

with density 2
3 , and there is no equally good transportation plan F(x); the only

transportation plan maps each point to all three points. Actually Proposition 2.2
and its proof work as long as one of the two manifolds is positive-dimensional.

Although we will not need it, we provide the following uniqueness theorem of
Korman and McCann.

Proposition 2.4 [Korman and McCann 2013, Theorem 3.3]. Let X and Y be
smooth manifolds with nonnegative densities f and g respectively and total mea-
sure 1. If the cost c(x, y) is bounded, twice differentiable, and nondegenerate, i.e.,
det[D2

x i y j c(x, y)] 6= 0 for almost all (x, y) ∈ X ×Y, then an optimal transportation
plan F(x) is unique (up to measure 0).

Proof. Theorem 3.3 in [Korman and McCann 2013] gives a unique optimal density H.
Since at least one optimal transportation density is an extreme point of 0, H must
be an extreme point of 0 and thus a transportation plan F. �

Additionally, we give necessary and sufficient conditions for a map F from X to
subsets of Y to be a transportation plan.

Proposition 2.5. Let F be a measurable map from X to subsets of Y with constant
constraint h ≥ 1 such that F(x) has measure 1/h in Y for almost all x ∈ X. Then F
is a transportation plan if and only if for every A ⊂ X of measure greater than 1/h,⋂

x∈A F(x) has measure 0.

Proof. If F is a transportation plan, the condition holds. Suppose that F is not a
transportation plan. Then it is not true that {x ∈ X | y ∈ F(x)} has measure 1/h for
almost all y. Since by Fubini’s theorem the average satisfies∫

Y
f ({x ∈ X | y ∈ F(x)}) dy =

∫
X

g(F(x)) dx = 1/h

for some nontrivial subset of Y, we have {x ∈ X | y ∈ F(x)} has measure greater
than 1/h, and the condition fails. �
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3. Universally optimal transportation

Finding optimal transportation plans for a given cost and constraint is hard. For
example, the problem of optimal transportation from the unit interval I = [0, 1] to
itself with cost c(x, y)= (x− y)2 is still open for h 6= 2; see [Korman and McCann
2013, Figure 1; 2015, Example 1.2]. In certain cases, however, it is possible to
minimize the cost at each point separately. Further, for every optimal density, the
cost function can be adjusted so that the same optimal density is also minimal at
each point separately; see Remark 3.2 below.

Definition 3.1. For two smooth manifolds X and Y, a transportation plan F for the
cost function c under constant constraint h ≥ 1 is universally optimal if for almost
every x ∈ X it minimizes ∫

F(x)
c(x, y) dy.

It follows immediately that F is optimal.

Remark 3.2. Korman, McCann, and Seis [Korman et al. 2015, Theorem 4.2]
showed that for continuous densities f , g and h > 1, every optimal density is
universally optimal for some equivalent cost c(x, y)+ u(x)+ v(y) and hence for
c(x, y)+ v(y); by Proposition 2.2 and its proof, this applies to optimal plans in the
positive-dimensional case.

Morgan uses this concept of universal optimality to generalize and give shorter
proofs of some of the examples of Korman and McCann.

Proposition 3.3 [Korman and McCann 2015, Example 1.3; Morgan 2013, Proposi-
tion 1]. Let X be a Riemannian manifold of unit volume, with a transitive group of
measure-preserving isometries, with cost of transportation c(x, y) increasing in dis-
tance with constant constraint h. Then unique (universally) optimal transportation
is that which maps each x ∈ X to a geodesic ball about x of volume 1/h.

Proof. An optimal transportation plan F with constraint h must map a point x ∈ X
to a set of volume at least 1/h, and the geodesic ball minimizes cost among such.
By the symmetry assumption, all balls of the same radius have the same volume, so
the set mapped to a target point y ∈ Y is the ball about x with volume 1/h and the
map satisfies the definition of a transportation plan and is clearly uniquely optimal
(up to sets of measure 0). �

Proposition 3.4 [Korman and McCann 2015, Example 1.1; Morgan 2013, Propo-
sition 2]. Let X and Y be two Riemannian manifolds of unit volume with cost of
transportation c(x, y) and constant constraint h ≥ 1. Suppose that for almost all
x ∈ X , c(x, y) is negative for 1/h of the y’s in Y and nonnegative for the rest, and
for almost all y ∈ Y, c(x, y) is negative for 1/h of the x’s in X and nonnegative for
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the rest. Then unique (universally) optimal transportation maps each x ∈ X to the
subset of Y with negative cost.

Proof. By hypothesis, both F(x) and {x ∈ X | y ∈ F(x)} have measure 1/h for
almost all x ∈ X and y ∈ Y respectively, and F is clearly universally and uniquely
optimal (up to sets of measure 0). �

Proposition 3.5. Every transportation plan for which all images and inverse images
have measure 1/h is optimal for some cost.

Proof. Let c(x, y)=−χF(x)(y). Then F is optimal by Proposition 3.4. �

Example 3.6 [Korman and McCann 2015, Example 1.1; Morgan 2013, Exam-
ple 2.1]. For h ≥ 2 an integer, let X consist of h equal-volume regions in Rn such
that the maximum diameter of a region is less than the minimum distance between
regions. Let c(x, y) be a cost function on X × X increasing in distance. Then
optimal transportation from X to itself with constant constraint h maps the points of
each region to itself. (To apply Proposition 3.4, subtract a constant from the cost.)

Example 3.7 [Korman and McCann 2015, Example 1.1; Morgan 2013, Exam-
ple 2.2]. Let X be a centrally symmetric body in Rn. For cost c(x, y)=−2x · y,
which is equivalent to (x − y)2 because its integral differs by a constant, and
for constraint h = 2, (universally) optimal transportation from X to itself is that
which maps x to y with x · y positive (see Figure 1). In R1 central symmetry is
unnecessary as long as the origin is the median. A similar result holds for any
cost having the same sign at each point as −x · y. The analysis generalizes to any
centrally symmetric probability measure on Rn for which hyperplanes through the
origin have measure 0 and to any probability measure on R1. Optimal transportation
from X to itself with cost−2x · y is still open for constraint h 6= 2, though numerical
estimates from some cases are given in [Korman and McCann 2013, Figure 1; 2015,
Example 1.2].

xF(  )

−
+

+

x

−

x ∙ y

x ∙ y

Figure 1. Optimal transportation F from the unit ball in R2 to
itself with cost c(x, y)= (x − y)2 and constraint h = 2 maps each
x to the half-ball {x · y > 0}.
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xF(  )

−

+

+

x

cost

cost
−

Figure 2. Optimal transportation F maps each x on a ray from
the origin to a cone about that ray.

Example 3.8. Unique (universally) optimal transportation from the sphere Sn to
the ball Bn+1 with cost c(x, y)= (x − y)2 and constraint h = 2 maps a point x to
the half-ball {x · y > 0}.

Proof. As in Example 3.6, the cost is equivalent to −2x · y, which is negative
precisely on the asserted half-ball, proving the asserted map uniquely universally
optimal. �

Example 3.9 [Morgan 2013, Example 2.3]. Let X be a planar region with h-fold
rotational symmetry, such as a square (h = 4) as in Figure 2. For cost

c(x, y)= cos(π/h)|x ||y| − x · y,

and constant constraint h ≥ 1, (universally) optimal transportation maps all points
on a ray from the origin to a cone of angle π/h about that ray.

Remark 3.10 [Morgan 2013, Example 2.4]. Such examples of universally optimal
transportation plans from X i to Yi extend to universally optimal transportation plans
from

∏
X i to

∏
Yi with a cost which is negative if and only if the costs of the

projections are all negative: optimal transportation with constraint h =
∏

hi maps
to points of negative cost. In particular, Example 3.9 generalizes to a product of
such actions on R2n with negative cost if and only if xi · yi ≥ (cosπ/hi )|xi ||yi |

for all i : optimal transportation with constant constraint h =
∏

hi maps all points
with projections on rays from the origin to a product of cones of angle π/hi about
the ray.

Remark 3.11 [Morgan 2013, Example 2.5]. Such examples of universally op-
timal transportation plans from X to Y with cost c(x, y) extend to universally
optimal transportation plans on warped products A × X , A × Y, as long as the
cost c′(a, x, a, y) has the same sign as c(x, y). For example, for any h ≥ 1,
Proposition 3.4 on the sphere, with cost c(x, y)= a|x ||y|− x · y, with a chosen so
that optimal transportation maps to points of negative cost, extends to the ball, with
points on a ray from the origin mapped to a cone of negative cost about that ray.



OPTIMAL TRANSPORTATION WITH CONSTANT CONSTRAINT 7

Remark 3.12. Although universally optimal transportation plans are by definition
optimal transportation plans, the converse is not true in general. Consider trans-
portation from the unit interval to itself with cost of transportation increasing with
distance and constant constraint h = 2. Minimizing cost for each x does not even
give a valid transportation plan because points near 0 and 1 are mapped to by less
than half of the interval.

Given two universally optimal transportation plans for two different costs, we
seek ways to generate a third cost and a related universally optimal transportation
plan.

Proposition 3.13. Let F1 and F2 be optimal transportation plans from X to Y with
costs c1 and c2 and constant constraints h1 and h2 respectively. Suppose that for
almost all x , we have Fi (x) = {y ∈ Y | ci (x, y) < 0}. If for some 1 ≤ h < ∞,
for almost all x ∈ X , F1(x)∩ F2(x) has measure 1/h, and for almost all y ∈ Y,
{x ∈ X | y∈ F1(x)}∩{x ∈ X | y∈ F2(x)} has measure 1/h, then F(x)= F1(x)∩F2(x)
is a universally optimal transportation plan from X to Y with cost c(x, y) =
max(c1, c2) and constraint h.

Proof. It suffices to show that for almost all x ∈ X , c(x, y) is negative for 1/h of
the y ∈ Y and nonnegative for the rest and for almost all y ∈ Y, c(x, y) is negative
for 1/h of the x ∈ X and nonnegative for the rest. By hypothesis on F, for almost
all x ∈ X , c(x, y) is negative for 1/h of the y ∈ Y. It is nonnegative for the rest
because x 6∈ F(x) implies some ci (x, y) must be nonnegative; thus c(x, y) must
also be nonnegative. The reverse condition holds by a similar argument. �

Corollary 3.14. Let X be a region with 4-fold rotational symmetry in R2 with cost
of transportation from X to X given by c(x, y) = max((x · y), det[x | y]), where
det[x | y] is the determinant of the matrix with x and y as its column vectors.
Mapping each point to the region of negative cost uniquely gives (universally)
optimal transportation for h = 4 (see Figure 3).

c − x ∙ y=1 xF (  )1

xF (  )2c x y =2

+ −

+

−

−
+c = max (        ),c1 c2 F(  ) = xF (  )1x xF (  )2

⊂

Figure 3. The intersection of optimal transportation plans yields
a new optimal transportation plan under certain hypotheses.
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Proof. The map F1(x)= {y ∈ X | x · y > 0} is an optimal transportation plan from
X to itself with cost c1(x, y) = −x · y and constraint h = 2 (see Example 3.6).
Similarly the cost c2(x, y)= det[x | y] with constraint h= 2 satisfies the hypotheses
of Proposition 3.4 and thus the map F2(x)= {y ∈ X | det[x | y]< 0} is an optimal
transportation plan from X to itself with cost c2(x, y) and constraint h = 2. By
Proposition 3.13, if for almost all x, y ∈ X , F1(x)∩F2(x) and {x ∈ X | y ∈ F1(x)}∩
{x ∈ X |y ∈ F2(x)} both have constant measure 1/h for some h > 1, then F(x)=
F1(x)∩ F2(x) is an optimal transportation plan from X to itself with cost c(x, y)=
max(c1, c2) and constraint 1/h. For almost all x ∈ X , ∂F1(x) is the line through the
origin normal to the line through x and the origin and ∂F2(x) is the line through x
and the origin. Because two normal lines both through the origin partition a region
with 4-fold rotational symmetry centered on the origin in R2 into four congruent
regions, and exactly one of these regions is equivalent to F1(x)∩ F2(x), it follows
that F1(x) ∩ F2(x) has constant measure 1

4 . Similarly, the boundary of the set
{x ∈ X | y ∈ F1(x)} is the line through the origin normal to the line through y and
the origin and the boundary of the set {x ∈ X | y ∈ F2(x)} is a line through y and the
origin. Thus, by the same argument as above, {x ∈ X | y∈ F1(x)}∩{x ∈ X | y∈ F2(x)}
has measure 1

4 . By Proposition 3.13, the asserted map is optimal. �

Remark 3.15. If the hypotheses of Proposition 3.13 hold, then the maps F(x)=
F1(x)∪ F2(x) and F(x)= F1(x)4 F2(x) are optimal transportation plans for costs
c = min(c1, c2) and c′ = c1 · c2 and some constraints h and h′ respectively (the
symbol 4 denotes the symmetric difference of two sets).

Example 3.16. Let X be a region with 4-fold rotational symmetry in R2. Then an
optimal transportation plan F for cost

c(x, y)= ((cos 3π/4h)|x ||y| − x · y)((cosπ/4h)|x ||y| − x · y)

and constraint h= 2 maps points on a ray from the origin to two cones (see Figure 4).

c a x y − x ∙ y=1 xF (  )1

xF (  )2c b x y − x ∙ y=2

+ −

+ −

−

−
+ +c = c1c2 xF (  )1 xF (  )2∆

Figure 4. Other set operations yield even more examples of opti-
mal transportation.
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x2 x0
x

υ τ

1

υ τ
x2 x0

xF( )
F( )

F( )1

Figure 5. Optimal transportation F maps each x to an H -shaped region.

The condition in Proposition 3.13 that F1(x)∩ F2(x) have constant measure 1/h
for almost all x ∈ X and some h is independent of the condition that {x ∈ X |
y ∈ F1(x)} ∩ {x ∈ X | y ∈ F2(x)} have constant measure 1/h for almost all y ∈ Y.

Example 3.17. Let X be {1, 2, 3, 4} or equivalently the unit interval divided into
four quarters. Consider transportation F1, F2 from X to X such that

F1(1)= {3, 4}, F1(2)= {2, 3}, F1(3)= {1, 2}, F1(4)= {1, 4},

F2(1)= {1, 4}, F2(2)= {1, 2}, F2(3)= {2, 3}, F2(4)= {3, 4}.

Then F(x)= F1(x)∩ F2(x) has constant measure 1
4 but

{x ∈ X | y ∈ F(x)} = {x ∈ X | y ∈ F1(x)} ∩ {x ∈ X | y ∈ F2(x)}

has measure 1
2 for {2, 4} and measure 0 for {1, 3}.

Proposition 3.18. Let X be a Lie group. Given an open subset A of X with
measure 1/h, there exists a continuous cost function c(x, y) such that the unique
(universally) optimal transportation plan F from X to itself with constant constraint
h maps the identity to the set A and maps each element x ∈ X to the set x · A = x A.

Proof. Let the cost c(x, y) equal the distance from y to the boundary of x · A, with
negative cost on the interior of x · A and nonnegative cost on the complement of
x · A. By Proposition 3.4, the asserted map is optimal. �

Example 3.19. Let X =S1
×S1 with unit area. Given an open subset A⊂ X with

measure 1/h, such as the H -shaped region in Figure 5, there exists a continuous cost
function c(x, y) such that the unique (universally) optimal transportation plan F
from X to itself with constant constraint h maps the origin to the set A and maps
almost every x to the set τx(A), where τx is the translation that takes the origin to x .

Example 3.20. Optimal transportation from a flat rectangular torus to itself with
cost c(x, y)=min(d(xi , yi )) and constraint h maps each point to a neighborhood
around the coordinate axis centered at that point; see Figure 6.



10 WYATT BOYER, BRYAN BROWN, ALYSSA LOVING AND SARAH TAMMEN

xF(  )

−

+

+

x

cost

cost−

Figure 6. Optimal transportation on the flat rectangular torus maps
each x to a small neighborhood around the coordinate axis centered
at that point.

4. Transportation and symmetry

Korman and McCann [2013, Section 4] found surprising symmetries between
optimal transportation plans with dual constraints. Proposition 4.3 presents a
simplified approach.

Definition 4.1. A map f from X ′ to X is called measure preserving if the measure
of any A ⊂ X equals the measure of f −1(A)⊂ X ′.

Proposition 4.2. Let F be an optimal transportation plan from X to Y with cost
c(x, y) and constraint h. Let f and g be measure-preserving maps from X ′ to X
and from Y ′ to Y respectively. Then G(x ′) = g−1(F( f (x ′))) provides optimal
transportation from X ′ to Y ′ with cost c ◦ ( f, g) and constraint h.

Proof. We need to show that G(x ′) and G−1(y′) both have measure 1/h and that the
total cost of transportation is minimal. For x ′ ∈ X ′, G(x ′)= g−1(F( f (x ′))) must
have the same measure as F( f (x ′)), which is 1/h by hypothesis. Similarly, for
y′ in Y ′, G−1(y′)= f −1(F−1(g(y′))) must have the same measure as F−1(g(y′)),
which is also 1/h by hypothesis. To show that G is optimal, we will show that
G and F have the same cost and that any other transportation plan G2 from X ′

to Y ′ has the same cost as an analogous transportation plan F2 from X to Y and
therefore must be of greater total cost than G. The cost of transportation from
x ′ to y′ is equal to c( f (x ′), F( f (x ′))); thus G and F have the same total cost of
transportation. Let G2 be another transportation map from X ′ to Y ′. Let F2( f (x ′))
= g(G2). Then G2 = g−1(F2( f (x ′))) and the result follows. �

Proposition 4.3 [Korman and McCann 2013, Lemma 4.1; Morgan 2013, Propo-
sition 3]. Let M1, M2 be subsets of Rn or Riemannian manifolds with boundary
or metric measure spaces of volume V . Let Ti be a measure-preserving map from
Mi to itself and let T = T1 × T2. Let c(x, y) be a cost satisfying c ◦ T = −c. If
the map F is an optimal transportation plan from M1 to M2 with cost c(x, y) with
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constraint h, then the map T2(F ′ ◦ T1) is an optimal transportation plan from M1 to
M2 with cost c and constraint h′, where 1/h+ 1/h′ = 1 and F ′(x)= F(x)C.

Proof. If F is an optimal transportation plan for cost c and constraint h, then
F(x)′= F(x)C is the most expensive transportation plan for cost c with constraint h′,
and hence an optimal transportation plan for cost −c. Therefore T2(F ′ ◦ T1) is an
optimal transportation plan for cost −c ◦ T = c and constraint h′. �

Example 4.4 [Morgan 2013, Example after Proposition 3; Korman and McCann
2013, Lemma 4.1]. Let M1 and M2 be subsets of Rn, with M1 centrally symmetric,
and let c(x, y)=−x · y (which is equivalent to (x − y)2). Then central inversion
in x carries optimal transportation with constraint h to optimal transportation with
constraint h′.

5. Transportation plans on finite sets

Consider the case where X and Y are finite sets, say X = {1, 2, . . . ,m} and Y =
{1, 2, . . . , n}. In this case we may assume that the constraint h is a common divisor
of m and n. A map F from X to Y is equivalent to the n×m matrix of 0’s and
1’s with entry ai j = 1 if and only if i ∈ F( j); see [Wikipedia 2014b; Weisstein].
Such a matrix gives a transportation plan if and only if the matrix has m/h 1’s in
each column and n/h 1’s in each row. Thus the number of transportation plans is
equal to the number of n×m binary matrices with constant column sums n/h and
constant row sums m/h. Asymptotic estimates exist for large m, n; see [Canfield
and McKay 2005; McKay and Wang 2003].
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Fair choice sequences
William J. Keith and Sean Grindatti

(Communicated by Kenneth S. Berenhaut)

We consider turn sequences used to allocate of a set of indivisible items between
two players who take turns choosing their most desired element of the set, with the
goal of minimizing the advantage of the first player. Balanced alternation, while not
usually optimal, is fairer than alternation. Strategies for seeking the fairest choice
sequence are discussed. We show an unexpected combinatorial connection between
partition dominance and fairness, suggesting a new avenue for future investigations
in this subject, and conjecture a connection to a previously studied optimality
criterion. Several intriguing questions are open at multiple levels of accessibility.

1. Introduction

In the discrete version of the cake-cutting problem [Brams and Taylor 1996], some
number of people take turns selecting from among a set of indivisible items (usually
2n items for two people). Players’ preferences vary (they may not all prefer the same
item most, second-most, et cetera). If preferences are not known to other players
they are usually assumed to vary with uniform probability. Players’ preferences
are normally described by a simple ranking, called Borda scoring, which assigns
values of 1 through 2n to the objects being chosen. An object with value 2n is
most wanted, and gives twice as much satisfaction as the object valued at n, and so
forth. A player assigns a utility to a final distribution of goods at the total of their
valuation of all objects they receive. It is easy to see that the sum of all players’
utilities is by no means constant as preferences or turn orders vary. This has been a
problem of interest for many authors; see [Bouveret and Lang 2011; Hopkins and
Jones 2009; Kalinowski and Narodytska 2013; Rubchinsky 2010], and others.

Some investigators (Hopkins [2010], Hopkins and Jones [2009]) consider strate-
gic play when players’ preferences are known to each other. If preferences are
secret, a player’s only strategic move is to take their most-preferred item remaining,
and instead the question of interest is whether an administrator who also does not
know preferences can vary the policy — the sequence in which turns are allocated —

MSC2010: primary 91A05; secondary 05A17.
Keywords: social choice, fair division, permutations, fairness, egalitarian, partitions, dominance.
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to probably maximize some criterion of social interest. Policies have been analyzed
for optimality criteria such as min-max (the worst-off agent is likely to do least
badly) and social welfare or utilitarian optimality (the expected value of the sum
of agents’ utilities is as high as possible). For instance, Bouveret and Lang [2011]
conjectured that simply taking turns is utilitarian-optimal under uniform distribution
of preferences, and Kalinowski and Narodytska [2013] proved this. Data from
[Bouveret and Lang 2011] show that alternating turns is not min-max optimal,
although it is asymptotically so.

In this paper we define a new optimality criterion, fairness: the expected differ-
ence between players’ total utilities is minimized. We restrict ourselves to conditions
common in the literature (see for instance [Bouveret and Lang 2011; Kalinowski and
Narodytska 2013]): Borda scoring, as above, and uniformly distributed preferences.
Socially, the criterion is useful when players are intolerant of large inequalities
among their outcomes. Such players must also be willing to sacrifice some overall
social welfare in order to reduce this, because under the given conditions maximal
total utility is known [Kalinowski and Narodytska 2013] to be realized by the simple
policy of taking turns: but this obviously advantages the first player. Empirically,
fair policies never seem to be too far from utilitarian-optimal policies, but there does
not seem to be a strong mathematical connection between the two criteria. However,
we were surprised to conjecture from data generated to date that the min-max
optimal policy is the fairest among policies that only differ from alternation in
which player goes first in a “round”. Finally, the fairness criterion also turns out to
have a surprising combinatorial property connected with the theory of partitions.
This connection is partially proved herein but is still open in general. Thus we think
there is significant mathematical interest to be explored here.

We prove a number of results for fairer policies. Our theorems range from
the intuitively obvious, to a fascinating combinatorial relationship between the
dominance order on partitions and fairness of choice sequences associated to
partitions in a natural way. This association is a tool not previously used in the
literature, which may yield fruitful lines of analysis for other questions. Stating our
main theorems accessibly, deferring technical definitions to the next section, we
show the following:

Lemma 1. Inverting the choice sequence negates advantage.

Theorem 2. Moving a player’s choices later strictly decreases their advantage.

Theorem 3. Altering a four-turn sequence from L R RL to RL L R strictly increases
player L’s advantage, if all turn pairs in positions 2k+1 and 2k+2 are L R or RL.

In other words, heuristically, players like earlier choices — but, other things being
equal, they would like their earlier choices later. The first part of this theorem is
obvious — the second, we think, quite surprising. This is the dominance connection
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we mentioned earlier, and we conjecture but were unable to prove that in fact a
stronger connection to partition dominance holds.

In the following section we provide the definitions that a reader will need, includ-
ing definitions specific to this subject and some background from disparate areas,
intending to make the article as self-contained as possible. In Section 3 we describe
and prove our theorems on the fairness-of-choice sequences in various relations. In
Section 4 we give some numerical, nonrecursive formulas for players’ expected
values using tools from combinatorics. In the last section we give our collected
data to date, and suggest remaining open problems and interesting questions our
work raises. Interested investigators will find material for computational projects
for students, as well as challenging questions in combinatorial distributions.

For nonmathematical readers only skimming the article to find a “fairest” choice
sequence, while not perfect, we recommend the following for players L and R: the
“reverse-and-repeat” sequence

L R RL RL L R RL L R L R RL RL L R L R RL L R RL RL L R RL L R . . . .

Known as balanced alternation [Brams and Taylor 2000], this is well-defined
only if the number of turns is a power of 2, but it is easy to then simply take an
initial segment of a sufficiently long sequence.

2. Definitions

Two agents, Luis and Rita, each rank a set of 2n indivisible items in order of prefer-
ence; without loss of generality we assume Luis’s preference from most-preferred
to least is labeled (2n, 2n−1, . . . , 1), and consider Rita’s preferences a permutation
π of Luis’s. We describe Rita’s preference order by π−1(2n), . . . , π−1(1). Reading
left to right, we obtain Rita’s ranking of the items from most to least preferred. From
here on, by “item i” we mean Luis’s label for the item, and specify “Rita’s item i”
if required. Neither player knows the other’s preference; we assume preferences
are uniformly distributed.

Each agent takes an equal number of turns on which they select their most
preferred (highest-labeled) item of those remaining to be chosen; e.g., if Luis goes
first, he will choose the item labeled 2n. This ends when each person has exactly
half of the items. Following Kalinowski, Narodytska and Walsh [Kalinowski and
Narodytska 2013], we refer to an order S in which players are allowed to choose
items as a policy.

A policy is a word in L and R of length 2n containing n Ls and n Rs. A
policy signifies turns at which Luis or Rita chooses from among the remaining
set of objects their most preferred item, receiving that item and deleting it from
the remaining choices. The set of positions {`1, . . . , `n} at which L appears, or R
respectively, is the set of choice positions for that player.
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In a choice of four items in which Rita prefers items at 1432, and the policy is
L RL R, items in Luis’s labeling will be taken in the order 4, 1, 3, 2. We refer to
this order as the path associated to this policy and preference.

Given a set of preferences and a policy, players will receive some collection of
items, which they value as the sum of their valuations for each item received: label
these sums L(S) or (S) for a given policy S. Luis’s advantage is his value minus
Rita’s.

The alternating policy in which Luis goes first, L RL R . . . L R, advantages Luis,
since he chooses first in every “round” of a choice for each player. For instance, if
Luis and Rita agree on their ranking of the items, Luis will get his 1st, 3rd, 5th, etc.
choices, while Rita will get her 2nd, 4th, etc.

For four items, we might argue that L R RL is fairer than L RL R; for instance,
in the case of agreement, Luis will get items he values at 4 and 1 while Rita gets 3
and 2. We call a policy S1 fairer than policy S2 if the two players’ expected totals
(averaging over all possible Rita preference orders) differ by less in absolute value.
Equivalently, we may compare their total values over all permutations, L tot(S) and
Rtot(S). Define Ladv(S)= L tot(S)− Rtot(S). The goal of this article is to seek the
fairest policy, minimizing |Ladv(S)|.

Remark. Utilitarian-optimality is the usual criterion in the literature. We choose
to investigate fairness both for the inherent mathematical interest described above,
such as connections to other criteria and mathematical objects further afield, and for
the use of cases in which inequality is a phenomenon players accord some negative
utility. One could quantize the difference between the social welfare of the fairest
and the utilitarian-optimal policies by giving a function to weight the amount by
which players disapprove of inequality. Doing so makes all prior criteria instances
of a general continuum! If players add to social welfare a “disapproval subtraction”
equal to advantage, the resulting optimality criterion is precisely min-max, whereas
if they subtract nothing, the criterion is utilitarian-optimality. Our criterion is
equivalent to a “disapproval subtraction” of some large multiple of inequality. Study
of this generalized criterion could be an interesting route to rigorize the investigation
of tradeoffs between various criteria.

Before including a few definitions from other areas of mathematics that will later
be useful to us, we state a lemma from [Kalinowski and Narodytska 2013], a very
useful recursion that gives the expected value ūi (S) of player i for a policy S. Say
that a policy S has length p, and denote by S̃ the policy S with the first choice
removed — note that this lemma applies to policies of any length, and not necessarily
having the same number of places L and R.

Lemma 4 [Kalinowski and Narodytska 2013, Lemma 1]. Let S be a policy of
length p. Denote by ū1(S) the expected value of the player choosing first in S, and
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by ū2(S) the expected value of the other player. We have

ū1(S)= p+ ū1(S̃), ū2(S)=
p+1

p
ū2(S̃).

A partially ordered set (poset for short) is a set A with a reflexive, transitive,
antisymmetric relation a≤b. If a≤b, a 6=b, and no element c satisfies a≤c≤b, we
say that b covers a. If for any two elements c1, ck ∈ A all chains c1 ≤ c2 ≤ · · · ≤ ck

have equal length when ci+1 covers ci for all i , then the poset is ranked; if there is
a unique element c ≤ x for all x ∈ A the rank of x may be taken to be the length of
any such chain between c and x .

A partition of n is a weakly decreasing sequence λ= (λ1, . . . , λM) of nonnegative
integers that sum to n. (Typically a partition is defined with positive integers, but it
is convenient in this article to speak of a finite number of size 0 parts.) A partition
in the N ×M box is one with at most M parts of size at most N ; in this article N
will always equal M , and we will refer to a box of size N . The “box” language
comes from the Ferrers diagram of a partition, which is a collection of squares
justified to the axes in the fourth quadrant in which the i-th row has λi squares.

Example 5. The Ferrers diagrams of the partitions (3, 2, 2, 1), (3, 3, 2, 1), and
(2, 2, 1, 0) in the 4× 4 box are illustrated below.

The profile of a partition is the set of E −W and N − S segments that form the
outer boundary of its Ferrers diagram, possibly including any desired number of
segments along the axes. A partition λ dominates another partition π if it holds that∑k

i=1 λi ≥
∑k

i=1 πi for all k, assuming an infinite set of trailing zero parts in each.
Dominance is a partial order. For instance, (4, 4, 2, 1, 1) dominates (4, 3, 3, 1, 1)
but not (4, 3, 3, 2), nor does (4, 3, 3, 2) dominate (4, 4, 2, 1, 1).

A partition λ= (λ1, . . . , λn) contains another partition σ = (σ1, . . . , σn) if we
have λi ≥ σi for all i . Containment is a partial order relation which makes partitions
into a ranked poset, where the rank of a partition is just the number that it partitions.
Thus the set of partitions in the N×M box ordered by containment is a finite, ranked
poset with minimal element (0, 0, . . . , 0). Containment implies dominance, which
means that the containment poset on partitions in the M×N box can be constructed
by removing some comparabilities from the dominance poset. In particular, no
two partitions of n contain each other, while dominance can be used as a partial
order on the set of partitions of n in a given box. Unless we refer to dominance
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for a particular theorem, in this paper we mean containment when we speak of the
partition poset or the word poset.

We define dominance and covering on words by associating them to partitions.
We associate a word of length 2n with n each of L and R to a profile in the n× n
box by starting from the upper right corner and drawing an E−W step for an L , and
a N − S step for an R. Thus, the partitions in the example above are associated to
the sequences L RL R RL RL , L R RL RL RL , and L L R RL RL R respectively. We
say that a word in L and R dominates (resp. covers) another if the associated
partition of the first dominates (resp. covers) that of the second. In the figure above,
(3, 3, 2, 1) dominates both of the other partitions, and covers (3, 2, 2, 1). These
two figures are relevant to an example we give in the next section.

Of particular interest to us is the set of words that lie between the alternating
sequences in the word poset which are restricted to consecutive pairs L R or RL
for every two (2k−1)-th and 2k-th positions, which we refer to as the Boolean set.
These words are associated to the 2n partitions whose Ferrers diagrams differ only
by either containing, or not containing, the squares on the diagonal of the box. The
first two partitions in the example are in this set.

3. Effects of changes on the fairness of policies

The policy associated to the minimal element (0, 0, . . . , 0) in the box of size N
is L L . . . R R, which among all policies with n Ls and n Rs is obviously the
best possible policy for Luis (highest L tot and Ladv). We can move through the
policy poset by adding one square at a time, exchanging a consecutive pair L R
in the sequence for an RL . We should expect that this will always worsen Luis’s
position, and our first theorem shows this. Slightly less obviously, for any given
Rita preference permutation the change happens in a specific way, by the exchange
of one pair of items between the two players’ outcomes.

Theorem 6. Let two policies S and S′ be such that S = s1 . . . sksk+1 . . . s2n where
sk = L and sk+1 = R, and S′ = s1 . . . sk+1sk . . . s2n . Then L(S′) ≤ L(S) and
R(S′)≥ R(S), by exchange of one item between the players’ outcomes for any given
Rita preference π .

Proof. The magnitude clause is extremely intuitive and, with Lemma 4, is nearly
trivial: Luis’s expected value in L Rσ with σ any following policy of length p−2 is
p+ p/(p− 1) ūL(σ ), while for RLσ it is (p+ 1)/p (p− 1+ ūL(σ )). The former
is larger than the latter, and Lemma 4 tells us that passage through any prefix to
such a word yields an expected value which is some increasing linear function of
the input, so the final expected value is larger.

However, by examining the situation in more detail we can say more about the
actual change made to the players’ outcomes.
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Figure 1. Left: choice procedure for policy S. Right: choice
procedure for policy S′. Note that white circles denote items Rita
obtains and black circles denote Luis’ items.

Let Luis’s outcome be outL(S)= {l1, l2, . . . , ln} and Rita’s outcome outR(S)=
{r1, r2, . . . , rn}. The first k − 1 turns with S′ will yield the same results for both
players as with S. On turn k, using S, Luis takes some item li , and then on turn
k+ 1 Rita takes some item r j . For S′, turn k is Rita’s turn instead of Luis’s. She
will either take r j as she did using S or she will take li . If she takes r j , then on the
next turn, Luis will take li , for he preferred this to all remaining items. Then for
the remainder of the items, at any given choice both players will face the same set
of remaining items in S′ as they did in S, and will make the same choices with S′

as they did with S. Thus outL(S)= outL(S′) and outR(S)= outR(S′).
If, instead, Rita takes li , then Luis will later take at least one item rm belonging to

Rita’s previous outcome outR(S) such that both Luis and Rita prefer li to rm . This
worsens his outcome and betters hers. We claim that this exchange of li for rm is
the only difference in outcomes for S and S′, so L(S′) < L(S), and R(S′) > R(S).

For example, suppose that S = L RL R RL RL , S′ = L R RL RL RL . Observe
that their associated partitions are the first two we illustrated in the example of
the previous section, so that the policy (and the associated partition of S′ covers
and dominates S. We have moved up one step in the word poset, from (3, 2, 2, 1)
partitioning 8, to (3, 3, 2, 1) partitioning 9.

Let Rita’s preference be given by π = 28741563. We illustrate the choice
procedure for S in Figure 1, left, with white circles denoting items Rita obtains and
black circles denoting Luis’s items.

Using choice sequence S′, Luis still takes 8 and Rita still takes 2. The third turn
is now Rita’s instead of Luis’s, and since they agree on the best item at that time,
Rita takes l2 = 7. On his second turn, Luis takes his l3 = 6. On Rita’s third turn,
she takes her r2 = 4. On Luis’s third turn, he could take his l4 = 3, but he now has
access to r3 = 5, so he takes that instead. Now since Rita cannot take her r3, she
takes r4 = 1 on her fourth turn. On Luis’s fourth turn, he also takes his l4 = 3; see
Figure 1, right.
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In general, if Rita takes li , it must follow that she prefers li to r j , her previous
choice using S. On each of her subsequent turns g, she will take her rg−1 if it is
available, or rg if it is not. Why?

If Luis has not yet taken any item rg, then on his turns he was taking items he
had previously chosen one turn later. In this case, on any of Rita’s turns after the
change, the items taken so far will consist of items Luis had previously chosen
prior to that turn, plus one item Luis had chosen later than her current turn, plus the
items Rita had previously taken, except for the item she previously took on the turn
before the current turn. Rita preferred that item to all remaining of Luis’s items
and all remaining of her own, and so she will take it.

In other words, Rita has basically delayed taking items she previously chose
because a better item is now available.

On turn k+ 1, since li is no longer available, Luis will either take li+1 or r j . On
each of his subsequent turns h, he will take his lh if it is available, or either lh+1

or rm , Rita’s next choice, if it is not.
On some turn t , Luis must take one of Rita’s items rm because, since Rita took li ,

she can no longer collect all n of the items r1, r2, . . . , rn she collected with choice
sequence S. Suppose that turn t is the earliest place this happens. At this point, the
items previously chosen constitute the same set as the items that had been chosen
at this point in the previous choice sequence; Luis has filled the delay in Rita’s
choices.

Thus the rest of each player’s choices will follow the same with S′ as with S, so
Luis’s and Rita’s outcomes using S′ will be identical to those for S, with the single
exception that Rita now gets li and Luis gets rm . Since Luis chose li over rm using
sequence S and Rita chose li over rm using S′, we know li is more valuable to both
Luis and Rita than rm . Therefore L(S′) < L(S) and R(S′) > R(S). �

The inequalities become strict for L tot and Rtot, since there will be at least one
strict difference, when Rita’s preference permutation is the identity.

Corollary 7. Let S and S′ be choice sequences as before, with S′ covering S. Then
L tot(S′) < L tot(S) and Rtot(S′) > Rtot(S), and hence Ladv(S′) < Ladv(S).

Proof. Since we know for any given permutation π that L(S′)≥ L(S) and R(S′)≤
R(S), it is clear that L tot(S′)≥ L tot(S) and Rtot(S′)≤ Rtot(S). For Rita’s preference
(2n, . . . , 1), the items will be chosen in reverse order. Exchanging sk and sk+1

exchanges items 2n− k+ 1 and 2n− k. Other choices will be the same for both
players. Hence R(S)+ 1 = R(S′) and L(S) = L(S′)+ 1, so L(S′) < L(S) and
R(S′)> R(S) for this preference. Thus L tot(S′)< L tot(S) and Rtot(S′)> Rtot(S). �

Clearly L L . . . R R has the highest advantage for Luis and R R . . . L L for Rita.
We now know that increasing rank for choice sequences improves Rita’s outcome
and has the opposite effect on Luis’s outcome. While it is not always the case that
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an incomparable sequence with higher rank has lower Ladv, or even L tot, we can
guarantee that this will happen in a limited case: consider any policy S and call
its inverse S−1 the sequence for which occurrences of L and R are reversed. For
example, if S = L L R RL R, then S−1

= R RL L RL . It is true that if S and S−1 are
sequences such that a series of L R→ RL moves from S can result in S−1, then any
sequence S′ constructed from S by some of the same moves will be fairer than S.

Theorem 8. Consider a policy S such that S−1 can be reached by a series of n
L R→ RL moves from S. Construct policy S′ by a series of m of the same moves,
with 0 < m < n, so that S′ is contained on a path between S and S−1. Then S′ is
necessarily fairer than S.

For example,

L L R RL R, LRLRL R, RLL RL R, RLRLL R, RRLL L R, R RL LRL

is such a sequence from a word to its inverse, where we have bolded the elements
moved. Our theorem says that any word within this sequence will be fairer than a
word on the ends of the sequence.

Proof. Recall Lemma 1: formally, Ladv(S) = Radv(S−1). Inverting the positions
of each player simply swaps their role in procedure, so the truth of this lemma is
straightforward.

We now have Ladv(S−1) = −Ladv(S). Since S−1 can be reached from S by a
series of L R→ RL moves, we know that Ladv(S−1) < Ladv(S). Since S′ can be
reached from S and S−1 can be reached from S′ by a series of such moves, it must
hold that Ladv(S−1) < Ladv(S′) < Ladv(S). Then since Ladv(S−1)=−Ladv(S), we
have |Ladv(S′)|< |Ladv(S)|, meaning S′ is a fairer policy. �

Because the two alternating sequences are the inversions of each other and can
be reached by exchanging every two positions, any sequence on the poset paths
between them will be fairer than either. Thus we have the following:

Corollary 9. Any choice sequence lying in the sequence poset strictly between
L RL R . . . L R and RL RL . . . RL is fairer than either of these.

We now know that a policy which covers another is better for Rita than the latter,
and as we would expect, this is generally the case for sequences of higher ranks
which are not comparable in the poset. (It does fail occasionally; that is, if λ is of
higher rank than σ but does not cover σ , it is possible for Rtot to be smaller, though
this is not usually the case. For example, this happens with L L R R RL (associated
partition (3, 3, 0)) and L R RL RL (associated partition (2, 2, 1)), and this is the
only such pair in the 3× 3 box.) What about policies of equal rank?
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We have much numerical evidence for an intriguing conjecture we were unable
to prove in full generality: that Ladv could be associated easily to the dominance
order among partitions in a rank.

Conjecture 10. Among choice sequences σi of the same rank, if S1 dominates S2,
then S1 has higher average advantage for Luis than S2.

This has been verified computationally for all ranks of all posets in boxes of
sizes up to 10×10, but not proven generally. We have, however, been able to prove
this for a restricted case:

Theorem 11. If two choice sequences in the Boolean set consist of a prefix α and
a suffix β connected by L R RL and RL L R respectively, i.e., σ1 = αL R RLβ and
σ2 = αRL L Rβ, then Luis’s advantage is strictly greater for σ2 than for σ1.

Thus, a partition in the Boolean set that dominates another by dominance moves
of adjacent, nonoverlapping pairs — in the partition, by moves of one square at a
time in the Ferrers board to the next part up in the partition — is better for Luis
than the latter. A major difficulty in initially establishing this theorem was that it
is not the case that Luis’s position always worsens going from the former to the
latter! Rather, even if Luis’s position betters, Rita’s does also, and by more.

Proof. The values expected to be obtained by each player as the policy progresses
through β do not change; denote these by B1 and B2 respectively. Say that β has
length r ; it is a straightforward application of Lemma 4 to obtain the expected
values of Luis and Rita before and after the change in the connecting word:

ūL(L R RLβ)= r + 4+ r+4
r+3

(r+3
r+2

(r + 1+ B1)
)

ūL(RL L Rβ)= r+5
r+4

(
2r + 5+ r+2

r+1
B1

)
ū R(L R RLβ)= r+5

r+4

(
2r + 5+ r+2

r+1
B2

)
ū R(RL L Rβ)= r + 4+ r+4

r+3

(r+3
r+2

(r + 1+ B2)
)

Observe that, given an expected value x that holds as one enters a segment α,
Lemma 4 gives that the expected value after exiting α will be some linear function
of x . This function will be different for players 1 and 2: say that Luis experiences
function Ax + B when passing through α, and Rita experiences Cx + D.

Thus we have(
ūL(αL R RLβ)− ū R(αL R RLβ)

)
−
(
ūL(αRL L Rβ)− ū R(αRL L Rβ)

)
= (A+C) r−2

(r+2)(r+4)
+ (AB1+C B2)

−4
(r+2)(r+4)(r+1)

.
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Multiplying through by (r + 4)(r + 2), we find that we wish to show that

AB1+C B2

A+C
> 1

4(r − 2)(r + 1).

This statement will be true if the stronger inequality holds:

AB1+C B2

A+C
≥

1
4r2.

Since we specified that the policy being studied was in the Boolean set, an L R RL
can only occur with an even number of places remaining, in which each player has
at least one choice in every two adjacent places, and so the minimum possible value
of either B1 or B2 is

1+ 3+ 5+ · · ·+
(
2
(1

2r
)
− 1

)
=
( 1

2r
)2
.

Thus, the ratio (AB1+C B2)/(A+C) would be reduced by taking the greater of
B1 and B2 and reducing it to the lesser, giving a ratio above the threshold required.
Hence, an adjacent dominance move L R RL→ RL L R on a choice sequence in
the Boolean set improves Luis’s advantage. �

We may observe that this theorem completely characterizes relative relations
within ranks in the Boolean set, since any two Boolean set choice sequences with the
same rank can be related by adjacent dominance moves. A more general conjecture,
which might make a useful intermediate step toward the full conjecture, would be
to establish Luis’s advantage improvement for dominance by exchange of exactly
one position at any distance, regardless of whether a partition was in the Boolean
set. This would cover policies S = αL RβRLγ and S′ = αRLβL Rγ . The method
of proof applied above appears to be insufficient to establish the full conjecture
without further insight. We remain interested in the question and invite interested
readers to attempt the proof.

Remark. We could certainly have shown Theorem 2 using Lemma 4, but this
would have given no information about the exchange made. A similar analysis here
shows that for a dominance move, Luis and Rita will either exchange two pairs
of items in two nonoverlapping intervals, or a single pair of items. The problem
with using this to prove the dominance theorem is that the single exchange may
leave Luis worse off. For instance, if Rita’s preference is 4312, then in L R RL Luis
receives 42, but in RL L R Luis receives 32. So unlike in our previous theorems,
there exist some cases in which Luis suffers the opposite of the general effect. Thus,
establishing the theorem by these methods would oblige us to estimate the relative
frequency of various sizes of exchange — a task we found to be quite difficult.
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3.1. Search strategies and heuristics. We can now make a reasonable suggestion
for a fair sequence. Due to Theorem 8, one would suspect that a policy near the
middle rank would be close to Ladv(S) = 0: one suggestion would be the policy
known as balanced alternation, or the Thue–Morse sequence, which is an initial
segment of

L R RL RL L R RL L R L R RL RL L R L R RL L R RL RL L R RL L R . . . .

This will certainly be fairer than either alternating sequence. By rank it lies
halfway between the two, and it is near midway between the two extremes of its
rank in dominance order, so by our theorems it would reasonably be expected to
have Ladv close to 0.

Ideally, if our only priority is finding the fairest possible choice sequence, we
would like to be able to take as input the length 2n of the item set and with a short
algorithm place Luis’s choices {`1, . . . , `n}. We are very far from achieving this,
but with the help of the above theorems we can reduce the work considerably from
examining all possible choice sequences.

(1) The poset of partitions in the box of size N has either 1 or 2 middle ranks,
depending on whether N is even or odd. Calculate Ladv for one such rank; the
higher, if N is odd.

(2) Move up one rank, ignoring choice sequences associated to partitions that
cover any that already have negative Ladv, and calculate again.

(3) Repeat until all Ladv are nonpositive or an Ladv = 0 is found.

(4) At this point, stop and select the choice sequence with lowest |Ladv|. This
sequence and its inverse will be the fairest choice sequences for 2n items.

If the dominance conjecture were completely true, then a binary search could be
run in each rank for the fairest sequence, reducing the work by a factor of log2 n; if
only a sequence in the Boolean set is desired, this can definitely be done.

4. Formulas for expected values

Recall that an outcome for Luis is a set of items he receives, and a path associated
to a given policy and Rita’s preference is the order in which items are taken by both
players, as labeled by Luis. Our first theorem in this section gives us a formula,
given a particular choice sequence and Luis’s outcome, for the number of paths
which yield this outcome, or equivalently, the number of possible sequences of
Luis-labeled items that Rita might take under the given conditions. It uses the
falling factorial notation

(x) j = x(x − 1) . . . (x − ( j − 1)).
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Theorem 12. The number of paths in which Luis has choice positions {`1, . . . , `n}

and takes values {v1, . . . , vn} is given by

(`1− 1)`1−1

( n∏
j=2

(` j + v j−1− 2n− 2)` j−` j−1−1

)
(vn − 1)2n−`n .

Proof. The problem reduces to a question of counting the number of ways to fill
each column and row exactly once, in a Ferrers board given by Luis’s choices.
Consider, for example, the case of length 2n= 10 in which Luis chooses at positions
{2, 5, 6, 8, 9} and takes values {9, 8, 5, 3, 2}:

10 ◦ � � � �
9 •

8 •

7 ◦ ◦ ◦ � �
6 ◦ ◦ ◦ � �
5 •

4 ◦ ◦ ◦ ◦ �
3 •

2 •

1 ◦ ◦ ◦ ◦ ◦

1 2 3 4 5 6 7 8 9 10

Here black circles represent Luis’s definite choices, white circles Rita’s possibili-
ties, and black squares places forbidden by Luis’s choices. Of course, Rita may not
choose an item later and higher-valued than a choice of Luis’s, else he would have
taken this item on an earlier turn in preference to one he selected. It is also easy
to observe that Rita must have chosen, say, item 10 at place 1 because Luis chose
item 9 at place 2, but our placement of circles is not that keen yet: we merely take
all rows and columns not occupied by a Luis choice which are not later and higher
than a Luis choice.

Thus, among rows and columns that Luis does not occupy, Rita can take any
collection of objects that includes exactly one item in each row and column in the
open positions left of and below Luis’s choices. Since she may have any preference
among the items so chosen, these may come in any order so long as they satisfy the
previous conditions.

Such a problem is referred to as counting full rook placements within the Ferrers
board of shape consisting of the spaces below and left of Luis’s choices, in the
columns and rows that they do not occupy. This is a standard counting problem, the
method for which may be found on page 74 of Stanley’s Enumerative Combinatorics,
Volume 1 [Stanley 1997]. We state here a theorem from that volume for reference:
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Theorem 13 [Stanley 1997, Theorem 2.4.1]. Let
∑m

k=0 rk xk be the rook polynomial
of the Ferrers board B of shape (b1, . . . , bm). Set si = bi − i + 1. Then

m∑
k=0

rk(x)m−k =

m∏
i=1

(x + si ).

The constant term of this polynomial,
∏

si , is precisely rm , the number of ways
to place m nonattacking rooks on the board. This is the number we desire.

Our Ferrers board has n parts b1 through bn . In order to use the formula of
[Stanley 1997], we name parts in ascending order of size, hence the reverse order
of their appearance in the choice sequence.

We observe that we have:

• `1− 1 parts of size 2n− n = n (2n values, n occupied),

• `2− `1− 1 parts of size v1− 1− (n− 1)= v1− n,

• `3− `2− 1 parts of size v2− 1− (n− 2)= v2− n+ 1,
...

• `n − `n−1− 1 parts of size vn−1− 1− (1)= vn−1− 2,

• 2n− `n parts of size vn − 1.

Thus among the si are 2n−`n values vn−1, vn−2, vn−3, . . . , vn−(2n−`n−1).
The product of these is the falling factorial (vn − 1)2n−`n .

The next si start with s2n−`n+1. The associated bi are all vn−1− 2, and there are
`n − `n−1 of them. The si thus produced are

vn−1− 2− (2n− `n + 1)+ 1= `n + vn−1− 2n− 2,

vn−1− 2− (2n− `n + 2)+ 1= `n + vn−1− 2n− 3,
...

vn−1− 2− (2n− `n + `n − `n−1− 1)+ 1= `n−1− vn−1− 2n.

The product of these si is the falling factorial (`n + vn−1− 2n− 2)`n−`n−1−1.
The other falling factorials in the product arise similarly. �

Rita may have multiple preferences that give rise to a particular path. For a
simple example, in the choice sequence L R, it does not matter whether Rita’s
preferences are 12 or 21; items will be taken in the sequence 2, 1. The number of
Rita preferences that give rise to any path is a constant that depends only on the
position of the choices in the sequence, and not on the specific path:

Theorem 14. Consider a choice sequence S where Luis’s choice positions are
{`1, . . . , `n}, and a specific path through S given by s = s1, s2, . . . , s2n . Then the
number of possible preference permutations for Rita resulting in path s through S is∏n

j=1(2n− ` j + 1).
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Proof. Take any S and any path s through S, and construct π by placing into it
the items as they occur in s. On each of Rita’s turns i , the item ri she selected
must always be placed in the leftmost available position in π since ri was her most
preferred item of those remaining. On each of Luis’s turns j , the item l j he chose
may be placed in any of the remaining positions in π since, regardless of its value
to Rita, she will not have a chance to take the item after Luis has already taken it.
The number of available positions on Luis’s turn j is equal to 2n− ` j + 1, where
` j refers to the position of Luis’s turn j in the original sequence S. Thus the total
number of permutations for a given path s through S is

∏n
j=1(2n− ` j + 1). �

Since the number of preference permutations associated with a given path through
a sequence S is dependent only on S, and thus is constant across all paths through S,
we can count outcomes by grouping them according to the resulting path.

Suppose Luis’s positions are (`1, . . . , `n). Take each possible Luis outcome, in
which his values (v1, . . . , vn) can range from a maximum of 2n+1− i for vi (Rita
took no higher-ranked items than his most-preferred) to a minimum of 2n+ 1− `i

(Rita always took Luis’s next-preferred item at her choices). To each outcome we
can calculate the number of paths and the number of Rita preferences that give
that path. We total Luis’s value and sum over all possible outcomes for this choice
sequence to get L tot.

Thus, combining Theorems 12 and 14, we have a formula for the total value of
Luis’s outcomes over the set of all Rita preferences, using a given choice sequence S:

L tot =

( n∏
j=1

2n− ` j + 1
) ∑

(v1,v2,...,vn)
min(2n+1−i,vi−1−1)≥vi≥2n+1−`i

(∑
vn

)

×(`1− 1)`1−1

( n∏
j=2

(` j + v j−1− 2n− 2)` j−` j−1−1

)
(vn − 1)2n−`n . (1)

Dividing by (2n)! gives Luis’s expected value.
A second approach to counting outcomes involves making a tree diagram for the

possible outcomes with the assumption that Rita’s choices are made randomly.
To do this, we let Rita’s preferences be arbitrary. Since all possible preferences

are considered equally likely, it is also the case that on any of her turns, Rita is
equally likely to take any one of the available items, and it is valid to imagine that
on each turn she chooses one item at random. Then we can represent the problem
using a tree, the nodes of which will contain all possible actions for a turn.

Theorem 15. The total number of Rita preferences that result in a particular
outcome {v1, . . . , vn} for Luis is (2n)! P , where 2n is the number of items and P ,
the probability that the outcome occurs, is equal to the number of paths giving a
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particular outcome for Luis divided by the total number of paths, or

(`1− 1)`1−1
(∏n

j=2(` j + v j−1− 2n− 2)` j−` j−1−1
)
(vn − 1)2n−`n∏n

i=1 2n− ri + 1
,

where ri is the position of Rita’s i-th turn in the overall sequence.

Proof. Considering the problem as a tree with Rita’s preferences unknown, we know
that on each of his turns, Luis will always take the highest-numbered item, and on
Rita’s turns, she will take any one of the remaining items with equal probability of
each. Thus none of Luis’s turns will generate additional branches, but on each of
Rita’s turns, a branch is necessary for each of the remaining items. The number
of the remaining items at Rita’s turn i is 2n− ri + 1. The total number of paths in
the tree is then the product of this value over all of her turns,

∏n
i=1(2n− ri + 1).

From Theorem 12, we know that the number of paths giving a particular outcome
is (`1− 1)`1−1

(∏n
j=2(` j + v j−1− 2n− 2)` j−` j−1−1

)
(vn − 1)2n−`n . Dividing them

gives P , the probability the outcome occurs.
Multiplying with P the total number of possible preferences for Rita, (2n)!,

yields the number of Rita preferences that result in a given outcome. �

5. Conjectures and open problems

There are a number of open questions that interested researchers from student to
faculty might be able to consider for this problem.

Data is often a good start. We begin with the collection of known, guaranteed
fairest choice sequences; see Table 1. We list sequences with the Luis-first version;
where this gives Luis a negative Ladv, the sequence is marked with an asterisk. If
the fairest known sequence is not one of those that lies between the alternating
sequences, the fairest of those in the Boolean set is given.

length fairest known fairest between alternating

2 L R
4 L R RL∗

6 L RL R RL
8 L L R R RL RL L R RL RL L R

10 L R RL L RL R RL
12 L L R R R RL L RL L R∗ L RL RL RL R RL RL∗

14 L L L R R R RL L R R RL L L R RL L R RL L RL R RL
16 L RL L L L R R R R R R RL L L L R RL RL RL RL RL L RL R∗

18 L L RL L R R R R RL RL RL L L R L R RL L R RL L R RL L RL R RL

Table 1. The collection of known and guaranteed fairest choice sequences.
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Let us pause for a few remarks on Table 1.
The fairest choice sequences seem to be rather generally not within the Boolean

set — instead, they seem to be close to L L . . . R R R R . . . L L , with half the L’s at
the front and back of the sequence. That seems quite surprising and counterintuitive.
After all, the simple alternating sequence L RL R . . . maximizes social welfare,
and balanced alternation L R RL RL L R . . . has good heuristic arguments for being
a relatively fair sequence. Both distribute L and R relatively evenly throughout
the sequence. A sequence that “chunks” the players significantly would be very
different from these.

Actually using such a choice sequence to divide items would severely strain the
assumptions that Luis’s and Rita’s preferences are independent, and that valuations
are linear: Luis would be collecting a quarter of the items before Rita gets a chance
to take any of her most preferred items. We assumed no correlation of preferences
and items valued in even intervals, but if there is any agreement between Luis and
Rita on a small subset of highly valuable items, Luis would be able to seize these
immediately. On the other hand, if there is agreement on a small subset of highly
undesirable items Luis would also be left with these, so perhaps the distribution
would work out. From a strictly mathematical viewpoint, however, it is certainly of
intrinsic interest to know if such a sequence is the “typical” fairest sequence.

As mentioned earlier, it is of interest to determine how dominance interacts
with other conditions studied in this area, such as the min-max and social welfare
conditions described in the introduction. From [Bouveret and Lang 2011] we have
a most interesting datum. Bouveret and Lang study policies under min-max (which
they refer to as egalitarian), i.e., the policy for which the worse-off player’s expected
value is highest. In [Bouveret and Lang 2011, Table 1], they list the optimal policies
for even lengths up to twelve items. The min-max optimal policy for an even
number of items in their listing turns out to be within the Boolean set. It is not
always the fairest, but rather, the following appears to be the case:

Conjecture 16. The fairest policy among those in the Boolean set is the min-max
optimal policy.

It is plausible that a policy where the disadvantaged player does well is a relatively
fair policy, and Bouveret and Lang establish that an alternating policy tends toward
egalitarian optimality as length grows, so there seems to be multiple pieces of
evidence that this conjecture is reasonable. It would be interesting if it turned out
to hold.

As a perhaps trivial but astonishing note, we find that for length 14, the fairest
choice sequence has Ladv exactly 0! Compare this to the alternating sequence,
which for length 14 has Ladv ≈ 3.95, or Luis being advantaged by more than half
the number of items each player takes.
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An interested investigator might be able to improve (1) by converting the falling
factorials into binomial coefficients, and repeatedly applying Abel-type summation
identities which sum shifts of binomials. The recurrence of Kalinowski, Narodytska
and Walsh is far more useful than this formula, but a closed form might reverse the
situation.

Finally, we recall our conjecture on dominance, which in its full generality
remains open and which we consider a most intriguing question regarding the
fairness condition:

Conjecture 10. Among choice sequences σi of the same rank, if σ1 dominates σ2,
then σ1 has higher average advantage for Luis than σ2.

Partial approaches might include extending the theorem to dominance moves
L R . . . R . . . RL→ RL . . . R . . . L R, with bounds on the difference in number of
L and R before and after the changing segment.
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In a graph, vertices that are more central are often placed at the intersection of
geodesics between other pairs of vertices. This model can be applied to orga-
nizational networks, where we assume the flow of information follows shortest
paths of communication and there is a required action (i.e., signature or approval)
by each person located on these paths. The number of actions a person must
perform is linked to both the topology of the network as well as their location
within it. The number of expected actions that a person must perform can be
quantified by betweenness centrality. The betweenness centrality of a vertex v is
the ratio of shortest paths between all other pairs of vertices u and w in which v
appears to the total number of shortest paths from u to w. We precisely compute
the betweenness centrality for vertices in several families of graphs motivated by
different organizational networks.

1. Introduction

In a graph, vertices with higher centrality are often placed at the intersection of
geodesics between other pairs of vertices. This model can be applied to organi-
zational and social networks, where we assume the flow of information follows
shortest paths of communication and there is a required action (i.e., signature or
approval) by each person located on these paths.

A simple organizational structure can be designed using a binary tree. An
example is shown in Figure 1.

We consider this structure where the CEO oversees a “left wing” and a “right
wing”. We first note the employees (E1, E2, E3, and E4) do not have to perform any
actions, as they are on the periphery. The CEO will have to perform actions on any
correspondence between people in different wings, for a total of 18 possible actions.
Vice presidents VP1 and VP2 will have to perform actions on the correspondence
between the two employees under them as well as correspondences between their two

MSC2010: 05C12, 05C82.
Keywords: betweenness centrality, shortest paths, distance.
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CEO

VP1 VP2

E1 E2 E3 E4

Figure 1. A binary tree organizational structure.

employees and anyone else in the company. This is a total of 2(1×1)+2(2×4)= 18
actions. Ironically, in this model, which would appear at first to distribute the work
according to rank, the VPs actually have to perform as many actions as the CEO.

We next consider a ternary tree model where each person (except for the employ-
ees) oversees three people; see Figure 2. This slight change puts the most amount
of work in the hands of the CEO. The CEO has to perform 96 actions, while each
of the VPs perform 60 actions, and again the employees are not responsible for any
actions.

The determination of the number actions is more complicated if the network
contains cycles, since there can be multiple shortest paths, which can be used with
equal probability. For our next example we will use the organizational network
shown in Figure 3.

Consider the number of actions that B must make. Person B acts on communica-
tion between persons A and D and D and A. However A and D could choose to
route their correspondence through person C rather than B. So B will only appear
on half of the four shortest paths between A and D and D and A. (We will consider
these paths to be equally likely to be followed.) Thus the total number of expected

CEO

VP1 VP2

E1 E2 E3 E4 E5 E6 E7 E9E8

VP3

Figure 2. A ternary tree model.
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A

B

C

D

Figure 3. A network with a cycle.

actions by person B is 2, which is the same, by symmetry, for persons A, C, and D.
This creates a balance of actions over every employee.

The expected number of actions can be quantified by betweenness centrality.
This concept was introduced in [Freeman 1977] in the context of social networks.
This concept has appeared frequently in both network and neuroscience literature
[Brandes et al. 2016; Bullmore and Sporns 2009; Freeman et al. 1991; Guye et al.
2010; Pandit et al. 2013; White and Borgatti 1994]. The betweenness centrality of
graphs was computed for various families of graphs including complete bipartite
graphs, Cartesian products, wheel graphs, cocktail party graphs, ladder graphs, and
cycles [Kumar and Balakrishnan 2016; Kumar et al. 2014].

In this paper, we determine the betweenness centrality for several other families
of graphs motivated by organizational networks.

We first give some background with some elementary results.

Definition 1. The betweenness centrality of a vertex v, denoted bc(v), measures the
frequency at which v appears on a shortest path between two other distinct vertices
x and y. Let σxy be the number of shortest paths between distinct vertices x and y,
and let σxy(v) be the number of shortest paths between x and y that contain v. Then

bc(v)=
∑
x,y

σxy(v)

σxy

(for all distinct vertices x and y).

In our first lemma, we restate an elementary result on the lower and upper bounds
of the betweenness centrality of a vertex. This was found by Gago et al. [2012] and
Grassi et al. [2009].

Lemma 2. For a given graph G with n vertices, 0≤ bc(v)≤ (n− 1)(n− 2) for all
vertices v in G. Furthermore these bounds are tight.
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It is clear that if a vertex has a betweenness centrality of zero, it means that the
vertex is likely to be less vital to the network than a vertex with a higher betweenness
centrality. Gago et al. [2012] and Grassi et al. [2009] provided a classification for
vertices to have a betweenness centrality of zero. We restate this as our next lemma.
We recall that the closed neighborhood of a vertex is the subgraph induced by a
vertex and its neighbors.

Lemma 3. Given a vertex v, we have bc(v)= 0 if and only if the closed neighbor-
hood of v forms a complete subgraph.

2. Betweenness centrality

We now investigate the betweenness centralities of vertices in several families of
graphs, including star-like graphs, k-ary trees, complete multipartite graphs, and
powers of paths and cycles. The following lemma can be implicitly found in [White
and Borgatti 1994].

Lemma 4. Let Pn be a path on vertices v1, v2, . . . , vn . Then bc(vi )=2(i−1)(n−i).

Next we investigate complete multipartite graphs, making a small extension of
known results for complete bipartite graphs [Kumar et al. 2014]. The complete
multipartite graph Kn1,n2,...,nt for t ≥2 is the graph where the vertex set is partitioned
into t partite sets V1, V2, . . . , Vt such that |Vi | = ni for each 1≤ i ≤ t and uv is an
edge if and only if u and v belong to different partite sets.

In an application with personnel, people are divided into different groups where
there are no direct connections among people in the same group, but there are direct
connections between each pair of people in different groups. We give an example
of a graph in Figure 4 where there are three vertices in one part, four in a second
part, and five in a third part. This graph is denoted by K3,4,5. The vertices with
the highest betweenness centrality will be in the part of size 3 (since there will be
the largest number of shortest paths routed through them) and the vertices with the

Figure 4. The complete multipartite graph K3,4,5. The lines indi-
cate that every vertex in one part is adjacent to every vertex in a
different part.
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lowest betweenness centrality will be in the part of size 5 (since they will have the
smallest number of shortest paths routed through them). We explore this problem
for the general class in our next lemma.

Lemma 5. Let G be the complete multipartite graph Kn1 ,n2 ,...,nt
where the vertices

in part i are vi,1, vi,2, . . . , vi,ni for all 1≤ i ≤ t . Then for all 1≤ j ≤ ni .

bc(vi, j )=

t∑
k=1,k 6=i

(nk
2

)∑t
r=1,r 6=k nr

Proof. We will compute bc(vi, j ). Consider the shortest paths between vertices vx,y

and vx,z . We first determine the total number of shortest paths that contain vi, j . Let
V1, V2, . . . , Vt represent the partite sets Kn1,n2,...,nt . To determine the total number
of shortest paths containing vi, j we count the number of pairs of distinct vertices in
each part Ak where k 6= i , and divide by the number of vertices in V (G)− Ai . �

2.1. Complete and balanced k-ary trees. In a complete and balanced binary trees,
there is a root vertex that is adjacent to exactly two other vertices. These vertices
then have two “children” vertices. Let k ≥ 2. A balanced k-ary with t levels will
have ki vertices at the i-th level for all 0 ≤ i ≤ t − 1. We generalize the class of
trees found in the Introduction to include k-ary trees. Here there is a root vertex that
has k neighbors and each of these k neighbors have k children. In balanced k-ary
trees with t levels there will be ki vertices at the i-th level for all 0≤ i ≤ t − 1.

We next determine the betweenness centrality of vertices in a k-ary tree.

Theorem 6. Let G be a complete and balanced k-ary tree with levels 0, 1, . . . , t−1.
Let vj be a vertex on level j . Then

bc(vj )=−
kt− j−1

− 1
(k− 1)2

(k− kt+1
− kt− j

+ kt− j−1
+ kt− j+1

− 1).

Proof. Consider a complete and balanced k-ary tree with levels 0, 1, . . . , t−1. This
tree will have 1+ k + k2

+ · · · + kt−1
= (kt

− 1)/(k − 1) vertices. We note that
vertices in the same level will have the same betweenness centrality, so we will use
vi to denote a vertex on level i . Note that vertex vj has k sets of (kt− j

−1)/(k−1)
vertices beneath it. The paths that pass through vj will either go between vertices
beneath vj in different subparts, or between any of these vertices and other vertices
in the graph besides vj . Hence

bc(vj )=
(kt−( j+1)

−1
k−1

)
(k− 1)

(kt−( j+1)
−1

k−1

)
+ k

(kt−( j+1)
−1

k−1

)(kt
−1

k−1
− k

(kt−( j+1)
−1

k−1

)
− 1
)

=−
kt− j−1

−1
(k−1)2

(k− kt+1
− kt− j

+ kt− j−1
+ kt− j+1

− 1). �
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v0,0 v1,1 v1,2

v2,1

v2,2

v3,1v3,2

v4,1

v4,2

Figure 5. A star-like graph.

2.2. Star-like graphs. As shown earlier, star graphs include vertices with the
highest and lowest possible betweenness centrality values. We next expand the
investigation to include graphs that are obtained by subdividing the edges of the
star graph K1,n−1. These graphs will have a “center” and “pendant spokes”. This
model appears in a organization where communication moves along different lines
that meet at a central processing person. This model is also found frequently in
airports where concourses (with multiple gates along them) intersect at a common
location. An example of a star-like graph is given in Figure 5.

It is clear that the center v0,0 has the highest betweenness centrality, and the
betweenness centrality of vertices will be less if they are located farther away from
the center. We address the general problem in our next theorem.

Theorem 7. Let G be a subdivided star graph with the center vertex v0,0. Let the
m paths pendant to the center have lengths s1, . . . , sm and let vl,k be the k-th vertex
from v0,0 on the l-th pendant path. Then

bc(v0,0)= 2
m∑

j=2

sj

j−1∑
i=1

si and bc(vl,k)= 2(sl − k)
(∑

i 6=l

si + k
)
.

Proof. The center vertex will lie on optimal paths between two vertices if and only
if the path connects vertices on different spokes. Thus it suffices to sum the number
of pairs of vertices between spokes. Vertices on a spoke will lie on an optimal path
if and only if the path is between a vertex further along the same spoke (sl − k
vertices) and a vertex closer to the center or on a different spoke yielding k+

∑
i 6=l si

vertices. Finally we double the product to account for paths in either direction. �

Theorem 8. Let G be a triangle graph with vertices v0,0, v1,0, and v2,0 and pendant
paths of lengths s0, s1, and s2 incident to the three vertices, respectively. If vl,k is
the k-th vertex on the l-th pendant path then

bc(vl,k)= 2(sl − k)
(

k+ 2+
∑
i 6=l

si

)
.
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Proof. The vertex vl,k will be on an optimal path if and only if the path is between a
vertex on the l-th pendant path further from the triangle (sl−k vertices) and a vertex
closer to the triangle or on a different pendant path, giving a total of k+2+

∑
i 6=l si

vertices. Finally, we double this product to account for both directions. �

2.3. Powers of cycles and paths. We next consider cycles that have “redundant”
connections. Consider a network of 20 people where there are direct links between
adjacent people and also links between people that are spaced two apart. We will
explore the betweenness centrality of this class of networks.

Recall that the k-th power of a graph G is denoted by Gk, which is defined as
follows: V (Gk) = V (G) and vivj ∈ E(Gk) if and only if the distance between
vi and vj in G is less than or equal to k. Next, we investigate the betweenness
centrality of vertices in powers of cycles.

Theorem 9. Let G =Cm
n with n> 2m+1 and let d = diam(Cm

n )=d(n−1)/(2m)e.
Then

bc(v)= (d − 1)
(
2
⌈ 1

2(n− 1)
⌉
− d

)
− (n− (n− 1))

(⌈1
2(n− 1)

⌉
− 1

)
= d −

⌈ 1
2 n− 1

2

⌉
− 2

⌈1
2 n− 1

2

⌉
+ 2d

⌈ 1
2 n− 1

2

⌉
− d2
+ 1.

Proof. Let G = Cm
n with n > 2m + 1. Let r ≡ −

⌈1
2(n − 1)

⌉
mod m such that

m > r ≥ 0. Then r = dm −
⌈1

2(n− 1)
⌉
. The maximum number of intermediate

vertices on any path is d − 1. Let Pl be the set of shortest paths of length l where
m+ 1≤ l ≤ d . The number of intermediate vertices in each shortest path is dl/me.
Let s be the number of internal vertices on a shortest path between two vertices
where 1 ≤ s ≤ d − 1. For each path with length l, where s = dl/me− 1 internal
vertices are placed at particular locations, there exist s pair(s) of vertices where
the path includes v. In the betweenness centrality this accounts for s terms equal
to 1/|Pl |. Since we can reverse any of these paths, this number is doubled. Then
counting all paths of length l, the betweenness centrality for v will be

2|Pl | ·
s
|Pl |
= 2s.

Summing over all values of l gives
d(n−1)/2e∑

l=m+1

2
(⌈ l

m

⌉
− 1

)
= (d − 1)

(
2
⌈1

2(n− 1)
⌉
− dm

)
when n is not divisible by m. When n is divisible by m there will be two paths
of the same distance between vertices that are diametrically opposite on the cycle.
Hence the final term in the summation must be divided by 2, which yields

(d − 1)
(
2
⌈1

2(n− 1)
⌉
− dm

)
−

(⌈⌈ 1
2(n− 1)

⌉
m

⌉
− 1

)
.
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The betweenness centrality values for the two cases can be combined into a
single function,

c(v)= (d−1)
(
2
⌈ 1

2(n−1)
⌉
−dm

)
−

(⌈ n
m

⌉
−

⌈n−1
m

⌉)(⌈⌈ 1
2(n− 1)

⌉
m

⌉
−1

)
. �

2.3.1. Powers of paths. The problem of determining the betweenness centrality of
vertices in a power of a path is considerably more difficult than powers of cycles.
In the case of cycles, all of the vertices have the same betweenness centrality, but in
a path the betweenness centrality of a vertex is dependent upon its location in the
path. The m-th power of a path Pn is denoted by Pm

n with vertices v1, v2, . . . , vn

and edges vivj whenever | j− i | ≤m. For simplicity, an edge that joins two vertices
where j − i = t will be referred to as a t-hop.

We first consider P2
n . We begin by defining a piecewise function, which will be

used in the subsequent lemma:

f (i, j, k)=



j−i+1
k−i+1

if k− i ≡ 1 mod 2 and j − i ≡ 1 mod 2,

k− j+1
k−i+1

if k− i ≡ 1 mod 2 and j − i ≡ 0 mod 2,

1 if k− i ≡ 0 mod 2 and j − i ≡ 0 mod 2,

0 if k− i ≡ 0 mod 2 and j − i ≡ 1 mod 2.

Lemma 10. If vj is a vertex of P2
n , then the between centrality of v1 and vn is zero

and if 1< j < n, then the betweenness centrality is

bc(vj )=
∑

1<i< j
j<k<n

f (i, j, k). (1)

Proof. We prove this proposition for the case where n is even. The case where
n is odd is similar. Clearly, bc(v1) = bc(vn) = 0. To calculate the betweenness
centrality of any fixed vj , where 1< j < n, we add all values given by the function
f (i, j, k) over all i and k, which gives (1).

For the first two cases in our piecewise function we note that since k− i is odd,
a shortest path between vi and vk must be composed of one 1-hop and k− i 2-hops.
In the first case we note that the 1-hop must be before the vertex vj is reached. Since
there are j− i+1 possible positions for the 1-hop, bc(vj )= ( j− i+1)/(k− i+1).
In the second case the 1-hop must be after the vertex vj is reached. Since there are
k− j+1 possible positions for the 1-hop, bc(vj )= (k− j+1)/(k− i+1). For the
third and fourth cases since k− i is even, any shortest path between vi and vk must
be composed of 2-hops. When k− j is even then all of these paths will contain vj

and when k− j is odd then none of these paths contain vj . �
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We extend this result for P3
n in our next lemma. We notice that there are 32

= 9
cases for this step. First we define the following piecewise function. Let

g(i, j, k)=



1 if k− i ≡ 0 mod 3 and j − i ≡ 0 mod 3,
(k− j + 2)(k− j + 5)
(k− i + 5)(k− i + 2)

if k− i ≡ 1 mod 3 and j − i ≡ 0 mod 3,

( j − i + 2)( j − i + 5)
(k− i + 5)(k− i + 2)

if k− i ≡ 1 mod 3 and j − i ≡ 1 mod 3,

2( j − i + 1)(k− j + 1)
(k− i + 5)(k− i + 2)

if k− i ≡ 1 mod 3 and j − i ≡ 2 mod 3,

k− j + 1
k− i + 1

if k− i ≡ 2 mod 3 and j − i ≡ 0 mod 3,

j − i + 1
k− i + 1

if k− i ≡ 2 mod 3 and j − i ≡ 2 mod 3,

0 otherwise.

Lemma 11. If vj is a vertex of P3
n , then the between centrality of v1 and vn is zero

and if 1< j < n, then
bc(vj )=

∑
1<i< j
j<k<n

g(i, j, k).

Proof. Clearly, bc(v1)= bc(vn)= 0. To calculate the betweenness centrality of any
fixed vj , where 1< j < n, we add all values given by the function f (i, j, k) over
all i and k to obtain

bc(vj )=
∑

1<i< j
j<k<n

f (i, j, k).

We consider a series of different cases.
When k − i ≡ 0 mod 3, the shortest path between vi and vk must consist of

3-hops. Hence these shortest paths will contain vj if and only if j − i ≡ 0 mod 3.
When k − i ≡ 2 mod 3 the shortest path between vi and vk must consist of a

single 2-hop and the rest 3-hops. If j − i ≡ 1 mod 3 then vj will never appear on a
shortest path between vi and vk . If j − i ≡ 0 mod 3 then there will only be 3-hops
between vi and vj and a single 2-hop and the rest 3-hops between vj and vk . There
are 1

3(k− j + 1) positions in which to place the 2-hop so that vj lies on a shortest
path between vi and vk . The total number of shortest paths between vi and vk is
1
3(k − i + 1). Hence the ratio is (k − j + 1)/(k − i + 1). The case where j − i
≡ 2 mod 3 is done similarly.

The case where k− i ≡ 1 mod 3 is more complicated as a shortest path between
vi and vk where k− i ≥ 4 can have two different forms. The first is a composition
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of a single 1-hop and the rest 3-hops. The second is a composition of two 2-hops
and the rest 3-hops. Hence from the 1

3(k− i + 2) positions we must either choose
a spot for the single 1-hop or choose two spaces for the two 2-hops. Hence the
denominator will be ( 1

3(k− i + 2)
2

)
+

1
3(k− i + 2).

Simplifying we obtain that( 1
3(k− i + 2)

2

)
+

1
3(k− pi + 2)= 1

18(k− i + 2)(k− i + 5).

When j − i ≡ 0 mod 3, we know vj will be on a shortest path between vi and vk if
and only if there are only 3 -hops between vi and vj . Hence the numerator will be

1
3(k− j + 2)+

(1
3(k− j + 2)

2

)
.

Simplifying we obtain that

1
3(k− j + 2)+

(1
3(k− j + 2)

2

)
=

1
18(k− j + 2)(k− j + 5).

The case where j − i ≡ 1 mod 3 is similar. When j − i ≡ 2 mod 3 then there will
be a single 2-hop and the rest 3-hops between vi and vj , and the same for between
vj and vk . Hence the numerator will be

(1
3( j − i + 1)

)(1
3(k− j + 1)

)
. �

We next investigate higher powers of paths and obtain a complete result for path
powers with diameter 2.

We first give an example that shows a connection to the triangular numbers.

Example. Let G = P7
15. We note that bc(vj )= bc(v16− j ).

Clearly bc(v1) = 0. We next compute bc(vj ) and consider all shortest paths
containing vj with the form vx − vj − vy , where 1≤ x < j < y ≤ 15. We note that
d(G)= 2.

bc(v2): We first note that any shortest path containing v2 must start with v1 and end
with v9.

Of the paths of length 2 that connect v1 and v9, there are seven possible interme-
diate vertices v2, v3, . . . , v8.

Since v2 is one of these seven possibilities, bc(v2)=
1
7 .

bc(v3): We first note that any shortest path containing v3 must have one of the
following three forms:

v1−v9: Of the shortest paths connecting v1 and v9, there are six possible intermediate
vertices v3, . . . , v8.
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v2 − v10: Of the shortest paths connecting v2 and v10, there are seven possible
intermediate vertices v3, . . . , v9.
v1− v10: Of the shortest paths connecting v1 and v10, there are seven possible

intermediate vertices v3, . . . , v9.
Hence bc(v3)= 2

( 1
7

)
+

1
6 =

19
42 .

bc(v4): We first note that any shortest path containing v4 must have one of the
following six forms:

v1− v9: Of the shortest paths connecting v1 and v9, there are five possible interme-
diate vertices v4, . . . , v8.

v2− v10: Of the shortest paths connecting v2 and v10, there are six possible inter-
mediate vertices v4, . . . , v9.

v3 − v11: Of the shortest paths connecting v3 and v11, there are seven possible
intermediate vertices v4, . . . , v10.

v1− v10: Of the shortest paths connecting v1 and v10, there are six possible inter-
mediate vertices v4, . . . , v9.

v2 − v11: Of the shortest paths connecting v2 and v11, there are seven possible
intermediate vertices v4, . . . , v10.

v1 − v11: Of the shortest paths connecting v1 and v11, there are seven possible
intermediate vertices v4, . . . , v10.

Hence bc(v4)= 3
( 1

7

)
+ 2

( 1
6

)
+

1
5 =

101
105 .

For the sake of brevity we note that this pattern continues with the following
observations.

bc(v5): Any shortest path containing v5 is one of 10 forms where d(vx , vy) are
8, 9, 10, or 11.

Hence bc(v5)= 4
( 1

7

)
+ 3

( 1
6

)
+ 2

(1
5

)
+

1
4 =

241
140 .

bc(v6): Any shortest path containing v6 is one of 15 forms where d(vx , vy) are
8, 9, 10, 11, or 12.

Hence bc(v6)= 5
( 1

7

)
+ 4

( 1
6

)
+ 3

(1
5

)
+ 2

( 1
4

)
+

1
3 =

197
70 .

bc(v7): Any shortest path containing v7 is one of 21 forms where d(vx , vy) are
8, 9, 10, 11, 12, or 13.

Hence bc(v7)= 6
( 1

7

)
+ 5

( 1
6

)
+ 4

(1
5

)
+ 3

( 1
4

)
+ 2

( 1
3

)
+

1
2 =

617
140 .

bc(v8): Any shortest path containing v8 is one of 28 forms where d(vx , vy) are
8, 9, 10, 11, 12, 13, or 14.

Hence bc(v8)= 7
( 1

7

)
+ 6

( 1
6

)
+ 5

(1
5

)
+ 4

( 1
4

)
+ 3

( 1
3

)
+ 2

( 1
2

)
+ 1= 7.

We note that the number of forms in each of these cases are triangular numbers.
This pattern holds in general for G = Pk

n , where n = 2k+ 1. We state this in our
next theorem.
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P7
15

{
0, 1

7 ,
19
42 ,

101
105 ,

241
140 ,

197
70 ,

617
140 , 7, 617

140 ,
197
70 ,

241
140 ,

101
105 ,

19
42 ,

1
7 , 0

}
P7

14

{
0, 1

7 ,
19
42 ,

101
105 ,

241
140 ,

197
70 ,

617
140 ,

617
140 ,

197
70 ,

241
140 ,

101
105 ,

19
42 ,

1
7 , 0

}
P7

13

{
0, 1

7 ,
19
42 ,

101
105 ,

241
140 ,

197
70 ,

197
70 ,

197
70 ,

241
140 ,

101
105 ,

19
42 ,

1
7 , 0

}
P7

12

{
0, 1

7 ,
19
42 ,

101
105 ,

241
140 ,

241
140 ,

241
140 ,

241
140 ,

101
105 ,

19
42 ,

1
7 , 0

}
P7

11

{
0, 1

7 ,
19
42 ,

101
105 ,

101
105 ,

101
105 ,

101
105 ,

19
42 ,

1
7 , 0

}
P7

10

{
0, 1

7 ,
19
42 ,

19
42 ,

19
42 ,

19
42 ,

19
42 ,

19
42 ,

1
7 , 0

}
P7

9

{
0, 1

7 ,
1
7 ,

1
7 ,

1
7 ,

1
7 ,

1
7 , 0

}
P7

8 {0, 0, 0, 0, 0, 0, 0}

Table 1. Path powers with diameter 2. Note the nested nature of
the prefixes ending with 0, 1

7 ,
19
42 ,

101
105 ,

241
140 ,

197
70 ,

617
140 , 7.

Theorem 12. Let G = Pk
n , where n = 2k+ 1. Then

bc(vj )=

j−1∑
i=1

j − i
k+ 1− i

, (2)

where 1≤ j ≤ k and bc(vj )= bc(vn+1− j ).

Proof. When calculating bc(vj ), we note that vj is contained in shortest paths
between vx and vy , where x < j < y ≤ n and y− x = k+ i , where 1≤ i ≤ j − 1.
This will account for j − i pairs where the difference between indices is k+ 1− i .

For each pair of vertices vx and vy where y− x = k+ i there will be j − i sets
of paths. Each of these paths will have k − i + 1 possible intermediaries. This
contributes ( j− i)/(k− i+1) to bc(vj ). Summing these terms for all 1≤ i ≤ j−1
will give the value of bc(vj ). Hence we have (2). �

Next we show how the previous theorem can be extended to cover all other path
powers of diameter 2. We begin with an example.

Example 13. Let G = P7
12. We first note that bc(vj )= bc(v13− j ).

For vj where 1≤ j ≤ 5, the betweenness centrality values are identical to those
in P7

15 and can be computed using the exact same method. However the pattern
used in the example with P7

15 cannot be extended for bc(v6) since vy ≤ 12. As a
result, the paths used in the computation of bc(v5) and bc(v6) are identical. Hence,
bc(v1)= 0; bc(v2)=

1
7 , bc(v3)=

19
42 , bc(v4)=

101
105 , and bc(v5)= bc(v6)=

241
140 .

We observe that the betweenness centrality values in path powers with diameter 2
have a nested pattern (see Table 1).

We formalize this property in our next theorem.
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Theorem 14. Let G = Pk
n , where n < 2k+ 1 and j < k. Then

bc(vj )=

j−1∑
i=1

j − i
k− i + 1

(3)

for all 2≤ j ≤ n− k and bc(vj )= bc(vn+1− j ). For Pk
n , the bc(vj ) are all equal for

all n− k ≤ j ≤
⌈ 1

2 n
⌉

.

Proof. When calculating bc(vj ), we note that vj is contained in shortest paths
between vx and vy where x < j < y ≤ n and y− x = k + i where 1 ≤ i ≤ j − 1.
This will account for j − i pairs where the difference between indices is k+ 1− i .

For each pair of vertices vx and vy where y − x = k + i (where k + i ≤ n),
there will be j − i sets of paths. Each of these paths will have k− i + 1 possible
intermediaries. This contributes ( j− i)/(k− i+1) to bc(vj ). Summing these terms
for all 1 ≤ i ≤ j − 1 will give the value of bc(vj ). Hence we have (3). For Pk

n ,
bc(vj ) is the same as in Pk

2k+1 for the first n− k terms. Then since there are the
same number of pairs of vertices vx and vy where y− x = k+ i (where k+ i ≤ n)
in Pk

n , the bc(vj ) are all the same for n− k ≤ j ≤
⌈1

2 n
⌉

. �

3. Conclusion

For path powers with larger diameter the problem becomes more complex. The
case of Pm

n involves m2 different cases, and as n increases the cases become more
complicated. Hence the problem for general powers of paths is more difficult. We
note that problem is tied to the number of integer partitions with a fixed upper
bound on the size of each part [Ratsaby 2008]. The objective is to minimize the
number of parts.

We pose the following problem.

Problem 15. Determine the betweenness centrality for all vertices in Pm
n .
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The length spectrum of
the sub-Riemannian three-sphere
David Klapheck and Michael VanValkenburgh

(Communicated by Kenneth S. Berenhaut)

We determine the lengths of all closed sub-Riemannian geodesics on the three-
sphere S3. Our methods are elementary and allow us to avoid using explicit
formulas for the sub-Riemannian geodesics.

1. Introduction

In the case of a compact Riemannian manifold (M, g) there is a relationship between
closed geodesics, representing paths of free classical particles in periodic motion,
and eigenfunctions of the Laplacian 1, representing periodic free quantum “waves”
(up to a phase factor). For this reason, the set of lengths of closed geodesics is called
the length spectrum, in analogy to the spectrum of the Laplacian. There are in fact
precise formulas relating lengths to eigenvalues; see for example the announcement
[Guillemin and Weinstein 1976] for a readable discussion with references.

So far there is no such formula relating lengths and eigenvalues in the case of a
compact sub-Riemannian (sR) manifold. We recall that an sR manifold is a manifold
with a specified linear subbundle H (the “horizontal bundle”) of its tangent bundle,
along with a Riemannian metric on H. Distances between points are then measured
using curves that are constrained to have tangent vectors in H (“horizontal curves”).
In fact, when H is the span of a set of bracket-generating vector fields, then the
Chow–Rashevskii theorem says that any two points are connected by a horizontal
curve, a result that even experts find surprising [Burago et al. 2001, p. 178]; thus
given any two points there is a shortest horizontal curve connecting them; it is
called an sR geodesic.

Sub-Riemannian geometry is of practical interest; for example, the problem of
parallel parking a car, or, even worse, a car with a trailer, is a problem in sR geometry
[Burago et al. 2001; Nelson 1967]. And there are further surprises from the purely
mathematical point of view, one being Montgomery’s proof of existence of singular
sR geodesics, singular in the sense that they do not satisfy the geodesic equations

MSC2010: 53C17.
Keywords: sub-Riemannian geometry.
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(Hamilton’s equations) [Montgomery 1994; 2002]. This and other relatively recent
results in sR geometry inspired renewed interest in the sub-Laplacian: the operator
naturally associated with the given (sub-)Riemannian metric on H.

In this paper, with the goal of understanding a single example, we compute
the sR length spectrum of the three-dimensional sphere S3 with its standard sR
structure; this is to be compared with the spectrum of the sub-Laplacian on S3,
known by Taylor [1986] and generalized to other connected, semisimple Lie groups
by Domokos [2015]. We expect that a general theory relating the sR length spectrum
to the spectrum of the sub-Laplacian would be amenable to the tools of microlocal
analysis, as in the Riemannian setting; [Colin de Verdière et al. 2016] gives hope
that this will be accomplished.

We focus on S3 with its standard sR structure because it is perhaps the simplest
compact manifold with an sR structure, and there are no singular sR geodesics
on S3; that is, all sR geodesics arise as projections of solutions of Hamilton’s
equations [Montgomery 2002]. Moreover, we wish to compare the sR setting to
the Riemannian setting, in which the spheres Sn are of fundamental importance, as
examples of manifolds all of whose geodesics are closed and have the same length
T ; in general this is equivalent to most of the spectrum of

√
−1 being concentrated

near an arithmetic progression (2π/T )k + β, k = 1, 2, . . . , for some constant β
[Duistermaat and Guillemin 1975]. As we will see, in the case of S3 not all sR
geodesics are closed, and not all have the same length:

Theorem. The set of lengths of the closed sR geodesics on S3 is

{2π
√

n : n ∈ N}.

Others have studied the sR geodesics on S3 [Calin et al. 2009; Chang et al.
2009; Hurtado and Rosales 2008] (see also the survey article [D’Angelo and Tyson
2010]), but we compute their lengths and differ from the previous work in that we
consistently use Hopf coordinates on S3 and avoid using explicit formulas for the
sR geodesics; we believe it clarifies the presentation to not use explicit formulas.

We introduce the sR structure and geodesic equations in Section 2 using Hopf
coordinates, and in Section 3 we categorize the qualitatively different types of
sR geodesics. In Section 4 we determine which sR geodesics are closed, and in
Section 5 we compute their lengths, resulting in the theorem above. Finally, in
Section 6 we compare the sR length spectrum to the previously known spectrum of
the sub-Laplacian.

Remark. During peer review, it was pointed out that the above result is contained
in [Chang et al. 2011] (see their Theorem 2). However, our proof is entirely new
and has the advantage of being elementary after the introduction of Hamilton’s
equations (2) in our chosen coordinate system.
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2. S3 in Euclidean and Hopf coordinates

First we consider S3 as a subset of R4:

S3
= {(x1, y1, x2, y2) ∈ R4

: x2
1 + y2

1 + x2
2 + y2

2 = 1}.

On S3 we have the orthonormal vector fields

V := −y1
∂

∂x1
+ x1

∂

∂y1
− y2

∂

∂x2
+ x2

∂

∂y2
,

E1 := −x2
∂

∂x1
+ y2

∂

∂y1
+ x1

∂

∂x2
− y1

∂

∂y2
,

E2 := −y2
∂

∂x1
− x2

∂

∂y1
+ y1

∂

∂x2
+ x1

∂

∂y2
,

which satisfy the Lie bracket relations

[V, E1] = −2E2, [E2, V ] = −2E1, [E1, E2] = −2V .

Thus H(S3)= span{E1, E2} is a bracket-generating tangent subbundle, and by the
Chow–Rashevskii theorem any two points on S3 are connected by an sR geodesic.

The orbits of the flow generated by V are the circles of the Hopf fibration [Cannas
da Silva 2008], so we find it convenient to use Hopf coordinates, see [Wikipedia
2015], on S3:

x1 = cos θ1 sin θ0, y1 = sin θ1 sin θ0,

x2 = cos θ2 cos θ0, y2 = sin θ2 cos θ0

for 0 < θ0 <
π
2 and 0 < θj < 2π , j = 1, 2. We picture the (θ0, θ1, θ2)-space as

“the Hopf cube”
(
0, π2

)
× (0, 2π)× (0, 2π). When we have occasion to exit the

Hopf cube, we simply return to the definition of Hopf coordinates to make the
correct interpretation:

(i) For the θ1- and θ2-coordinates the values 0 and 2π are identified.

(ii) When a point crosses the θ0 = 0 plane we have that θ0 changes direction
(“bounces”) and (θ1, θ2) is identified with (θ1+π, θ2).

(iii) When a point crosses the θ0 =
π
2 -plane we have that θ0 changes direction and

(θ1, θ2) is identified with (θ1, θ2+π).

The (round) Riemannian metric in Hopf coordinates is

ds2
= dθ2

0 + sin2θ0 dθ2
1 + cos2θ0 dθ2

2 , (1)

and the Laplacian is

1=
1

sin(2θ0)

∂

∂θ0
◦ sin(2θ0)

∂

∂θ0
+ csc2θ0

∂2

∂θ2
1
+ sec2θ0

∂2

∂θ2
2
.
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We now write the sR structure in Hopf coordinates. We can introduce r > 0, to
give coordinates to R4, allowing us to write the ∂/∂x j , ∂/∂yj in terms of the ∂/∂θj ,
∂/∂r . Then restricting to functions on S3 we get

∂

∂x1
= cos θ1 cos θ0

∂

∂θ0
− sin θ1 csc θ0

∂

∂θ1
,

∂

∂y1
= sin θ1 cos θ0

∂

∂θ0
+ cos θ1 csc θ0

∂

∂θ1
,

∂

∂x2
=− cos θ2 sin θ0

∂

∂θ0
− sin θ2 sec θ0

∂

∂θ2
,

∂

∂y2
=− sin θ2 sin θ0

∂

∂θ0
+ cos θ2 sec θ0

∂

∂θ2
.

Our vector fields are then

V = ∂

∂θ1
+

∂

∂θ2
,

E1 =− cos(θ1+ θ2)
∂

∂θ0
+ sin(θ1+ θ2) cot θ0

∂

∂θ1
− sin(θ1+ θ2) tan θ0

∂

∂θ2
,

E2 =− sin(θ1+ θ2)
∂

∂θ0
− cos(θ1+ θ2) cot θ0

∂

∂θ1
+ cos(θ1+ θ2) tan θ0

∂

∂θ2
.

The commutation relations hold, the same as before, and the vector fields are still
orthonormal (of course, with respect to the Riemannian metric in Hopf coordinates).

The sR metric, written in Hopf coordinates, is

S =

1 0 0
0 cos2θ0 sin2θ0 − cos2θ0 sin2θ0

0 − cos2θ0 sin2θ0 cos2θ0 sin2θ0

 .
Indeed it is easy to check that E1 and E2 are orthonormal with respect to S, and V
is in the kernel of S. Written as a two-tensor,

S = dθ0⊗ dθ0+ cos2θ0 sin2θ0 (dθ1− dθ2)⊗ (dθ1− dθ2).

The sR Laplacian, written in Hopf coordinates, is

1sR = E2
1 + E2

2 =
1

sin(2θ0)

∂

∂θ0
◦ sin(2θ0)

∂

∂θ0
+

(
cot θ0

∂

∂θ1
− tan θ0

∂

∂θ2

)2
.

We can consider the sR metric as being the limit of certain penalty metrics,
where the V -direction is penalized by a factor λ > 1. After simple linear algebra
(multiplying the V -direction by λ, multiplying the other directions by 1, and then
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applying the Riemannian metric), the λ-penalty metric is given by the matrix

Pλ =

1 0 0
0 (λ2

−1) sin4θ0+sin2θ0 (λ2
−1) cos2θ0 sin2θ0

0 (λ2
−1) cos2θ0 sin2θ0 (λ2

−1) cos4θ0+cos2θ0

 .
Indeed, one can check that in fact V, E1, and E2 are orthogonal with respect to
this metric, that E1 and E2 have length 1, and that V has length λ. We can easily
compute

det Pλ = λ2 cos2θ0 sin2θ0

and

P−1
λ =

1 0 0
0 cot2θ0+λ

−2 λ−2
−1

0 λ−2
−1 tan2θ0+λ

−2

 .
From this we find that the λ-penalty Laplacian on S3 is

1λ =
∂2

∂θ2
0
+ 2 cot(2θ0)

∂

∂θ0
+

(
cot θ0

∂

∂θ1
− tan θ0

∂

∂θ2

)2
+ λ−2

(
∂

∂θ1
+

∂

∂θ2

)2
.

That is,
1λ = E2

1 + E2
2 + λ

−2V 2,

as might have been expected.
Montgomery discovered an example in which geodesics with respect to the

λ-penalty metric converge (as λ→∞) to sR geodesics that do not solve the sR
geodesic equations, in contrast to the Riemannian setting; that is, Montgomery
[1994] discovered so-called singular geodesics. For the case of S3 (and more
generally, in the contact case), singular geodesics do not exist, so it suffices to study
the geodesic equations, or, equivalently, Hamilton’s equations [Montgomery 2002].

We denote the dual variable to θj by ξj . The sR Hamiltonian is then

H(θ, ξ)= 1
2ξ

2
0 +

1
2(cot θ0 ξ1− tan θ0 ξ2)

2.

Hamilton’s equations, giving the sR geodesics, are then, for j = 0, 1, 2,

θ̇j =
∂H
∂ξj

, ξ̇j =−
∂H
∂θj

.

Explicitly,

θ̇0 = ξ0, ξ̇0 = cot θ0 csc2θ0 ξ
2
1 − tan θ0 sec2θ0 ξ

2
2 ,

θ̇1 = cot2θ0 ξ1− ξ2, ξ̇1 = 0,

θ̇2 = tan2θ0 ξ2− ξ1, ξ̇2 = 0.

(2)
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One obvious advantage of using Hopf coordinates is that ξ1 and ξ2 are constant
along the flow; in addition, as always H is constant along the flow, so we already
have three conserved quantities. Also, these equations have a clear symmetry; for
example,

cot
( 1

2π − θ0
)

csc2( 1
2π − θ0

)
= tan θ0 sec2θ0.

The penalty Hamiltonian is

Hλ(θ, ξ)= H + 1
2λ2 (ξ1+ ξ2)

2

=
1
2ξ

2
0 +

1
2(cot θ0 ξ1− tan θ0 ξ2)

2
+

1
2λ2 (ξ1+ ξ2)

2.

(3)

The corresponding penalty Hamiltonian equations, giving the penalty geodesics,
are then

θ̇0 = ξ0, ξ̇0 = cot θ0 csc2θ0 ξ
2
1 − tan θ0 sec2θ0 ξ

2
2 ,

θ̇1 = cot2θ0 ξ1− ξ2+ λ
−2(ξ1+ ξ2), ξ̇1 = 0,

θ̇2 = tan2θ0 ξ2− ξ1+ λ
−2(ξ1+ ξ2), ξ̇2 = 0.

(4)

For the case of the Riemannian metric on S3, that is, the case λ= 1, the equations
simplify, and we get

θ̇1 = csc2θ0 ξ1, θ̇2 = sec2θ0 ξ2.

When λ= 1, the solutions of Hamilton’s equations are great circles on S3.

3. Categorizing sR geodesics

Our categorization of sR geodesics is based on a reduced problem. In Hamilton’s
equations (2), since ξ1 and ξ2 are constant along the flow, we can isolate the
equations

θ̇0 = ξ0, ξ̇0 = cot θ0 csc2θ0 ξ
2
1 − tan θ0 sec2θ0 ξ

2
2 ,

which are Hamilton’s equations for the sR Hamiltonian H considered as a function
of two variables

H(θ0, ξ0)=
1
2ξ

2
0 +

1
2(cot θ0 ξ1− tan θ0 ξ2)

2. (5)

Equation (5) can be viewed as a one-dimensional energy equation: it is of the form

energy= kinetic energy+ potential energy,

with potential function

U = 1
2(cot θ0 ξ1− tan θ0 ξ2)

2.

We now list the various disjoint cases:
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Figure 1. Case 1b (left) and Case 2 (right).

(1) A fixed point in the (θ0, ξ0) phase plane. From our original choice of coordinates
we may assume that θ0 ≡

π
4 , and then ξ 2

1 = ξ
2
2 .

(a) ξ1 = ξ2. (This is precisely the case when H = 0.) Then from Hamilton’s
equations θ0, θ1, and θ2 are constant; this gives a degenerate sR geodesic of
length 0.

(b) ξ1 =−ξ2 6= 0. Hamilton’s equations then say that the speed on the Hopf cube
is
√

2 |ξ1− ξ2|, and the length of the (simple) closed curve on the Hopf cube
is
√

2 2π , so the period is 2π/|ξ1− ξ2|. On S3 the speed is |ξ1− ξ2|, so the
length of this closed sR geodesic is 2π . See Figure 1.

We categorize the remaining cases in terms of the potential function U.

(2) The “free” case U ≡ 0. This happens precisely when ξ1 = ξ2 = 0. (We have
already dispensed with the case when θ0 is constant.) By Hamilton’s equations,
θ̇1, θ̇2, and ξ̇0 are also identically zero, while θ̇0 = ξ0. That is, we have a point
with speed |ξ0| moving purely in the θ0-direction; the length of this (simple) closed
geodesic is 2π . (It is both a geodesic and an sR geodesic.) See Figure 1.

(3) ξ1 6= 0 and ξ2 6= 0. Then U is a potential well with a single nondegenerate
minimum occurring when tan4θ0 = ξ

2
1 /ξ

2
2 . Typical potential functions are shown

in Figure 2 for ξ1 and ξ2 with the same and opposite signs.
Since in this case θ0 is not constant, its period is

period(θ0)= 2
∫ b

a

dθ0
√

2(H −U )
= 2

∫ b

a

dθ0√
2H − (cot θ0 ξ1− tan θ0 ξ2)2

.

Here a and b are the “turning points,” where the kinetic energy is zero.
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Figure 2. Potential functions with ξ1 = 0.1, ξ2 = 0.2 (left) and
ξ1 = 0.1, ξ2 =−0.2 (right).

Fortunately it is possible to evaluate this integral using freshman calculus. Sub-
stituting

x = cos2θ0, 0< θ0 <
π
2 ,

we get

period(θ0)=

∫ cos2 a

cos2 b

dx√
[−2H − (ξ1+ ξ2)

2
]x2
+ 2(H + ξ1ξ2+ ξ

2
2 )x − ξ

2
2

.

The limits of integration are exactly the points where the denominator vanishes
(where the velocity is zero), and we recall that the Hamiltonian for Riemannian
geodesics is H1 = H + 1

2(ξ1+ ξ2)
2 (the case λ= 1), so we have

period(θ0)=
1
√

2H1

∫ cos2 a

cos2 b

dx√
(cos2a− x)(x − cos2b)

.

This is an integral known to be solvable by elementary functions. Following [Woods
1934, p. 366],1 we make the substitution defined by

z2
+ 1=

cos2a− cos2b
x − cos2b

and finally get the answer

period(θ0)=

√
2

H1

∫
∞

0

dz
z2+ 1

=
π
√

2H1
.

For future reference, we note that this is one-half the period of the (Riemannian)
geodesic flow; after all, the speed of the geodesic flow is

√
2H1, and we know the

length of each geodesic, a great circle on S3, to be 2π . (See Section 4.)
Examples are pictured in Figure 3, where ξ1 and ξ2 have the same and opposite

signs.

1This is the book mentioned in [Feynman 1985] as giving him valuable tricks for integration.
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Figure 3. Case 3 when ξ1 and ξ2 have the same sign (left) and
opposite signs (right).

(4) It remains to check the exceptional cases when {ξ1 = 0 and ξ2 6= 0} and when
{ξ1 6= 0 and ξ2 = 0}. For example, when ξ1 = 0 the potential function is

U = 1
2 tan2θ0 ξ

2
2 , 0< θ0 <

π
2 .

The force induced by this potential causes the point to exit the Hopf cube through
the θ0 = 0 plane; rather we interpret it as bouncing off the plane, returning to the
Hopf cube but with θ1 shifted by π . (See Section 2.) With reasoning as in the
previous case, we find that again period(θ0)= π/

√
2H1. The case when ξ1 6= 0 and

ξ2 = 0 follows by renaming the variables θ0↔
π
2 − θ0 and ξ1↔ ξ2. In Figure 4 we
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Figure 4. Case 4 with 0< ξ1� ξ2 (left) and 0< ξ2� ξ1 (right).
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have the cases when 0< ξ1� ξ2 and 0< ξ2� ξ1, which illustrate how exiting the
Hopf cube and re-entering after a π -shift appears as a limiting case.

Finally, we note that all sR geodesics are simple curves; that is, they do not self-
intersect except trivially for closed curves. In Cases 1 and 2 above it is obvious. In
Cases 3 and 4 we only need to wait until ξ0 is zero, corresponding to the θ0-particle
having zero kinetic energy in the potential well U. When (θ0, θ1, θ2) returns to that
value, clearly ξ0 is zero again, ξ1, ξ2 are the same as always, and the θ̇j and ξ̇j return
to their values; thus the curve only self-intersects in the case of a closed curve, at
the end of a period.

4. Determining which sR geodesics are closed

In this section we identify the closed sR geodesics on S3; we only need to consider
Cases 3 and 4, and we may assume that the initial value of ξ0 is zero. (See the
comment at the end of Section 3.) Hurtado and Rosales [2008] found a necessary
and sufficient condition in terms of geodesic curvature (see also [D’Angelo and
Tyson 2010]):

Theorem [Hurtado and Rosales 2008]. Let γ : R→ S3 be a complete sR geodesic
of curvature λ. Then γ is a closed curve diffeomorphic to a circle if and only if
λ/
√

1+ λ2 is a rational number. Otherwise γ is diffeomorphic to R and is dense in
some group translate of a Clifford torus.

Their proof relies on closed-form expressions of the sR geodesics. Here we give
a condition which does not rely on closed-form expressions.

From the λ-penalty Hamilton’s equations (4), we see that the sR Hamiltonian
vector field for the Hamiltonian H is the difference of the Hamiltonian vector
fields for the Hamiltonians H1 and HV =

1
2(ξ1+ ξ2)

2. Moreover, the vector fields
Lie-commute (it is easy to see that the Poisson bracket of H1 and HV is zero), so
the Hamiltonian flows for H1 and HV commute. We can thus consider the H -flow
as an H1-flow followed by an HV -flow.

The Hamiltonian for the Riemannian geodesics may be written as

H1(θ, ξ)=
1
2ξ

2
0 +

1
2(csc2θ0 ξ

2
1 + sec2θ0 ξ

2
2 ),

(the penalty Hamiltonian (3) with λ= 1), so the first of Hamilton’s equations, giving
the velocities, are then

θ̇0 = ξ0, θ̇1 = csc2θ0 ξ1, θ̇2 = sec2θ0 ξ2.

We see that the speed, measured using the Riemannian metric (1), is
√

2H1, which
is constant. Moreover, the length of the Riemannian geodesic is 2π , being a great
circle, so that the period of the closed orbit is 2π/

√
2H1 = 2× period(θ0).
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On the other hand, the Hamiltonian HV has Hamiltonian equations

θ̇1 = ξ1+ ξ2, θ̇2 = ξ1+ ξ2, ξ̇1 = ξ̇2 = 0.

Thus the speed (with respect to the Euclidean metric on the Hopf cube) is
√

2|ξ1+ξ2|.
The length of the orbit (a circle fiber of the Hopf fibration) is

√
2 ·2π , so the period

of the HV -flow is 2π/|ξ1+ ξ2|. (It might seem strange that we find the speed and
length with respect to the Euclidean metric on the Hopf cube, but the Euclidean
metric is sufficient to compute the period of the HV -flow.)

For a combination of an H1-flow and an HV -flow to result in a closed curve,
we need the H1-flow to return θ0 to its original value (since the HV -flow has
no ∂/∂θ0 component). Thus the time elapsed must be an integer multiple of
period(θ0) = π/

√
2H1. If the integer is odd, the H1-flow takes the point to its

antipodal point, and we would need a half-period of the HV -flow to return to the
starting point. If the integer is even, the H1-flow takes the point back to itself, and
we could only allow full periods of the HV -flow. To summarize, a necessary and
sufficient condition for a closed sR geodesic is

time elapsed= p×
π

|ξ1+ ξ2|
= q ×

π
√

2H1
,

where p, q ∈ {1, 2, 3, . . .} are either both odd or both even. In particular,

p
q
=
|ξ1+ ξ2|
√

2H1
=

√
1−

H
H1
∈Q∩ (0, 1), (6)

The quantity p/q is conserved along the flow and is positively homogeneous of
degree zero in the ξ -variables. The condition (6) is also sufficient to have a closed
sR geodesic. If it holds, then we have

H - period= p×
π

|ξ1+ ξ2|
= q ×

π
√

2H1

for the least such integers 0< p < q that are either both odd or both even.
When plotting sR geodesics in Cases 3 and 4, we can fix any r ∈Q∩ (0, 1) and

rewrite the closure condition (6) as

ξ 2
0 =

(ξ1+ ξ2)
2

r2 − csc2θ0 ξ
2
1 − sec2θ0 ξ

2
2 .

We can always find initial conditions satisfying this. Indeed, in Case 3 we can
take any nonzero ξ1 and ξ2 and then take θ0 to maximize the right-hand side:
tan2θ0 = |ξ1/ξ2|. If ξ1 and ξ2 have the same sign, the right-hand side is always
positive. If ξ1 and ξ2 have opposite signs, we need∣∣∣∣ξ1+ ξ2

ξ1− ξ2

∣∣∣∣> r,
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Figure 5. An example with r = 1
5 .

which is only valid for certain ξ1 and ξ2. Case 4 is similar. Then we can solve
for ξ0, use those numbers as the initial conditions in Hamilton’s equations, and then
plot the closed sR geodesic. Taking, for example, r = 1

5 , ξ1 = 0.6, and ξ2 = 0.7 we
get the sR geodesic in Figure 5.

5. The sR length spectrum

To calculate the lengths of the closed sR geodesics we again only need to consider
Cases 3 and 4 (the cases where θ0 oscillates). We found in the previous section
that an sR geodesic is closed when the period of the H1-flow and the period of the
HV -flow are commensurable. Then we have

period of H -flow= p×
π

|ξ1+ ξ2|
= q ×

π
√

2H1
(7)

for the least such integers 0< p < q where p, q are either both odd or both even.
Since we know the speed of the sR geodesic is a constant

√
2H , we have that the

length is

length= period×speed=
πq
√

2H1
×
√

2H = πq

√
H
H1
= π

√
q2
− p2 (8)

for the least integers 0 < p < q satisfying (7) where p, q are either both odd or
both even.

We have another formulation of length that explains the repeating patterns seen
in the figures. We know that the distance traveled in one θ0-period is

period(θ0)× speed= π

√
H
H1
.
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Figure 6. A Riemannian geodesic in Hopf coordinates.

Thus the length of a closed sR geodesic is

length= π × (number of θ0-oscillations)×

√
H
H1
.

Comparing with (8), we find that

number of θ0-oscillations= q.

Moreover, we see from Hamilton’s equations that the curve segments traced out
by θ0-oscillations are congruent to each other. A similar argument shows that Rie-
mannian geodesics in Hopf coordinates consist of two θ0-oscillations, as illustrated
in Figure 6.

To summarize, we have found that if an sR geodesic is closed then the initial
conditions must satisfy √

1−
H
H1
=
|ξ1+ ξ2|
√

2H1
∈Q∩ (0, 1)

and that the length of the closed sR geodesic is

length= π
√

q2− p2

for the least integers 0 < p < q satisfying (7) where p, q are either both odd or
both even.

In fact, every such number is attained as a length; we simply follow the procedure:

(i) Choose any p/q ∈Q∩ (0, 1), with gcd(p, q)= 1.

(ii) As seen at the end of Section 4, we can choose initial conditions so that

p
q
=

√
1−

H
H1
=
|ξ1+ ξ2|
√

2H1
.
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Thus
p×

π

|ξ1+ ξ2|
= q ×

π
√

2H1
.

(iii) If p and q are both odd, then the sR geodesic with those initial conditions has
length π

√
q2− p2. If one of {p, q} is odd and the other is even, the sR geodesic

with those initial conditions has length 2π
√

q2− p2.

Thus the length spectrum consists of 2π and the numbers

π
√

q2− p2,

where 0< p < q are odd integers with gcd(p, q)= 1, and

2π
√

q2− p2,

where 0< p < q are integers, one odd and the other even, with gcd(p, q)= 1.
We now give an alternative characterization of these numbers. It is simpler to

work with squares of lengths divided by π2. Then we wish to characterize the set S
of numbers consisting of 4 and

ε(q2
− p2),

where 0< p < q are integers with gcd(p, q)= 1 and

ε =

{
1 if p and q are both odd,
4 if one of p, q is odd and the other is even.

In the ε = 1 case we take the examples p= 2k−1 and q = 2k+1, k ∈N, to get

q2
− p2

= 4(2k), k ∈ N.

In the ε = 4 case, we take the examples p = k and q = k+ 1, k ∈ N, to get

4(q2
− p2)= 4(2k+ 1), k ∈ N.

This shows that 4N⊂ S. Now suppose that n ∈ S and 4 - n. Then clearly n can only
be in the ε = 1 case, so there would be odd integers 0< p < q with gcd(p, q)= 1
such that n = q2

− p2. This is easily seen to be impossible. Thus in fact 4N= S.
We note that if n ∈ S and 8 | n, then n cannot be in the ε = 4 case, and that if

n ∈ S and n = 4(2k+ 1), k ∈ N, then n cannot be in the ε = 1 case. Both of these
statements easily follow from parity arguments.

Converting back to the language of lengths, we find that the set of lengths of the
closed sR geodesics is

{2π
√

n : n ∈ N}.

By the previous paragraph, odd n correspond to “full periods” of the HV -flow and
geodesic flow (the ε = 4 case), and even n correspond to “half periods” of both the
HV -flow and geodesic flow (the ε = 1 case).
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6. The spectrum of the sub-Laplacian

The sub-Laplacian −1sR has a compact resolvent, and hence has a pure discrete
spectrum 0 < λ1 ≤ λ2 ≤ · · · ≤ λn ≤ · · · , with λn → +∞ as n → +∞, and a
complete orthonormal set of eigenfunctions. (See, for example, the recent paper
[Colin de Verdière et al. 2016].) In fact, in the case of S3, the eigenfunctions of
the sub-Laplacian are the same as the eigenfunctions of the Laplacian. We recall
that 1λ = E2

1 + E2
2 + λ

−2V 2 is the λ-penalty Laplacian, with λ = 1 giving the
Riemannian Laplacian on the sphere 1S3 , and λ=∞ giving the sub-Laplacian on
the sphere. In Hopf coordinates we have

1sR = E2
1 + E2

2 =
1

sin(2θ0)

∂

∂θ0
◦ sin(2θ0)

∂

∂θ0
+

(
cot θ0

∂

∂θ1
− tan θ0

∂

∂θ2

)2
.

It is easy to see that V = ∂/∂θ1+∂/∂θ2 commutes with 1sR; hence 1sR commutes
with 1S3 . Thus 1sR and 1S3 have a common complete orthonormal set of eigen-
functions [Dirac 1947; von Neumann 1955]; the eigenfunctions of 1sR are simply
the spherical harmonics.

Particularly noteworthy is (x1 + iy1)
k
= sinkθ0 eikθ1 . It is a “Gaussian beam”:

a family of eigenfunctions of both 1S3 and 1sR that concentrates along a great
circle. Zelditch [2016, pp. 185–186] singles out this example in the Riemannian
setting. It would be interesting to see if it is possible to construct, localized to each
sR geodesic, a quasimode or Gaussian beam in the spirit of [Ralston 1976; 1977].

Taylor [1986] used the Peter–Weyl theorem to find the eigenvalues of 1sR;
Domokos [2015] generalized, using subelliptic Peter–Weyl and Plancherel theorems
on compact, connected, semisimple Lie groups. To summarize, the eigenvalues of
−1S3 are m(m+2) for m ∈ {0, 1, 2, . . .}, and the eigenvalues of −1sR are (for the
same m; the operators have the same complete orthonormal set of eigenfunctions)

4mj − 4 j2
+ 2m, j ∈ {0, 1, 2, . . . ,m}.

For reference, the eigenvalues of the λ-penalty Laplacian

−1λ =−1sR− λ
−2V 2

are

(1− λ−2)4 j (m− j)+m(2+ λ−2m),

for m ∈ {0, 1, 2, . . .} and j ∈ {0, 1, 2, . . . ,m}.
At this point we will not conjecture a general formula relating the sR length spec-

trum of a bracket-generating compact sR manifold (which for S3 is {2π
√

n : n ∈N})
to the set of eigenvalues of the sub-Laplacian counted with or without multiplicities
(which for S3 is {2m : m = 0, 1, 2, . . .}).
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Statistics for fixed points of the self-power map
Matthew Friedrichsen and Joshua Holden

(Communicated by Anant Godbole)

The map x 7→ x x modulo p is related to a variation of the ElGamal digital
signature scheme in a similar way as the discrete exponentiation map, but it has
received much less study. We explore the number of fixed points of this map by a
statistical analysis of experimental data. In particular, the number of fixed points
can in many cases be modeled by a binomial distribution. We discuss the many
cases where this has been successful, and also the cases where a good model may
not yet have been found.

1. Introduction and motivation

The security of the ElGamal digital signature scheme against selective forgery relies
on the difficulty of solving the congruence gH(m)

≡ yrr s (mod p) for r and s, given
m, g, y, and p but not knowing the discrete logarithm of y modulo p to the base g.
(We assume for the moment the security of the hash function H(m).) Similarly, the
security of a certain variation of this scheme given in, e.g., [Menezes et al. 1997,
Note 11.71] relies on the difficulty of solving

gH(m)
≡ ysr r (mod p). (1)

It is generally expected that the best way to solve either of these congruences is to
calculate the discrete logarithm of y, but this is not known to be true. In particular,
another possible option would be to choose s arbitrarily and solve the relevant
equation for r . In the case of (1), this boils down to solving equations of the form
x x
≡ c (mod p). We will refer to these equations as “self-power equations”, and

we will call the map x 7→ x x modulo p the “self-power map”. This map has been
studied in various forms in [Anghel 2013; 2016; Balog et al. 2011; Cilleruelo and
Garaev 2016a; 2016b; Crocker 1966; 1969; Somer 1981; Holden 2002a; 2002b;
Holden and Moree 2006; Friedrichsen et al. 2010; Holden and Robinson 2012;

MSC2010: primary 11Y99; secondary 11-04, 11T71, 94A60, 11A07, 11D99.
Keywords: self-power map, exponential equation, ElGamal digital signatures, fixed point, random

map, number theory.
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Kurlberg et al. 2015]. In this work we will investigate experimentally the number
of fixed points of the map, i.e., solutions to

x x
≡ x (mod p) (2)

between 1 and p− 1. In particular, we would like to know whether the distribution
across various primes behaves as we would expect if the self-power map were
a “random map”. We do this by creating a model in which values of a map are
assumed to occur uniformly randomly except as forced by the structure of the
self-power map. We can then predict the distribution of the number of fixed points
of this random map and compare it statistically to the actual self-power map. If
there is “nonrandom” structure in the self-power map, it may be possible to exploit
that structure to break the signature scheme mentioned above or others like it.

In this paper, we will give a general heuristic (based on Heuristic 1 below) for
the number of fixed points of the self-power map and show that for most cases it
appears to accurately predict the behavior of the map. The outlying cases mostly
appear to involve elements with order d that are relatively small or large compared
to p. We will first show that the number of fixed points for elements with orders
1, 2, p− 1, and (p− 1)/2 can be predicted exactly. For other small orders which
largely don’t follow the general heuristic, we specifically look at the orders 3, 4,
and 6 and give a separate model for them. For large orders, we make predictions
for the orders (p− 1)/3 and (p− 1)/4.

Some theoretical work has also been done on bounding the possible number of
fixed points of the self-power map. If we denote the number of solutions to (2)
which fall between 1 and p− 1 by F(p), then we have:

Theorem 1.1 [Cilleruelo and Garaev 2016b, Corollary 2]. For some absolute con-
stant c > 0,

F(p)≤ p1/3−c+o(1)

as p→∞.

Remark 1. The corollary in [Cilleruelo and Garaev 2016b] is more general and
puts a bound on the number of solutions for x f (x)

≡ 1 (mod p) for any nonconstant
polynomial in Z[x] without multiple roots in C.

Remark 2. In the related case of solutions to x x
≡ 1 (mod p), [Cilleruelo and

Garaev 2016a] shows that the exponent can be taken to be 27
82 + o(1) and that is

likely also the case here.

As far as a lower bound, every p has at least x = 1 as a solution to (2), and at
least some primes have only this solution. However, while [Kurlberg et al. 2015;
Felix and Kurlberg 2017] give good reason to believe that there are infinitely many
such primes, they also prove that these primes are fairly rare:
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Theorem 1.2 [Felix and Kurlberg 2017, Corollary 1.2]. Let π(N ) be the number
of primes less than or equal to N as usual. Let A(N ) denote the set of primes less
than or equal to N such that F(p)= 1. Then

#A(N )≤
π(N )

(ln ln ln N )1−1/e+o(1)

as N →∞.

2. Models and experimental results

Heuristics and normality. Theorem 1.1 gives us a range in which the number of
fixed points F(p) can lie, but does not say anything about the distribution of the
values within that range. As described above, our goal is to create a random model
for the self-power map much like was done for the discrete exponential map in
[Holden 2002a; 2002b; Holden and Moree 2006]. Our first attempt assumed that
F(p) was normally distributed around the predicted value

∑
d | (p−1) φ(d)/d . (The

normality assumption had been successfully used for the discrete exponential map in,
e.g., [Cloutier and Holden 2010]; see also [Holden and Lindle 2008]. Furthermore,
it appeared to be justified by the central limit theorem, given the number of primes
we were intending to test.)

In order to calculate the variance of F(p), we use the following heuristic, which
is related to those in [Holden and Moree 2006, Section 6], and can also be derived
from the assumptions in [Kurlberg et al. 2015, Section 4.1].

Heuristic 1. The map x 7→ x x mod p is a random map in the sense that for all p,
if x, y are chosen uniformly at random from {1, . . . , p− 1} with ordpx = d , then

Pr[x x
≡ y (mod p)] ≈

{
1/d if ordp y | d,
0 otherwise.

As some justification, one can use the methods of [Holden and Robinson 2012,
Corollary 6.2] to prove the following lemma. This shows that the heuristic holds
exactly over the range 1≤ x ≤ (p− 1)p rather than 1≤ x ≤ p− 1:

Lemma 2.1. For all p, given fixed d | (p−1) and fixed y ∈ {1, . . . , (p−1)p}, p - y,
such that ordp y | d , we have

#
{

x ∈ {1, . . . , (p− 1)p} : p -x, x x
≡ y (mod p), ordpx = d

}
= (p− 1)

φ(d)
d
.

Similar methods are used in [Holden et al. 2016] to prove the following theorem:

Theorem 2.2 [Holden et al. 2016, Corollary 4]. Let G(p) be the number of solutions
to (2) with 1≤ x ≤ (p− 1)p and p -x. Then

G(p)= (p− 1)
∑

n | (p−1)

φ(n)
n
.
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For more on the self-power map over the range 1≤ x ≤ (p− 1)p, see [Somer
1981, Theorem 1; Holden and Robinson 2012, Sections 6 and 7; Holden et al. 2016].

As far as using Heuristic 1, note that it implies that the “experiment” of testing
whether x is a fixed point behaves as a Bernoulli trial. Let Fd(p) be the number of
solutions to (2) with 1≤ x ≤ p− 1 and ordpx = d . Assuming independence of the
Bernoulli trials (which is not completely accurate, as we shall see), Fd(p) is dis-
tributed as a binomial random variable with φ(d) trials and success probability 1/d .
(We denote by φ(d) the Euler φ function and it occurs here because it gives the
number of elements with order d when d | (p− 1).)

This distribution has mean φ(d)/d, as expected, and variance φ(d)(d − 1)/d2.
Summing over d | (p− 1) gives the predicted mean and variance of F(p).

We tested the hypothesis that F(p) was normal with this mean and variance by
collecting data for 16,405 primes from 100,003 to 299,993 and 10,314 primes from
1,000,003 to 1,142,971. The number of fixed points for each prime was determined
using C code originally written by Cloutier [Cloutier and Holden 2010] and modified
by Lindle [2008], Hoffman [2009], and Friedrichsen, Larson, and McDowell in
[Friedrichsen et al. 2010]. Postprocessing was done using a Python script written
by the first author. This data set combined a preliminary set of data from code
run on servers maintained by the Rose-Hulman Computer Science & Software
Engineering and Mathematics Departments and data from code run on the Tufts High
Performance Computing Cluster. The code took a few hours of computational time,
with about a day postprocessing work to fully put together the data sets. The postpro-
cessing was the limiting factor in the number of primes we could feasibly work with.

Once the values of F(p) were collected, they were normalized to a z-statistic by
subtracting the predicted mean and dividing by the predicted standard deviation
(square root of the variance). The z-statistics were grouped separately for the
six-digit and seven-digit primes and tested to see if they conformed to the expected
standard normal distribution. As you can see in Figures 1 and 2, the distributions
appear to be roughly normal to the naked eye, and the standard deviations are close
to 1 as expected. The means are a little higher than the expected 0, and there are
a few bars which seem significantly off, but these features could be attributed to
certain known properties which appear below in Theorem 2.3.

More troubling is the lack of normality revealed by probability plots in Figures 3
and 4. Perfectly normal distributions would lie along the diagonal lines in these
figures, and Ryan–Joiner tests confirm that it is very unlikely that F(p) is obeying
a normal distribution for these primes. In fact there appear to be more primes in
the “tails” than expected, that is, a larger than expected number of primes with
significantly more or fewer fixed points than expected. Felix and Kurlberg [2017,
Section 1.2] studied the same phenomena with two data sets comprised of seven-
digit and ten-digit primes, respectively. They also broke up each data set into
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Figure 1. Histogram of z-statistics for six-digit primes.
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Figure 2. Histogram of z-statistics for seven-digit primes.

different subgroups based on the number of unique prime divisors of p− 1. Their
analysis matches ours, including a deviation from the binomial model at the tails.

Binomial distribution and goodness of fit. Some modification of the code by the
first author allowed us to collect the values of Fd(p) for the same primes as above,
in order to see if particular orders were behaving less “randomly” than others. We
excluded certain orders where Fd(p) is known to behave predictably:

Theorem 2.3. (1) F1(p)= 1 for all p.

(2) F2(p)= 0 for all p.

(3) Fp−1(p)= 0 for all p.

(4) F(p−1)/2(p)=


0 if p ≡ 3 or 5 (mod 8),

or if p ≡ 1 or 7 (mod 8) and ordp2 6= (p− 1)/2;
1 if p ≡ 1 or 7 (mod 8) and ordp2= (p− 1)/2.
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Figure 3. Probability plot of z-statistics for six-digit primes.
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Figure 4. Probability plot of z-statistics for seven-digit primes.

To prove this we use the following lemmas:

Lemma 2.4 [Friedrichsen et al. 2010, Proposition 7]. Let p be prime. The number
x is a solution to (2) if and only if x ≡ 1 (mod ordpx).

Corollary 2.5. Let d | (p − 1). The solutions to (2) of order d are exactly the
elements of P = {1, d + 1, 2d + 1, . . . , p− d} which have order d.

Proof of Theorem 2.3. Parts (1) and (2) are clear from the definition. Part (3)
is Proposition 6 of [Friedrichsen et al. 2010]. If x is a fixed point such that
ordpx = (p− 1)/2, then Corollary 2.5 implies x = (p+ 1)/2. Then Proposition 2
of [Friedrichsen et al. 2010] tells us x is a fixed point if and only if 2 is a quadratic
residue modulo p, which is if and only if p ≡ 1 or 7 (mod 8). Combining this with
the fact that ordp(p+ 1)/2= ordp2 gives part (4). �

Remark 3. Note that the behavior of fixed points in safe primes, that is, primes
where (p−1)/2 is also prime, is completely explained by Theorem 2.3. Safe primes
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are important for discrete logarithm-based algorithms because the group (Z/pZ)×

will have a subgroup with large prime order. Specifically, it will have a subgroup
with order (p− 1)/2.

We collected values of Fd(p) for each prime and each value of d | (p− 1) other
than d = 1, 2, p− 1, and (p− 1)/2. We then attempted to normalize this data, but
the resulting z-statistics turned out to be too highly clustered and did not resemble
normal data. We therefore decided to do a chi-squared goodness-of-fit test on the
data. We used the formula for the mass function of a binomial distribution to predict:

Prediction 1. Pr[Fd(p)= k] =
(
φ(d)

k

)(1
d

)k(d−1
d

)φ(d)−k
.

We chose to use the categories k = 0, k = 1, k = 2, and k > 2 for our test in
order to make sure the categories with large k did not get too small. We summed
the predictions over p and d for each of the categories and compared them with the
observed numbers of p and d which fell into each category. An initial test using
only the primes between 100,003 and 102,677 gave a chi-squared statistic of 4.66
and a statistical p-value of 0.198.1 Using the common cutoff of 0.05 for statistical
significance of p-values, we do not see statistical evidence that our predictions are
incorrect. However, using the full set of primes between 100,003 and 299,993 gave
a much larger chi-squared statistic of 491.14 and a p-value of less than 10−100.

We hypothesized that not all values of p and d fit the predictions equally well. We
tested this by sorting in various ways the values of Fd(p) collected for p between
100,003 and 102,667, and d | (p− 1) other than d = 1, 2, p− 1, and (p− 1)/2.
After each sort, we calculated the chi-squared statistics and p-values for a sliding
window of 100 values, with predictions and observations calculated as above. (The
size of the window was chosen in order to make sure there were enough data points
in the window for the chi-squared test to be valid.)

The strongest evidence of a pattern was seen when the data was sorted by value
of d . This was confirmed for the full range of primes between 100,003 and 299,993,
as can be seen in Figure 5. For data randomly generated according to the relevant
binomial distributions, p-values should be evenly distributed between 0 and 1.
When p-values are biased towards 0 it indicates statistically significant divergence
from the predicted distributions. In other words, dots on the same (approximate)
horizontal line should be evenly distributed between the left- and right-hand sides
of the graph. (Note that the value of d used to place the dot on the plot is the largest
value of d in the window of 100 pairs, so some dots would more accurately “belong”
to more than one line.) Horizontal lines where the dots are clustered towards the
left-hand side indicate statistically significant divergence.

1We will use the term “p-value” in this paper when referring to the statistical concept in order to
distinguish it from use of p to indicate a prime.
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Figure 5. Logarithmic plot showing p-values of the sliding-window
goodness-of-fit test, data sorted by order, for six-digit primes.

As you can see, the strongest divergence from the predictions occurs with partic-
ularly small and particularly large values of d . (Since the value of d used to place
the dot on the plot is the largest value in the window, the effect for small d is even
larger than it appears in the plot.) We therefore looked for theoretical explanations
of these effects. We observed two significant properties that affected whether or
not a given order d followed the formula in Prediction 1. The first is the size of
φ(d) and the second is the size of the set P = {1, d + 1, 2d + 1, . . . , p− d}. On
the smaller end of the spectrum, the size of φ(d) is the most influential. On the
larger end, the size of the set P is the most influential. In the next section, we will
discuss specific examples of both small and large orders.

3. Small and large orders

Small orders. For d = 3 we observed that while F3(p)= 2 should occur roughly
one-ninth of the time according to Prediction 1, it never occurred at all in our
data. A similar but less striking effect was observed for d = 4, while for d = 6 it
was F6(p) = 1 which was never observed, despite Prediction 1 saying it should
happen over one-quarter of the time. It turns out that there is a significant lack of
independence in the fixed points for these orders, as we were able to show.

Theorem 3.1. (1) F3(p)= 0 or F3(p)= 1 for all p such that 3 | (p− 1).

(2) F4(p)= 0 or F4(p)= 1 for all p such that 4 | (p− 1).

(3) F6(p)= 0 or F6(p)= 2 for all p such that 6 | (p− 1).
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Proof. If 3 | (p− 1), then by Lemma 2.4 the fixed points of order 3 are exactly the
elements congruent to 1 modulo 3. In this case there are two elements of order 3, and
a direct computation shows that if x is one of them, then p−1−x is the other. Thus
the elements of order 3 add up to p−1≡ 0 (mod 3). So at most one of the elements
of order 3 can be a fixed point, proving part (1). Part (2) is similar except that the
elements of order 4 add up to p≡ 1 (mod 4). In part (3) the elements of order 6 add
up to p+ 1≡ 2 (mod 6) so if one is a fixed point then the other must be also. �

The following lemma says that the elements of a given order f are approximately
uniformly distributed across the residue classes modulo any given r .

Lemma 3.2. Let a, r , and f be positive integers such that 0≤ a < r ≤ p− 1 and
f | (p− 1). Let

Q=
{

a, r + a, 2r + a, . . . ,
⌊

p− 1− a
r

⌋
r + a

}
.

Let Q′ = {x ∈Q : ordp(x)= f }. Then∣∣∣∣#Q′− φ( f )
r

∣∣∣∣≤ 1+ τ( f )
√

p(1+ ln p),

where τ( f ) is the number of divisors of f .

Proof. The proof is the same as the proof of equation (7) from [Cobeli and Zaharescu
1999] with the order equal to f instead of p− 1. �

In particular, we would expect the elements of order d to be equally likely to be
of any residue class modulo d. Since Theorem 3.1 shows that the fixed points of
orders d = 3 and d = 4 are entirely determined by their residue classes modulo d,
this leads us to predict:

Prediction 2. (1) Pr[F3(p)= 0] = 1
3 and Pr[F3(p)= 1] = 2

3 .

(2) Pr[F4(p)= 0] = 1
2 and Pr[F4(p)= 1] = 1

2 .

(3) Pr[F6(p)= 0] = 5
6 and Pr[F6(p)= 2] = 1

6 .

This is in fact what we observe in the data, as shown in Figure 6. This figure
shows the number of primes such that d | (p−1) for d = 3, 4, and 6, the number of
primes for each d with Fd(p)= 0, 1, and 2, and the p-value given by a chi-squared
test against the distribution predicted above. We do not see statistical evidence that
our predictions are incorrect.

Remark 4. Not all small orders seem to exhibit this lack of independence in a
statistically significant way. For example, d = 5 fits the distribution of the original
model with p = 0.90 and d = 7 fits with p = 0.48. However, d = 8, d = 12,
and d = 18 do not appear to fit the original model. For d = 8 and d = 12 the
four elements of order d come in pairs which each have a dependence similar to
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Figure 6. Predicted (P) and observed (O) numbers of primes for
fixed points of orders 3, 4, and 6 in six-digit primes.

that for order 4, but we have not worked out the exact model. Other values of d
which are multiples of 4 also have dependent pairs but the effect is apparently not
large enough to be detected in our data. For d = 9 and d = 18 the six elements of
order d come in two sets of three which each add up to 0 modulo p, producing a
dependence pattern related to the ones for orders 3 and 6. We have not worked out
the exact model, and it is not clear why the results are statistically significant for
d = 18 but not d = 9. It may be due to chance.

Large orders. We also observed significant deviation from our predictions in the
case of large orders. Recall that part (4) of Theorem 2.3 used Proposition 2
of [Friedrichsen et al. 2010] to prove that there was at most one fixed point of
order (p−1)/2. In fact, that proposition also showed that the fixed point exists if and
only if 2 is a quadratic residue modulo p. Similarly, if 3 | (p−1) then Corollary 2.5
shows that there are at most two fixed points of order (p− 1)/3, namely (p+ 2)/3
and (2p+1)/3. Using methods similar to the above we can show that these residue
classes will be fixed points when they are cubic residues modulo p.

Proposition 3.3. Let p be a prime number equivalent to 1 modulo 3. The residue
class (p+ 2)/3 is a fixed point if and only if it is a cubic residue modulo p, and
similarly for (2p+ 1)/3.

Proof. Note that since 1≤ x ≤ p− 1, (2) is equivalent to

x x−1
≡ 1 (mod p). (3)

Then (p+ 2)/3 is a fixed point if and only(
p+ 2

3

)(p−1)/3

≡ 1 (mod p),

which by Euler’s criterion is equivalent to (p+ 2)/3 being a cubic residue.
Similarly, if (2p+ 1)/3 is a fixed point then(

2p+ 1
3

)(2p−2)/3

≡ 1 (mod p).
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But then (
2p+ 1

3

)(p−1)/3

≡

(
2p+ 1

3

)(4p−4)/3

≡ 1 (mod p)

also, where the first equivalence is just Fermat’s little theorem. So Euler’s criterion
is satisfied again. Conversely, if(

2p+ 1
3

)(p−1)/3

≡ 1 (mod p)

then certainly (
2p+ 1

3

)(2p−2)/3

≡ 1 (mod p)

so (2p+ 1)/3 is a fixed point. �

More simplifications show that (2p + 1)/3 ≡ 3−1 (mod p) and (p + 2)/3 ≡
2(3−1) (mod p) so (2p+1)/3 will be a cubic residue whenever 3 is a cubic residue,
and both (p+ 2)/3 and (2p+ 1)/3 will be cubic residues when both 2 and 3 are
cubic residues. These same methods can be used to show that all numbers of the
form (m(p− 1)/k)+1 where 1≤m < k will be fixed points in the self-power map
when the number is a k-th residue.

This is not quite enough to investigate F(p−1)/3(p) since not all cubic residues
have order equal to (p−1)/3. We thus estimate the probability that a given element
of {(p+2)/3, (2p+1)/3} has order equal to exactly (p−1)/3. Lemma 3.2 suggests
that elements of order d occur in P in approximately the same proportion that they
occur in the whole range 1 ≤ x ≤ p− 1, namely φ(d)/(p− 1). (A more precise
statement on the frequency of p such that kd + 1 has order d would appear to
require some variation on Artin’s primitive root conjecture.)

We again use a binomial distribution to predict:

Prediction 3. (1) Pr[F(p−1)/3(p)= 0] =
(

1−
φ((p− 1)/3)

p− 1

)2

.

(2) Pr[F(p−1)/3(p)= 1] = 2
(
φ((p− 1)/3)

p− 1

)(
1−

φ((p− 1)/3)
p− 1

)
.

(3) Pr[F(p−1)/3(p)= 2] =
(
φ((p− 1)/3)

p− 1

)2

.

If 4 | (p− 1), Corollary 2.5 shows that there are at most three fixed points of
order (p− 1)/4, namely (p+ 3)/4, (p+ 1)/2, and (3p+ 1)/4. However, it turns
out that they cannot all be fixed points at the same time.

Theorem 3.4. Let p be a prime number equivalent to 1 modulo 4:

(1) If p ≡ 1 (mod 8) and p ≡ 1 (mod 3), then F(p−1)/4(p)≤ 2.
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(2) If p ≡ 1 (mod 8) and p ≡ 2 (mod 3), then F(p−1)/4(p)≤ 1.

(3) If p ≡ 5 (mod 8) and p ≡ 1 (mod 3), then F(p−1)/4(p)≤ 1.

(4) If p ≡ 5 (mod 8) and p ≡ 2 (mod 3), then F(p−1)/4(p)= 0.

Proof. Suppose p ≡ 1 (mod 8). Since (p+ 1)/2≡ 2−1 (mod p) and (3p+ 1)/4≡
4−1 (mod p), these two can only be both fixed points of order (p−1)/4 if ordp2=
ordp4= (p−1)/4. But we know 8 | (p−1), so if ordp2= (p−1)/4 then ordp4=
(p− 1)/8. On the other hand, if p ≡ 5 (mod 8), then we know ordp2 -(p− 1)/2
so neither ordp2 nor ordp4 can be (p − 1)/4. Now, suppose p ≡ 2 (mod 3).
Then (p + 3)/4 can only be a fixed point if it is a quartic residue. We know
(p+ 3)/4= 3(4−1) and 4−1 is a quadratic residue, but 3 is not a quadratic residue.
So, (p+ 3)/4 cannot be quartic since it is not quadratic. �

To make predictions on the probabilities of each number of fixed points, we
again use a binomial distribution. If p ≡ 1 (mod 8), we keep in mind that the
orders of (p+ 1)/2 and (3p+ 1)/4 are dependent so we can treat them together.
If p ≡ 1 (mod 3) also, we know that (p+ 3)/4 might be a fixed point, which is
independent of the behavior of (p+ 1)/2 and (3p+ 1)/4:

Prediction 4. Assume p ≡ 1 (mod 8) and p ≡ 1 (mod 3); i.e., p ≡ 1 (mod 24):

(1) Pr[F(p−1)/4(p)= 0] =
(

1−
2φ((p− 1)/4)

p− 1

)(
1−

3φ((p− 1)/4)
(p− 1)/2

)
.

(2) Pr[F(p−1)/4(p)= 1] =(
2φ((p−1)/4)

p−1

)(
1−

3φ((p−1)/4)
(p−1)/2

)
+

(
1−

2φ((p−1)/4)
p−1

)(
3φ((p−1)/4)
(p−1)/2

)
.

(3) Pr[F(p−1)/4(p)= 2] =
(

2φ((p− 1)/4)
p− 1

)(
3φ((p− 1)/4)
(p− 1)/2

)
.

Assume p ≡ 1 (mod 8) and p ≡ 2 (mod 3); i.e., p ≡ 17 (mod 24):

(1) Pr[F(p−1)/4(p)= 0] =
(

1−
3φ((p− 1)/4)
(p− 1)/2

)
.

(2) Pr[F(p−1)/4(p)= 1] =
(

3φ((p− 1)/4)
(p− 1)/2

)
.

If p ≡ 5 (mod 8), then we simply have:

Prediction 5. Assume p ≡ 5 (mod 8) and p ≡ 1 (mod 3); i.e, p ≡ 13 (mod 24):

(1) Pr[F(p−1)/4(p)= 0] =
(

1−
2φ((p− 1)/4)

p− 1

)
.

(2) Pr[F(p−1)/4(p)= 1] =
(

2φ((p− 1)/4)
p− 1

)
.
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Figure 7. Predicted (P) and observed (O) numbers of primes for
fixed points of order (p− 1)/3 in six-digit primes.
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Figure 8. Predicted (P) and observed (O) numbers of primes for
fixed points of order (p− 1)/4 in six-digit primes.

Assume p ≡ 5 (mod 8) and p ≡ 2 (mod 3); i.e., p ≡ 5 (mod 24):

(1) Pr[F(p−1)/4(p)= 0] = 1.

Chi-squared tests on the observed data from six-digit primes against the distribu-
tions predicted for orders (p−1)/3 and (p−1)/4 do not show significant deviation,
as shown in Figures 7 and 8.

4. Conclusion and future work

In practice, it would certainly be possible for a user of the variant ElGamal digital
signature scheme to simply make sure p is a safe prime, or alternatively arrange
for r to always be a primitive root. In this way one could avoid the issue of fixed
points altogether. However, we feel that it is very likely that a better understanding
of the self-power map will help us better understand the security of this and other
similar schemes.

We have given some bounds on the number of fixed points of the self-power map
and attempted to predict the distribution of the fixed points using a binomial model
whose mean is related to these proven bounds. When the order of x is moderate, this
binomial model is a good predictor according to the data we collected. When the
order of x is small, in particular when it is 3, 4, or 6, the independence assumption
of the binomial model is violated in a significant way. However, we were able to
find another model which appears to successfully predict the distribution.
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Figure 9. Logarithmic plot showing p-values of the sliding-window
goodness-of-fit test, data sorted by co-order, for six-digit primes.

When the order of x is (p− 1)/3 or (p− 1)/4, we once again have a significant
deviation from our first binomial model. However, a closer look at the set of
possible fixed points in each case leads to another binomial model which appears
to be successful. Some orders in the range (p − 1)/5 to (p − 1)/9 also appear
to be showing significant deviation from the original model, as can be seen more
clearly in Figure 9. In addition, the sliding-window chi-squared test shows evidence
of likely divergence from the predictions in the neighborhood of (p− 1)/16 and
possibly other orders between (p−1)/20 and (p−1)/50. It is not clear yet whether
all of these are true problems with the model, or just “random” consequences of
the particular primes that we picked. Further investigation of these orders would
appear to be the first item to be considered in future work.

Another very important item of future work would be to consider two-cycles,
namely solutions to the equations

hh
≡ a (mod p) and aa

≡ h (mod p), (4)

or more generally k-cycles. Some data has been collected for these larger cy-
cles but the binomial distribution has not yet been calculated or checked. The
paper [Friedrichsen et al. 2010] also examined other graph-theoretic statistics of
the functional graphs created by the self-power map, especially the number of
components. This was also found to obey a nonnormal distribution and one could
explore how that distribution is related to the one found here for fixed points.
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Analytical solution of
a one-dimensional thermistor problem

with Robin boundary condition
Volodymyr Hrynkiv and Alice Turchaninova

(Communicated by Suzanne Lenhart)

A one-dimensional nonlinear heat conduction equation of steady-state Joule
heating in the presence of an electric field in a metal with temperature-dependent
conductivities is considered. A technique developed by Young (1986) is adapted
and used to derive an analytical solution for the problem with a Robin boundary
condition.

1. Introduction

A thermal resistor, or thermistor, is a type of resistor with a highly temperature-
dependent electrical conductivity. Thermistors are used as temperature-control
elements in a range of equipment, such as spacecraft and air conditioning units,
and have applications in the medical field, meteorology, and the chemical industry
[Ng 1995; Macklen 1979]. The thermistor problem has been a source of significant
mathematical interest and research but, due to the nonlinear nature of the problem,
this research has been largely concerned with numerical solutions or existence
proofs for a solution [Antontsev and Chipot 1994; Fowler et al. 1992; Howison
et al. 1993; Shi et al. 1993; Sidi Ammi and Torres 2008; Xu 2004a; 2004b; Zhou
and Westbrook 1997], rather than analytical solutions. In this paper, the thermistor
problem is modeled as a nonlinear heat conduction equation of steady-state Joule
heating in the presence of an electric field in a metal with temperature-dependent
electrical and thermal conductivities. This paper extends the solution found in
[Young 1986] to a more general case by introducing a Robin boundary condition
on the temperature at an endpoint of the thermistor. This establishes the existing
solution in [Young 1986] as a special case.

MSC2010: 35J60.
Keywords: thermistor problem, Robin boundary condition, Joule heating, analytical solution.
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2. Formulation of the problem

Assuming that the electrical conductivity σ(T ) and the thermal conductivity κ(T )
are smooth functions, the heat conduction in an electrical conductor in the presence
of Joule heating due to current can be shown [Young 1986] to satisfy the following
two equations, one for the potential 8 and one for the temperature T :

∇
28=−

1
σ
∇σ · ∇8 in �, (1)

d2T
d82 +

(
1
κ

dκ
dT
−

1
σ

dσ
dT

)(
dT
d8

)2

=−
σ

κ
in �, (2)

with some appropriate boundary conditions. Throughout this section and Section 3
we assume that the given domain � lies in Rn. Equations (1) and (2) respectively
describe conservation of charge and the steady diffusion of heat in the presence of
Joule heating due to electric current (see [Young 1986] for more details).

3. Derivation of the solution in the general case

For the sake of convenience, we recreate the technique developed in [Young 1986]
for obtaining a solution to (1) and (2). Equation (2) can be simplified by introducing
a new variable

σ(T )
κ(T )

= e−ξ(T ). (3)

Differentiating both sides of (3), and after some manipulations, (2) can be written as

d2T
d82 +

dξ
dT

(
dT
d8

)2

=−e−ξ . (4)

Next, setting

θ =
dT
d8

, (5)

(4) becomes

θ
dθ
dT
+

dξ
dT

θ2
=−e−ξ . (6)

Observing
1
2 e−2ξ d

dT
(e2ξθ2)= θ

dθ
dT
+

dξ
dT

θ2

allows us to rewrite (6) as

1
2 e−2ξ d

dT
(e2ξθ2)=−e−ξ . (7)

Integrating (7), we get

e2ξ(T )θ2
= C − 2

∫
eξ(T ) dT , (8)
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where C is a constant of integration. Solving for θ2 in (8) and taking into account (5),
we have (

dT
d8

)2

=
C − 2

∫
eξ(T ) dT

e2ξ(T ) .

Finally, the following equation for 8 is obtained:

8=

∫
(κ(T )/σ (T )) dT√

C − 2
∫
(κ(s)/σ (s)) ds

+C ′, (9)

where the integration constant of the integral under the square root is absorbed
into C . It turns out that for many metals, the ratio of conductivities is proportional to
the absolute temperature of the metal. This relationship is known as the Wiedemann–
Franz–Lorenz (WFL) law [Berman 1976; Meaden 1965],

κ(T )
σ (T )

= αT, (10)

where α is the Lorenz number for a given metal and may have slightly different
valuesfor different metals. Once the ratio of conductivities is specified using
the WFL law, (9) can be integrated to obtain the temperature in terms of the
potential, T (8),

T (8)=
1
√
α
[C − (8−C ′)2]1/2. (11)

For (11) to be of any help, we must determine 8 that solves (1). This issue can be
dealt with by introducing an auxiliary potential 9 that satisfies Laplace’s equation
[Young 1986; Flynn 1969]. Namely, define this auxiliary potential 9 as

σ0∇9 ≡ σ [T (8)]∇8,

where σ0 is the electrical conductivity at some conveniently chosen reference
temperature. Then clearly 9 satisfies Laplace’s equation ∇29 = 0, and it is easily
seen, by isolating ∇9 and integrating, that

9 =
1
σ0

∫
σ [T (8)] d8. (12)

Knowing how σ depends on T and using (11) will enable us to perform integration
in (12). This will give us 9 in terms of 8, and therefore finding the inverse of
this function will result in an expression for 8 in terms of a function that satisfies
Laplace’s equation. In the next section, we will also solve for the constants C and
C ′ in the expression. This ends the derivation of a solution to (1) and (2) when
conductivities obey the WFL law.
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4. Solution in one dimension with Robin boundary condition

In this section we adapt the technique described in Section 3 for a one-dimensional
problem with a Robin boundary condition at one endpoint. Namely, consider
a thin rod of length L , where the potential and temperature satisfy (1) and (2),
respectively. In addition, the endpoints at z = 0 and z = L are held at potentials V0

and 0, respectively. The boundary condition for T at the right endpoint of the rod
z = L is given by a Robin boundary condition, whereas the left endpoint is held
at the constant temperature T = T0. Note that it is reasonable to consider a Robin
boundary condition for at least one end of the rod, as it models the cooling effect of
that end of the thermistor through Newton’s law of cooling [Howison 2005]. The
boundary conditions are summarized below:

T = T0, 8= V0 at z = 0, (13)

dT
dz
+β(T − T0)= 0, 8= 0 at z = L . (14)

Observe that when β approaches infinity, the boundary condition for T at z = L
reduces to T = T0 at z = L , which corresponds to that in [Young 1986]. Recall that

T (8)=
1
√
α
[C − (8−C ′)2]1/2.

Now we use the boundary conditions (13) and (14) to determine the constants C
and C ′. From (13), it is immediate that

C −C ′2 = αT 2
0 + V 2

0 − 2V0C ′. (15)

First, we find

dT
dz
+β(T − T0)

=
C ′−8
√
α

1
[C − (8−C ′)2]1/2

d8
dz
+β

(
1
√
α
[C − (8−C ′)2]1/2− T0

)
(16)

and using (14) to evaluate (16) at z = L gives us

C ′
√
α

80

[C −C ′2]1/2
+β

(
1
√
α
[C −C ′2]1/2− T0

)
= 0, (17)

where we defined 80 :=8
′(L). Note that a new parameter 80 has been introduced

into the problem. We will address this issue later. Rewriting (17) as

C ′

β

80

[C −C ′2]1/2
+ [C −C ′2]1/2 =

√
αT0 (18)
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and squaring both sides of (18), we get(
C ′80

β

)2

+
280C ′

β
(C −C ′2)+ (C −C ′2)2 = αT 2

0 (C −C ′2).

Now using (15) and grouping the result by C ′2, we obtain the following quadratic
equation for C ′:

C ′2
[(
80

β

)2

−
4V080

β
+ 4V 2

0

]
+C ′

[
280

β
(αT 2

0 + V 2
0 )− 4V 3

0 − 2αV0T 2
0

]
+αT 2

0 V 2
0 + V 4

0 = 0.

Defining

A =
(
80

β

)2

−
4V080

β
+ 4V 2

0 ,

B =
280

β
(αT 2

0 + V 2
0 )− 4V 3

0 − 2αV0T 2
0 ,

D = αT 2
0 V 2

0 + V 4
0 ,

the solution for C ′ is given by

C ′ =
−B±

√
B2−4AD

2A
, (19)

where

B2
=

480(αT 2
0+V 2

0 )
2
−480β(αT 2

0+V 2
0 )(4V 3

0+2αV0T 3
0 )+β

2(4V 3
0+2αV0T 2

0 )
2

β2 ,

4AD=
482

0(αT 2
0+V 2

0 )V
2
0−1680βV0(αT 2

0+V 2
0 )V

2
0+β

216V 2
0 (αT 2

0 V0+V 3
0 )V0

β2 ,

so that

B2
−4AD =

482
0αT 2

0 (αT 2
0 + V 2

0 )− 880βαV0T 2
0 (αT 2

0 + V 2
0 )+ 4β2α2V 2

0 T 4
0

β2

=
482

0αT 2
0 (αT 2

0 + V 2
0 )

β2 −
880αV0T 2

0 (αT 2
0 + V 2

0 )

β
+ 4α2V 2

0 T 4
0 .

Now it can be verified that this solution to the quadratic equation will match that in
[Young 1986] when β→∞. In this case, the first two terms above disappear and
we have

lim
β→∞

A = 4V 2
0 , lim

β→∞
B =−4V 3

0 − 2αV0T 2
0 , lim

β→∞
[B2
−4AD] = 4α2V 2

0 T 4
0 .
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We are thus left with

lim
β→∞

C ′ = lim
β→∞

[
−B±

√
B2−4AD

2A

]
=

4V 3
0 + 2αV0T 2

0 ±
√

4α2V 2
0 T 4

0

8V 2
0

.

Taking the negative square root, we get C ′= 1
2 V0, as in [Young 1986]. The constants

C and C ′ in terms of β are as follows:

C ′ =
−B− 2T0

√
α
√
(80−βV0)

2(αT 2
0 + V 2

0 )−β
2V 4

0
2A

,

C = αT 2
0 + V 2

0 − 2V0C ′+C ′2,

(20)

where A and B are defined above. We take the negative root in the quadratic formula
for C ′ because this is the root that reduces to Young’s solution when β→∞. Now
we use the auxiliary potential 9, given in (12),

9 =
1
σ0

∫
σ [T (8)] d8.

First, we note that it is an experimentally verified fact that the thermal conductivity κ
varies very little with temperature for many metals; see [Young 1986]. Therefore, it
is physically reasonable to assume that κ(T ) = κ0, where κ0 is a constant. Now,
taking σ [T (8)] to obey the WFL law (10), we have

σ [T (8)] =
κ[T (8)]
αT (8)

=
κ0

αT (8)
. (21)

Substituting (21) into (12), we get

9 =
κ0

ασ0

∫
d8

T (8)
=
κ0

ασ0

∫
d8

(1/
√
α)[C − (8−C ′)2]1/2

=
κ0

ασ0
sin−1

(
8−C ′
√

C

)
.

Since ∇29 = 0, it follows that 9 is a linear function of z. We set 9(z)= a+ bz
and absorb the constant κ0/(ασ0), as well as the integration constant of 9(z), into
the coefficients of the linear function. Hence,

sin−1
(
8−C ′
√

C

)
= a+ bz.

Using the boundary conditions for 8 to determine a and b,

8(z=0)=
√

C sin(a)+C ′ = V0,

8(z=L)=
√

C sin(a+ bL)+C ′ = 0,

we obtain the expression for the general solution 8(z),

8(z)=
√

C sin(a+ bz)+C ′, (22)
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fluid 1 transmission surface fluid 2 β 80

air cast iron air 5.7 −0.03864
air mild steel air 7.9 −0.03834

steam cast iron air 11.3 −0.03809
steam mild steel air 14.2 −0.03796
steam copper air 17 −0.03788

Table 1. 80 for realistic values of β.

where

a = sin−1
(

V0−C ′
√

C

)
, b =

1
L

[
sin−1

(
−C ′
√

C

)
− a

]
,

with C and C ′ given by (20), and where 80 is determined numerically from the
equation

80 =8
′(L)= b

√
C cos(a+ bL). (23)

Equation (23) was obtained by differentiating (22) with respect to z and then
evaluating the derivative at z = L . Note that since the right-hand side of (23) also
contains 80, we view (23) as an equation where the unknown is 80. Even though
(23) cannot be solved analytically for 80, as it enters the right-hand side of (23)
in a complicated way, we can still solve (23) numerically by choosing physically
realistic values for the parameters of the problem. Table 1 gives values of 80 for
realistic values of β, provided in [Engineering ToolBox 2003] for transmission
surfaces between various combinations of fluids. The units of β are W/(m2K) and
the units of 80 are V/m.

To complete the general solution, we substitute (22) back into (11) to obtain T (z):

T (z)=
1
√
α

√
C cos(a+ bz). (24)

Finally, as is expected, 8(z) in (22) tends to the one found in [Young 1986] as
β→∞. Indeed, we have

lim
β→∞

C ′ = 1
2 V0,

lim
β→∞

C = αT 2
0 +

1
4 V 2

0 ,

lim
β→∞

a = sin−1

(
1
2 V0√

αT 2
0 +

1
4 V 2

0

)
=�,

lim
β→∞

b = 1
L

[
sin−1

(
−

1
2 V0√

αT 2
0 +

1
4 V 2

0

)
−�

]
=

1
L
[−�−�] = −

2�
L
,
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Figure 1. B2
−4AD as a function of β for T0 = 273 K, α =

2.445 · 10−8 (V/K)2, V0 = 40 mV.
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−4AD as a function of V0 for T0 = 273 K, α =

2.445 · 10−8 (V/K)2, β = 17 W/(m2K).

so that
lim
β→∞

8(z)= 1
2 V0+

√
αT 2

0 +
1
4 V 2

0 sin
[
�
(

1− 2 z
L

)]
,

which coincides with the expression derived in [Young 1986]. Similarly, it can be
shown that (24) tends to the expression for T (z) found in [Young 1986] as β→∞.

Figures 1 and 2 show the graphs of B2
−4AD as a function of β and V0, respec-

tively.
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These figures show that the expression B2
−4AD under the square root in (19)

is always greater than zero for a physically meaningful range of parameters β > 0
and V0 > 0. This, in turn, guarantees that there is no “nonexistence” of solution to
the given problem.

We can also derive a solution for the case β = 0 and verify that the general
solution (22) reduces to this solution as β→ 0. Indeed, when β = 0, the boundary
conditions (13) and (14) are reduced to the boundary conditions

T = T0, 8= V0 at z = 0,
dT
dz
= 0, 8= 0 at z = L .

With the same steps as before, the following expressions for 8(z) and T (z) can be
derived:

8(z)=
√
αT 2

0 + V 2
0 sin

[
�̃
(

1− z
L

)]
, (25)

T (z)= 1
√
α

√
αT 2

0 + V 2
0 cos

[
�̃
(

1− z
L

)]
, (26)

where

�̃ := sin−1
(

V0√
αT 2

0 + V 2
0

)
.

It can be easily verified that (22) and (24) approach (25) and (26), respectively, as
β→ 0.
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On the covering number of S14

Ryan Oppenheim and Eric Swartz
(Communicated by Kenneth S. Berenhaut)

If all elements of a group G are contained in the set-theoretic union of proper
subgroups H1, . . . , Hn , then we define this collection to be a cover of G. When
such a cover exists, the cardinality of the smallest possible cover is called the
covering number of G, denoted by σ(G). Maróti determined σ(Sn) for odd n 6= 9
and provided an estimate for even n. The second author later determined σ(Sn)

for n ≡ 0 (mod 6) when n > 18, while joint work of the second author with
Kappe and Nikolova-Popova also verified that Maróti’s rule holds for n = 9 and
established the covering numbers of Sn for various other small n. Currently,
n = 14 is the smallest value for which σ(Sn) is unknown. In this paper, we prove
the covering number of S14 is 3096.

1. Introduction

For a group G, a set H of proper subgroups of G is a cover of G if and only if⋃
A∈H A = G. Further, supposing a cover for G exists, define the covering number

of G, denoted by σ(G), to be the cardinality of the smallest possible cover of G;
that is, σ(G) is the size of a minimal cover of G.

Based on the work of Neumann [1954], who showed that a group has a finite cover
if and only if it has a finite noncyclic homomorphic image, it suffices to consider
covers of finite groups. Covers have enjoyed some degree of attention in recent
years, particularly given the property that σ(G) serves as an upper bound for ω(G),
defined as the largest integer m such that some subset S of G exists where |S| = m
and any two distinct elements of S generate G. This and other related problems have
garnered much of the current interest in covering numbers; see [Blackburn 2006;
Holmes and Maróti 2010], and, for a general survey of such problems, [Serena 2003].

Tomkinson [1997] determined the covering number for a given solvable group and
suggested that it would be of interest to investigate minimal covers of nonsolvable
groups. The symmetric and alternating groups have naturally attracted special
attention, and there has been significant work to derive formulae for the covering
numbers of An and Sn . Regarding alternating groups, Maróti [2005] established

MSC2010: 20-04, 20D60.
Keywords: symmetric groups, finite union of proper subgroups, subgroup covering.
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that σ(An)> 2n−2, where n 6= 7, 9 (and σ(An)= 2n−2 if and only if n≡ 2 (mod 4)).
Turning our attention to the symmetric groups, Maróti also showed in the same
paper that σ(Sn)= 2n−1 for odd n 6= 9. Later, Kappe, Nikolova-Popova, and the
second author [Kappe et al. 2016] showed that this rule holds when n = 9 as well,
and ascertained the covering numbers of S8, S10, and S12. The second author also
demonstrated in [Swartz 2016] that σ(S18)= 36773, and that

σ(Sn)=
1
2

( n
n/2

)
+

n/3−1∑
i=0

(n
i

)
when n ≡ 0 (mod 6) and n > 24; given that σ(S6) and σ(S12) were already known,
this accounts for all multiples of 6. In pursuit of formulae for all yet-unknown σ(Sn),
this paper is intended to begin the process of finding the general covering number
when n ≡ 2 (mod 6). In determining σ(S14), or indeed any group whose covering
number is unknown, we must establish both the existence of a certain cover of
S14 and show that no smaller set of proper subgroups could contain among them
every element of S14. When considering those groups for which a cover exists (i.e.,
noncyclic groups), it trivially suffices to consider only maximal subgroups.

The following notation will be used throughout this paper in the discussion
of the elements of symmetric groups. We say that g ∈ Sn has cycle structure
(n1, . . . , nk) if g can be written as the product of disjoint cycles g1, . . . , gk , where
the length of each cycle gi is ni and n1 6 n2 6 · · ·6 nk . For example, the element
g = (1 2 3 4 5 6 7)(8 9 10 11 12 13) ∈ S14 has cycle structure (1, 6, 7).

In Section 2, we demonstrate a cover of S14 containing 3096 subgroups and
prove that σ(S14)= 3096 by showing that this cover is in fact minimal. The GAP
code used in the proof can be found in the online supplement.

2. Covering S14

Let C14 be the set of those maximal subgroups of S14 isomorphic to one of A14,
S7 wr S2 (here wr denotes the wreath product), S13, S3× S11, or S4× S10.

Lemma 2.1. The set C14 is a cover of S14.

Proof. Any 14-cycle is contained in some subgroup isomorphic to S7 wr S2, and any
element of S14 that fixes some element of {1, . . . , 14} is contained in a subgroup
isomorphic to S13. Furthermore, any element without a fixed point that is the
product of two cycles is covered by A14, meaning that some element g ∈ S14

could only fail to be covered if it consists of three or more cycles and fixes no
points. If the length of one of these cycles is 3 or 4, then g is covered by S3× S11

or S4 × S10, respectively; similarly, if there are two cycles of length 2, then g
is covered by S4 × S10. Furthermore, any element of cycle structure (2, 6, 6) or

http://msp.org/involve/2019/12-1/involve-v12-n1-x01-GapCode.pdf
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isomorphism type class size

A14 1
S7 wr S2 1716
S2 wr S7 135135
S1× S13 14
S2× S12 91
S3× S11 364
S4× S10 1001
S5× S9 2002
S6× S8 3003

PGL2(13) 39916800

Table 1. Conjugacy classes of maximal subgroups of S14.

(2, 5, 7) stabilizes a decomposition of {1, . . . , 14} into two subsets of cardinality 7
and thus is contained in a subgroup isomorphic to S7 wr S2. Since any element of
S14 which is the product of three or more disjoint cycles must contain a cycle of
length 4 or smaller, and we have covered all such elements, we have shown that
C14 is indeed a cover. �

We note that C14 contains 3096 subgroups (see Table 1). We will show that C14

is in fact a minimal cover.

Lemma 2.2. Any minimal cover of S14 contains all subgroups isomorphic to one
of A14 or S13.

Proof. We note that σ(A14)= σ(S13)= 212 > 3096, where 3096 is our established
upper bound for σ(S14). Lemma 1 of [Garonzi 2013] states that a maximal subgroup
H of a group G with σ(H)>σ(G) is included in any minimal cover of G containing
only maximal subgroups. Thus every minimal cover of the elements of S14 must
contain every subgroup isomorphic to either A14 or S13. �

Lemma 2.2 shows that we can restrict ourselves to finding a minimal cover of
the elements not contained in a subgroup isomorphic to either A14 or S13. Let 5
denote the set of all g ∈ S14 with cycle structure (14), (3, 5, 6), or (4, 5, 5). We will
divide the elements of 5 as follows: 50 will be the set of 14-cycles, 53 the set
of cycles with structure (3, 5, 6), and 54 the set of cycles with structure (4, 5, 5).
The distribution of these elements among maximal subgroups of S14 is shown in
Table 2. In Table 2, if the entry in the row indexed by maximal subgroup Mi

and column indexed by cycle structure ( j) is “nm”, then a subgroup isomorphic
to Mi contains n elements with cycle structure ( j), and each element with cycle
structure ( j) is contained in m maximal subgroups isomorphic to Mi . If the entry
in the row indexed by maximal subgroup Mi and the column indexed by cycle
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isomorphism
(14) (3, 5, 6) (4, 5, 5)type

A14 0 0 0
S7 wr S2 3628800, P 0 0
S2 wr S7 46080, P 0 0
S1× S13 0 0 0
S2× S12 0 0 0
S3× S11 0 2661120, P 0
S4× S10 0 0 435456, P
S5× S9 0 483840, P 4354562

S6× S8 0 322560, P 0
PGL2(13) 4683 0 0

Table 2. Elements of a given cycle structure in S14 in each maximal
subgroup of a given isomorphism type.

structure ( j) is “n, P”, then a subgroup isomorphic to Mi contains n elements with
cycle structure ( j), and the elements with cycle structure ( j) are partitioned among
the maximal subgroups isomorphic to Mi .

Let C′14 be the set of all subgroups isomorphic to one of S7 wr S2, S3× S11, or
S4× S10. By showing that the set C′14 is a minimal cover of the elements of 5, we
will show that C14 is also a minimal cover of S14.

Lemma 2.3. Any minimal cover of 5 contains all subgroups isomorphic to S7wrS2.

Proof. Let B be a minimal cover of S14. Any cover of S14 must contain some mix of
subgroups conjugate to S7 wr S2, S2 wr S7, or PGL2(13) to cover the elements of 50.
Examining Table 2, if M is a maximal subgroup of S14 and M ∩50 6= ∅, then
M ∩5= M ∩50. Hence any minimal cover of the elements of 5 must contain a
minimal cover of the elements of 50, which is precisely all subgroups isomorphic
to S7 wr S2. �

Lemmas 2.2 and 2.3 show that it suffices to restrict our attention to subgroups
isomorphic to one of S3× S11, S4× S10, S5× S9, or S6× S8 covering elements of
53 ∪54 when determining a minimal cover of the permutations in 5. We define
H1 := Sym({1, 2, 3})×Sym({4, . . . , 14}) and will use this notation henceforth.

Lemma 2.4. If a minimal cover B of the elements of 5 does not contain a subgroup
isomorphic to S3× S11, then there are at least 11 subgroups isomorphic to S3× S11

not contained in B.

Proof. Let B be a minimal cover of the elements of 5. Since we know that C14 is a
cover of 5, we can compare B to C14. Define B′ := B\C14 and C′ := C14\B. This
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implies
B = (B∩ C14)∪B′,

C14 = (B∩ C14)∪ C′.

Since B is a minimal cover of the elements of5, we have |B′|6 |C′|. By Lemmas 2.2
and 2.3, B′ consists only of subgroups isomorphic to either S5× S9 or S6× S8, and
C′ consists only of subgroups isomorphic to either S3× S11 or S4× S10. Moreover,
we will assume that C′ consists of c3 subgroups isomorphic to S3 × S11 and c4

subgroups isomorphic to S4× S10. This means that

|B′|6 |C′| = c3+ c4,

and we want to show that if c3 > 1, then c3 > 11.
Since we are assuming that B does not contain a subgroup isomorphic to

S3× S11, without loss of generality we may assume that H1 := Sym({1, 2, 3})×
Sym({4, . . . , 14}) /∈ B. This means that the subgroups in B′ must cover every
element with cycle structure (3, 5, 6) in H1. Let {4, . . . , 14}= A∪Ac, where |A|=5.
If B is a cover of5, then, for each such set A, either Sym(A)×Sym(Ac

∪{1, 2, 3}) or
Sym(Ac)×Sym(A∪{1, 2, 3}) is contained in B′. Hence at least

(11
5

)
=462 subgroups

are contained in B′. Let B′ = D1 ∪D2, where D1 consists of the 462 subgroups
needed to cover 53 ∩ H1.

We will now bound from above c4, the number of groups isomorphic to S4× S10

that are in C14 but not in B. From Table 2, we see that, if Mi is a maximal subgroup
isomorphic to Si × S14−i , then 54 ∩M6 =∅ and

|54 ∩M4| = |54 ∩M5| = 435456.

Furthermore, the elements of 54 are partitioned among the maximal subgroups
isomorphic to S4× S10. This means that, if there are n4 total elements with cycle
structure (4, 5, 5) contained in the subgroups of B′, then B′ can cover the elements
from at most n4/435456 subgroups isomorphic to S4× S10; in other words,

c4 6
n4

435456
.

To bound n4 from above, we first observe that D2 contains at most 435456 · |D2|

distinct elements with cycle structure (4, 5, 5) (in the case when every subgroup
of D2 is isomorphic to S5 × S9). Consider now D1. The subgroups from D1

cover the most elements with cycle structure (4, 5, 5) when each subgroup is
isomorphic to S5× S9, so we will assume that each subgroup of D1 is isomorphic
to S5 × S9 to attain an upper bound. Each element with cycle structure (4, 5, 5)
is contained in exactly two subgroups isomorphic to S5× S9, and two subgroups
Sym(A)× Sym({1, . . . , 14}\A) and Sym(B)× Sym({1, . . . , 14}\B) isomorphic
to S5 × S9 in D1 overlap in these elements precisely when A ∩ B = ∅. Since
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both A and B are subsets of {4, . . . , 14}, and we are assuming that D1 contains
Sym(A)× Sym({1, . . . , 14}\A) for every subset A of {4, . . . , 14} of size 5, each
subgroup in D1 intersects exactly

(11−5
5

)
= 6 other subgroups of D1 in elements

of 54. Since each element of 54 is contained in exactly two subgroups isomorphic
to S5× S9, there are exactly

1
2

(11
5

)(6
5

)
· 3! · 4! · 4! = 4790016

elements of 54 that are contained in two subgroups of D1. Hence D1 contains at
most 435456 · |D1|−4790016 elements with cycle structure (4, 5, 5), which implies

c46
n4

435456
6

435456·|D2|+435456·|D1|−4790016
435456

=|D2|+|D1|−11=|B′|−11.

Therefore,
c3+ c4 = |C′|> |B′|> 11+ c4,

and so c3 > 11, as desired. �

We now further characterize a hypothetical minimal cover B of the elements of5.

Lemma 2.5. Assume that H1 /∈ B, and let the subgroup H2 ∼= S3 × S11 of S14

stabilize the decomposition B2∪ ({1, . . . , 14}\B2), where |B2| = 3. If H2 /∈ B, then
{1, 2, 3} ∩ B2 6=∅.

Proof. Let B2 indeed be such a set without overlap with {1, 2, 3}— without loss of
generality, say it is {4, 5, 6}. The output of PossibleExtensions([[1, 2, 3], [4, 5, 6]])
in GAP (see Function 7 in the online supplement) shows that, up to an automor-
phism, {1, 2, 4} is the only possibility for B3, where H3 ∼= S3 × S11 stabilizes
the decomposition of {1, . . . , 14} into B3 and {1, . . . , 14}\B3 and H3 /∈ B. The
output of PossibleExtensions([[1, 2, 3], [4, 5, 6], [1, 2, 4]]) reveals that no set of
four subgroups not in B can contain two subgroups whose corresponding 3-sets are
disjoint. By Lemma 2.4, there are at least 11 subgroups isomorphic to S3× S11 not
in B, and so, without loss of generality, {1, 2, 3} ∩ B2 6=∅. �

We may now use the program PossibleExtensions_2 (see Function 8 in the online
supplement), on the presumption that corresponding fixed 3-sets representing groups
isomorphic to S3× S11 removed from B must intersect.

Lemma 2.6. If a collection H1, . . . , Hk is not in B, where Hi stabilizes a decompo-
sition of the set {1, . . . , 14} into Bi ∪ {1, . . . , 14}\Bi , |Bi | = 3, and B1 = {1, 2, 3},
then we may assume 1 ∈

⋂k
i=1 Bi .

Proof. We observe at the outset that, by Lemma 2.4, H1 /∈ B implies that
k > 11. Again without loss of generality, we let B2 be one of {1, 2, 4} or
{1, 4, 5}, since |B1 ∩ B2| ∈ {1, 2}. We will first examine the case where B2 =

{1, 4, 5}. The output of PossibleExtensions_2([[1, 2, 3], [1, 4, 5]]) shows that,

http://msp.org/involve/2019/12-1/involve-v12-n1-x01-GapCode.pdf
http://msp.org/involve/2019/12-1/involve-v12-n1-x01-GapCode.pdf
http://msp.org/involve/2019/12-1/involve-v12-n1-x01-GapCode.pdf
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without loss of generality, the only possibilities for B3, when 1 /∈ B3, are {2, 3, 4}
and {2, 4, 6}. The output of PossibleExtensions_2([[1, 2, 3], [1, 4, 5], [2, 3, 4]])
then shows that if B3 = {2, 3, 4}, the only possibility for B4 is {1, 2, 4}, and
the output of PossibleExtensions_2([[1, 2, 3], [1, 4, 5], [2, 3, 4], [1, 2, 4]]) shows
there is no possibility for B5. Meanwhile, if B3 = {2, 4, 6}, the output of
PossibleExtensions_2([[1, 2, 3], [1, 4, 5], [2, 4, 6]]) shows that there is no possible
B4 in this case. Therefore, if |B1 ∩ B2| = 1, then we may assume that 1 ∈ Bi for
any i , 16 i 6 k.

Now let B2 = {1, 2, 4}; i.e., let B1∩ B2 = {1, 2}. Then up to symmetry, 1 ∈ B3 is
equivalent to 2 ∈ B3; thus, assuming B3 ∩ {1, 2} =∅, without a loss of generality
{3, 4} ⊆ B3 and B3 = {3, 4, 5}. The output of PossibleExtensions_2([[1, 2, 3],
[1, 2, 4], [3, 4, 5]]) then shows that B4 = {1, 3, 4}. Finally, we see that the output
of PossibleExtensions_2([[1, 2, 3], [1, 2, 4], [3, 4, 5], [1, 3, 4]]) shows that there is
no possible B5. Thus, if B1∩ B2 = {1, 2}, then Bi ∩{1, 2} 6=∅ for any i , 16 i 6 k.
Note that this shows that Bi ∩ B j ∩ B` 6=∅ for any i, j, ` ∈ {1, . . . , k}.

Moreover, if B1∩B2={1, 2} and B1∩B2∩B3∩B4=∅, then without loss of gener-
ality we may let B3∩{1, 2}={1} and B4∩{1, 2}={2}. Note that if B3∩B1={1}, we
are done, as in the first case above, as well as if B3∩B2={2}. Therefore, to continue,
we must assume that B3 = {1, 3, 4}, and similarly that B4 = {2, 3, 4}. However, un-
der these assumptions, PossibleExtensions_2([[1, 2, 3], [1, 2, 4], [1, 3, 4], [2, 3, 4]])
shows that it is impossible to extend the list to a B5. Therefore, all the Bi have
nonempty intersection, and without loss of generality, 1 ∈

⋂k
i=1 Bi . �

Lemma 2.7. B contains all subgroups isomorphic to S3× S11.

Proof. We again observe at the outset that, by Lemma 2.4, H1 /∈ B implies k > 11.
Lemma 2.6 implies that we may assume each Bi is of the form {1, x, y}, where
x, y ∈ {2, . . . , 14}. Hence there are at most

(13
2

)
= 78 subgroups isomorphic to

S3× S11 omitted from B, meaning that for any potential list, we have that the output
of the GAP function 455Shortage([list]) is at most 78 (see Function 5 in the online
supplement). However, we also have 455Shortage([[1,2,3],[1,4,5]])= 286

3 > 78,
implying that any two subgroups Hi and H j not in B must have |Bi ∩ B j | = 2.
Without loss of generality we may let B1 = {1, 2, 3} and B2 = {1, 2, 4}, and assume
that 2 /∈ B3. Then since |B1∩B3|=|B2∩B3|=2, necessarily B3={1, 3, 4}. However,
455Shortage([[1,2,3],[1,2,4],[1,3,4]]) = 106> 78, so without loss of generality all
Bi contain {1, 2}, meaning that for all i , there exists some x such that Bi = {1, 2, x}.
Since there are only 12 such x possible and 455Shortage([[1,2,3],[1,2,4]])=46>12,
we have a contradiction. Thus, all 364 subgroups isomorphic to S3× S11 are in any
minimal cover B of S14. �

Theorem 2.8. C14 is a minimal cover of 5 (and therefore of S14), and σ(S14) =

3096.

http://msp.org/involve/2019/12-1/involve-v12-n1-x01-GapCode.pdf
http://msp.org/involve/2019/12-1/involve-v12-n1-x01-GapCode.pdf
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Proof. Since subgroups isomorphic to either S4× S10 or S5× S9 contain the same
number of 54 elements (those with (4, 5, 5) cycle structure) — 435456 — the best-
case scenario for covering those elements is the number of such elements divided
by 435456, namely

(14
4

) 1
2

(10
5

)
· 3! · 4! · 4!/435456= 1001. By Lemmas 2.3 and 2.7,

we have already established that every other class of subgroups contained in C′14
is shared by B. Therefore, any minimal cover of 53 ∪54 must contain at least
364+ 1001 = 1365 subgroups, and so any minimal cover of 5 (and hence any
minimal cover of S14) contains at least 1+ 14+ 1716+ 1365= 3096 subgroups.
Combined with Lemma 2.1, we have σ(S14)= 3096. �
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Upper and lower bounds on the speed of
a one-dimensional excited random walk
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An excited random walk (ERW) is a self-interacting non-Markovian random
walk in which the future behavior of the walk is influenced by the number of
times the walk has previously visited its current site. We study the speed of the
walk, defined as V = limn→∞(Xn/n), where Xn is the state of the walk at time n.
While results exist that indicate when the speed is nonzero, there exists no explicit
formula for the speed. It is difficult to solve for the speed directly due to complex
dependencies in the walk since the next step of the walker depends on how many
times the walker has reached the current site. We derive the first nontrivial upper
and lower bounds for the speed of the walk. In certain cases these upper and
lower bounds are remarkably close together.

1. Introduction

A simple random walk on Z can be thought of as a simple discrete model for
random motion where at each time step the “walker” tosses a (possibly biased) coin
and steps right if he gets a heads and left if he gets a tails. Mathematically, if we
denote the position of the walk after n steps by Sn then we can represent the walk as
Sn =

∑n
i=0 ξi , where the sequence of random variables ξ1, ξ2, ξ3, . . . represents the

successive steps of the walk. Since the steps are given by the outcomes of repeated
tosses of a coin, the random variables {ξi }i≥0 are independent and identically
distributed (i.i.d.) with P(ξ1 = p) and P(ξ1 =−1)= 1− p (here p ∈ (0, 1) is the
probability that the coin the walker is tossing comes up heads).

Simple random walks are very well known and much is known about them, but
in this paper we will focus on a different model for random motion called an excited
random walk. In an excited random walk, rather than the steps of the walk being
i.i.d. the probability of the walker moving right (+1) or left (−1) from a site on
the n-th step is a function of how many times the walker has stepped on that site

MSC2010: primary 60K35; secondary 60G50.
Keywords: excited random walk, Markov chain, stationary distribution.
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3 −2 −1 0 1 2 3

1−p1 p1

−3 −2 −1 0 1 2 3

1−p2 p2

−3 −2 −1 0 1 2 3

1−p3 p3

−3 −2 −1 0 1 2 3

1/2 1/2

Figure 1. A partial example of an excited random walk with M=3,
Ep = (p1, p2, p3), and transition probabilities shown. Top left: the
initial state of the walker. Top right: a possible state after 9 steps.
Bottom left: 10 steps into the same walk, with the most recent step
to the right. Bottom right: 11 steps into the walk, the walker is
now in a state with no more cookies left and has equal transition
probabilities to the left and right.

by time n. To describe the excited random walk model, we begin by fixing an
integer M ≥ 1 and parameters p1, p2, . . . , pM ∈ (0, 1). When the walker visits a
location i for the j -th time, if j ≤ M then the walker tosses a coin with probability
of heads pj , while if j > M the walker tosses a fair coin

(
p = 1

2

)
to determine if

the next step is left or right. That is, an excited random walk is a stochastic process
{Xn}n≥0 starting at X0 = 0 and such that Xn+1 = Xn ± 1 and

P(Xn+1=Xn + 1 | X0=x0, X1=x1, . . . , Xn=xn)

=

{
pj if #{k ≤ n : xk=xn}= j ≤ M,
1
2 if #{k ≤ n : xk=xn}> M.

Excited random walks are sometimes also called “cookie random walks” due to
the following interpretation of the dynamics. We imagine that initially there is an
identical stack of M cookies at each site. At every step the random walker takes the
top cookie from the stack at the current site (if there is at least one cookie left) and
eats it. The cookie induces an “excitement” or drift which causes the walker to step
to the right with probability pj (or left with probability 1− pj ). If the walker ever
returns to a site where all the cookies have already been eaten then there is nothing
to “excite” him and so he steps left/right with equal probability. See Figure 1. Due
to this “cookie” interpretation of excited random walks we will often refer to the
parameter M as the number of cookies at each site and the parameter pj as the
“strength” of the j-th cookie.
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1.1. Background and previous results. Excited random walks were first intro-
duced by Benjamini and Wilson [2003]. In the model they considered, however,
there was only one cookie at each site M = 1. This model was then generalized by
Zerner [2005] to allow for multiple cookies at each site, but with the restriction that
all pj ≥

1
2 ; that is, all cookies induced a nonnegative drift for the walker. Kosygina

and Zerner [2008] further generalized the model to allow for the possibility of both
“positive”

(
pj >

1
2

)
and “negative”

(
p < 1

2

)
cookies in the stack of cookies at each

site. In fact, the model of excited random walks is even more general than what we
have described here. Certain results have even allowed for placing random cookie
stacks at sites (rather than the same cookie stack at each site) and for infinitely many
cookies at each site. In this paper, however, we will restrict ourselves to the simpler
model described above of M cookies at each site with strengths p1, p2, . . . , pM .

The behavior of simple random walks is quite easy to analyze since, as noted
above, the walk Sn =

∑n
i=1 ξi is the sum of i.i.d. random variables. In particular, the

law of large numbers implies limn→∞(Sn/n)= E[ξ1] = 2p− 1 with probability 1.
That is, the random walk has a deterministic limiting speed of 2p−1. Thus, if p> 1

2
then the walk moves to the right with positive speed, while if p< 1

2 , the walk moves
to the left with speed 1− 2p (or equivalently, for any p ∈ [0, 1] the walker simply
moves with velocity 2p−1). In either of these cases we say that the walk is transient
since it only visits any site a finite number of times. More generally, if a random walk
is transient with nonzero speed, it is ballistic. For one-dimensional simple random
walks, transience and ballisticity are equivalent, but as we will see in our discussion
of excited random walks, this is not always the case. The case p= 1

2 is more delicate,
but it was shown by Pólya [1921] that a one-dimensional simple symmetric random
walk is recurrent; that is, the walk visits every site infinitely many times.

In contrast to simple random walks, the behavior of excited random walks is
much more difficult to determine since the self-interacting nature of the walk creates
dependencies among steps of the walk that are very hard to handle. Moreover, the
behavior of the walk is at times like a biased random walk (on the first M visits
to sites), while at other times it is like a symmetric random walk (after more than
M visits to a site). Thus, even the question of determining whether the excited
random walk is recurrent or transient is quite difficult. In spite of these difficulties, a
number of characteristics of excited random walks have been determined to depend
on a single easy to calculate parameter.

δ =

M∑
j=1

(2pj − 1). (1)

We will use the notation δj = 2pj − 1 for the drift of the j-th cookie in the cookie
stack. Thus, the parameter δ =

∑M
j=1 δj can be thought of as the net total drift

contained in all the cookies in the cookie stack at each site.
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Theorem 1 [Zerner 2005; Kosygina and Zerner 2008]. The parameter δ determines
the recurrence or transience of the excited random walk:

(1) If δ > 1 then the walk is transient to the right, that is,

P( lim
n→∞

Xn =+∞)= 1.

(2) If δ <−1 then the walk is transient to the left, that is,

P( lim
n→∞

Xn =−∞)= 1.

(3) If δ ∈ [−1, 1] then the walk is recurrent, that is,

P(lim inf
n→∞

Xn =−∞, lim sup
n→∞

Xn =+∞)= 1.

Zerner [2005] also proved that excited random walks have a limiting speed. That
is, given any parameters M and Ep = (p1, p2, . . . , pM) for an excited random walk
there is a constant VM, Ep ∈ [−1, 1] such that

lim
n→∞

Xn

n
= VM, Ep, with probability 1. (2)

Determining the exact value of the speed VM, Ep as a function of M and Ep, however,
remains an open problem and is the focus of this paper. While there is still no
explicit formula for VM, Ep in general, it is known that the parameter δ determines
exactly when the speed is positive, negative or zero.

Theorem 2 [Basdevant and Singh 2008a; Kosygina and Zerner 2008]. The pa-
rameter δ determines the sign of the limiting speed VM, Ep of the excited random
walk:

(1) If δ > 2 then VM, Ep > 0.

(2) If δ <−2 then VM, Ep < 0.

(3) If δ ∈ [−2, 2] then VM, Ep = 0.

Remark 3. Note that Theorems 1 and 2 together highlight a very peculiar feature
of excited random walks: if δ ∈ (1, 2] then the walk is transient to the right, but
with zero asymptotic speed. At first this might seem contradictory, but in fact it
holds because in this case Xn grows to infinity roughly like nδ/2 if δ ∈ (1, 2) or like
n/ log n if δ = 2 [Basdevant and Singh 2008b; Kosygina and Zerner 2008].

Example 4. Let M = 3 and Ep = (p, p, p). Then δ = 6p− 3.

(1) If p ∈
[1

3 ,
2
3

]
then δ ∈ [−1, 1], so the walk is recurrent.

(2) If p ∈
[1

6 ,
5
6

]
then δ ∈ [−2, 2], so the walk is transient with VM, Ep = 0.

(3) If p ∈
[
0, 1

6

)
then δ <−2, so the walk is ballistic with VM, Ep < 0.

(4) If p ∈
(5

6 , 1
]

then δ > 2, so the walk is ballistic with VM, Ep > 0.
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Remark 5. It should be noted that if pi ∈ (0, 1) for all i , then unless M ≥ 3,
VM, Ep = 0. If M < 3 then δ < 4 ·1−2= 2. Thus, VM, Ep is nonpositive. A symmetric
argument shows that δ >−2 and thus VM, Ep = 0 unless M ≥ 3.

Theorem 2 shows that we can identify the speed of the excited random walk
exactly when the speed is zero (when δ ∈ [−2, 2]). However, as noted above when
the speed is nonzero (when δ /∈ [−2, 2]), there is no explicit formula for the speed
VM, Ep. The focus of this paper is to compute explicit upper and lower bounds for
the speed in these cases. For simplicity we will restrict ourselves to the case of
positive speed (δ > 2) since the negative-speed case can be handled similarly by
symmetric arguments. Prior to this paper, when δ > 2 the only known upper and
lower bounds on the speed were the trivial ones

0< VM, Ep ≤max
j≤M

(2pj − 1).

The upper bound on the right is the speed of a simple random walk which moves to
the right with probability p∗ =maxj≤M pj on each step. Since this simple random
walk is always at least as likely to step right as the excited random walk, it is easy to
see that the excited random walk has a speed that is less than or equal to that of this
simple random walk. We will develop a method below for obtaining much better
bounds than these trivial bounds. In particular, in the case of M = 3 cookies per site
we will obtain upper and lower bounds which differ by at most 0.0194565.

The rest of the paper will be organized as follows. We begin with a brief
introduction to the theory of Markov chains to cover results we will use. Then we
describe a particular Markov chain related to excited random walks, known as the
backward branching process. We discuss known results about this Markov chain
and how they relate to the speed of an excited random walk. Afterward, we derive
bounds on the speed using properties of the backward branching process. We end
with a discussion of how well these bounds approximate the speed.

2. A related Markov chain

We will introduce a Markov chain that is useful for studying the speed of excited
random walks. First, however, we will give a short overview of the notation and
terminology of Markov chains and recall a few useful facts about Markov chains.

2.1. Markov chains. Recall that a Markov chain on a countable state space I is a
stochastic process {Zn}n≥0 such that for any choice of n≥1 and i0, i1, . . . , in, in+1∈ I
we have

P(Zn+1=in+1 | Z0=i0, Z1=i1, . . . , Zn−1=in−1, Zn=in)=P(Zn+1=in+1 | Zn=in)

=P(Z1=in+1 | Z0=in).
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The transition matrix for the Markov chain is the matrix

P = (p(i, j))i, j∈I , where p(i, j)= P(X1= j | X0=i).

For ease of notation, if the Markov chain starts at Z0= i we will write Pi ( · ) in place
of P( · | Z0=i). If the Markov chain starts from a random initial condition given by
µ= (µ(i))i∈I , where µ(i) is the probability that the Markov chain starts at Z0 = i ,
then we will denote this with the notation Pµ; that is, Pµ( · ) =

∑
i µ(i)Pi ( · ).

Expectations with respect to the probability distributions Pi and Pµ for the Markov
chain are denoted by Ei and Eµ, respectively.

A special choice of an initial distribution is a stationary distribution. A probability
distribution π = (π(i))i∈I is a stationary distribution for the Markov chain Z =
{Zn}n≥0 if Pπ (Z1= j)=Pπ (Z0= j)=π( j) for all j ∈ I , that is, if Z1 has the same
distribution π as Z0 (and thus, by induction, Zn has the same distribution as Z0 for
all n ≥ 1). If π is a stationary distribution then

π( j)= Pπ (Z1= j)=
∑
i∈I

π(i)Pi (X1= j)=
∑
i∈I

π(i)p(i, j),

so that viewing π = (π(i))i∈I as a row vector we have π = π P; that is, π is a left
eigenvector of the transition matrix P with eigenvalue 1. If the state space I of
the Markov chain is finite, then computing the stationary distributions is a simple
problem in linear algebra. However, if the state space I is countably infinite then
computing stationary distributions is much more difficult and in fact, for some
infinite state Markov chains there are no stationary distributions. It is known,
however, that if the Markov chain is irreducible (that is, if it is possible starting at
any state i to eventually reach any other state j ) and there is a stationary distribution
then it is unique.

Stationary distributions are important for the analysis of Markov chains because
they can be used to determine the long-run asymptotics of the Markov chain. For
instance, if the Markov chain is irreducible and a stationary distribution π exists,
then it is known that for any initial starting condition

lim
n→∞

1
n

n∑
k=1

Zk = Eπ [Z0] =
∑
j∈ j

π( j) j, with probability 1.

2.2. The backward branching process. Because the transition probabilities of the
excited random walk depend on the number of prior visits to the present location
and not only on the current location of the walk, an excited random walk is not
a Markov chain. However, there is a Markov chain we can study that can give
information about the excited random walk. This Markov chain is often referred
to in the literature as the “backward branching process” due to some structural
similarity with models for population growth known as branching processes. The
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backward branching process is related to the excited random walk through an
analysis of the number of left (or backward) crossings of edges of the excited
random walk before the walk reaches some point to the right for the first time.
We refer the reader interested in the details of this connection to [Basdevant and
Singh 2008a]. Here we only provide a description of the transition probabilities
for this Markov chain and the relevance to the limiting speed of the excited random
walk.

To describe the transition probabilities for the backwards branching process, we
imagine an infinite sequence of independent coin flips where for the first M flips
we use coins which come up heads with probability pj for j = 1, 2, . . . ,M and
then for all subsequent flips we use a fair coin. Mathematically we can represent
this as the sequence {ξj }j≥1 of independent Bernoulli random variables where

P(ξj=1)=
{

pj if j ≤ M,
1
2 if j > M.

Next, for any m ≥ 1 we let

Fm = inf
{

k ≥ 0 :
m+k∑
j=1

ξj ≥ m
}
.

Again viewing the {ξj }j≥1 as the outcomes of successive coin tosses, we have that Fm

can be interpreted as the number of “tails” before the m-th “heads”. Finally, using
this notation we are able to define the backward branching process associated to the
excited random walk with parameters M and Ep = (p1, p2, . . . , pM) as the Markov
chain Z = {Zn}n≥0 on Z+ = {0, 1, 2, . . .} with transition probabilities given by

p(i, j)= P(Fi+1= j) for i, j ≥ 0.

Example 6. Some transition probabilities which we will use later in Lemma 15 are
given below. Also we show the full transition matrix for when p1 = p2 = p3 = p.
When M = 3 cookies per site we have

• p(0,0)= p1 (no tails before a single heads),

• p(0,1)= (1−p1)p2 (one tail before a single heads),

• p(0,2)= (1−p1)(1−p2)p3 (two tails before a single heads),

• p(0,k)= (1−p1)(1−p2)(1−p3)/2k−2 for k ≥ 3 (k tails before a single heads),

• p(1,0)= p1 p2 (no tails before two heads),

• p(1,1)= (1−p1)p2 p3+p1(1−p2)p3 (one tail before two heads),

• p(k,0)= p1 p2 p3/2k−2 for k> 3 (no tails before k+1 heads).
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In the M = 3 case where p1 = p2 = p3 = p, (letting q := 1− p), the initial
entries of the transition matrix (with i, j ≤ 2) are

p pq pq2

p2 2p2q 3
2 pq2

· · ·

p3 3
2 p2q 3

4(pq2
+p2q)

...
. . .


and the remaining entries (when either i > 2 or j > 2) are given by

p(i, j)

=
1

2i+ j−2

[( i+ j−3
i−3

)
p3
+

( i+ j−3
j−3

)
q3
+ 3

( i+ j−3
i−2

)
p2q + 3

( i+ j−3
j−2

)
pq2

]
.

The Markov chain Z was first introduced in the study of excited random walks by
Basdevant and Singh [2008a]. It is easy to see that the Markov chain Z is irreducible
since p(i, j) > 0 for all i, j ≥ 0. Moreover, Basdevant and Singh showed that
the Markov chain Z has a (unique) stationary distribution π whenever δ > 1 (or
equivalently, by Theorem 1, when the excited random walk is transient to the right).
Most importantly, Basdevant and Singh proved that the limiting speed VM, Ep for the
excited random walk can be expressed in terms of the stationary distribution for the
Markov process Z in the following theorem.

Theorem 7 [Basdevant and Singh 2008a]. Suppose the parameters M and Ep =
(p1, p2, . . . , pM) are such that the speed VM, Ep is positive (that is, δ > 2). If π
is the stationary distribution for the corresponding backward branching process
Z = {Zn}n≥0, then

VM, Ep =
1

1+ 2Eπ [Z0]
. (3)

A rationalization for and proof sketch of Theorem 7 come from the following.
Because δ>2, the walk X is transient and almost surely limn→∞(Xn/n)=VM, Ep>0.
In such situations, it holds that almost surely

lim
n→∞

Xn

n
=

1
limn→∞(Tn/n)

,

where Tn is the hitting time of site n. Essentially, this identity is just noting that
distance over time can be expressed in terms of two different quantities for X and
each are equivalent to the velocity of the walk.

Now, the hitting-time limit can be expressed in terms of the backward branching
process by

lim
n→∞

Tn

n
= lim

n→∞

n+ 2
∑n

k=1 Zk

n
.
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To see this, we count the number of steps making up the hitting time to site n.
The number of total steps down from positive site k to site k− 1 before the walk
reaches n is

∑n
k=1 Zk . Each of these down steps is canceled by one step back up to

site k before reaching n. In addition, we have the final up step from each positive
site k up to n, which is n steps. Lastly, Tn contains the total number of steps from 0
to −1 and all the steps contained in the negative half-line. Because X is transient to
+∞ when δ > 2, there are a finite (random) number L of these steps and L/n→ 0
almost surely as n goes to∞. Then we have the following equalities which imply
the conclusion of Theorem 7:

1
VM,p

= lim
n→∞

Tn

n
= lim

n→∞

L + n+ 2
∑n

k=1 Zk

n

= lim
n→∞

L
n
+

n
n
+ 2 1

n

n∑
k=1

Zk = 1+ 2Eπ [Z0].

While Theorem 7 expresses the speed VM, Ep in terms of the stationary distribution
of the backward branching process, unfortunately, this doesn’t give an explicit
formula for the speed since there is not yet an explicit formula for the stationary
distribution π (solving the infinite system of equations π P = π is too difficult). In
the following section, however, we will develop some methods which can be used
to obtain rigorous upper and lower bounds on Eπ [Z0] and consequently upper and
lower bounds on VM, Ep.

3. Reduction of the formula for the speed

We will show how some recursive formulas for the probability-generating function of
the distribution π can be used to get useful approximations (upper and lower bounds)
of Eπ [Z0]. The starting point of our analysis of the speed of the excited random walk
is a recursive formula for the probability-generating function G(s) :=

∑
∞

k=0 π(k)s
k

of the stationary distribution π for the Markov chain Z . Basdevant and Singh
[2008a] showed that G(s) is the unique solution of the functional equation

1−G
( 1

2−s

)
= A(s)[1−G(s)] + B(s), s ∈ [0, 1], (4)

where

A(s)=
1

(2− s)M−1EM−1[s Z1]
,

and

B(s)=1−
1

(2−s)M−1EM−1[s Z1]
+

M−2∑
k=0

π(k)
(

Ek[s Z1]

(2−s)M−1EM−1[s Z1]
−

1
(2−s)k

)
. (5)



106 E. MADDEN, B. KIDD, O. LEVIN, J. PETERSON, J. SMITH AND K. M. STANGL

While the recursive equation (4) is still to hard to solve explicitly, using the fact
that 1/(2− s)≈ s when s ≈ 1, Basdevant and Singh were able to use (4) to obtain
asymptotics of the function G(s) near s = 1. This is particularly useful because of
the property of probability-generating functions that

G ′(1)=
∞∑

k=1

π(k)k = Eπ [Z0]. (6)

By careful analysis of this recursive equation near s = 1 and using the formula (3)
for the speed, Basdevant and Singh were able to deduce the following implicit
formula for the speed of an ERW.

Theorem 8 [Basdevant and Singh 2008a]. If the speed is nonzero (i.e., if δ > 2),
then

Eπ [Z0] = G ′(1)=
B ′′(1)

2(δ− 2)

and consequently the speed is equal to

VM, Ep =
δ− 2

δ− 2+ B ′′(1)
, (7)

where B(s) is defined in (5).

In deriving the representation (7) for the speed, Basdevant and Singh were
primarily interested in determining when the speed VM,p was positive. However,
an additional consequence of this formula is that it comes much closer to giving an
explicit formula for the speed. While computing Eπ [Z0] using the standard formula
in (6) requires knowing all of the stationary distribution, Theorem 8 shows we
can instead compute this using only the M − 1 values π(0), π(1), . . . , π(M − 2).
This is because all of the probability-generating functions Ek[s Z1] can be computed
explicitly so that the only unknown terms in B(s) are π(0), π(1), . . . , π(M − 2).

Example 9. In the general case of M = 3 cookies, the formula for B(s) involves
Ek[s Z1] for k = 0, 1, 2. These can be explicitly computed using the formulas for
the transition probabilities p(k, j) for the backward branching process:

E0[s Z1] = p(0, 0)+sp(0, 1)+s2 p(0, 2)+
∞∑

k=3

sk p(0, k)

= p1+s[(1−p1)p2]+s2
[(1−p1)(1−p2)p3]

+(1−p1)(1−p2)(1−p3)

∞∑
k=3

sk

2k−2

= p1+s[(1−p1)p2]+s2
[(1−p1)(1−p2)p3]−

(1−p1)(1−p2)(1−p3)s3

s−2
.
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Similar explicit calculations show that

E1[s Z1] =
s(2p2(s− 1)− s)(2p3(s− 1)− s)

(s− 2)2

−
p1(s− 1)

(
p2(2p3(3s− 4)s− 3s2

+ 4)+ 2s(s− 2p3(s− 1))
)

(s− 2)2
,

and

E2[s Z1] =
(2p1(s− 1)− s)(2p2(s− 1)− s)(2p3(s− 1)− s)

(s− 2)3
.

As noted above, Theorem 8 shows that the speed VM, Ep for an excited random walk
can be expressed in terms of only the unknown values π(0), π(1), . . . , π(M − 2).
The following lemma, however, gives a linear relation among these parameters so
that we can actually eliminate one of the unknowns.

Lemma 10. The unique stationary distribution π of {Zn}n≥0 satisfies

δ− 1=
M−2∑
k=0

π(k)(Ek[Z1] − k− 1+ δ).

Remark 11. Note that for any fixed excited-random-walk parameters M and Ep,
the expectations Ek[Z1] =

∑
∞

j=0 j p(k, j) appearing in Lemma 10 can be explicitly
calculated.

Proof. Due to properties of the stationary distribution we know

Eπ [Z0] = Eπ [Z1],

or equivalently
∞∑

k=0

kπ(k)=
∞∑

k=0

π(k)Ek[Z1]. (8)

In general, the expectations Ek[Z1] have to be calculated individually using the tran-
sition probabilities for the Markov chain {Zn}n≥0. However, Basdevant and Singh
[2008a, Lemma 3.3] showed that the following pattern emerges when k ≥ M − 1:

Ek[Z1] = k+ 1− δ for all k ≥ M − 1. (9)

(We provide a proof of (9) in the Appendix.) Using this, and splitting both sums in
(8) into k ≤ M − 2 and k ≥ M − 1, we obtain

M−2∑
k=0

kπ(k)+
∞∑

k=M−1

kπ(k)=
M−2∑
k=0

π(k)Ek[Z1] +

∞∑
k=M−1

(k+ 1− δ)π(k).
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Noting that
∑
∞

k=M−1 kπ(k) appears on both sides, we reduce this to

M−2∑
k=0

kπ(k)=
M−2∑
k=0

π(k)Ek[Z1] + (1− δ)
∞∑

k=M−1

π(k)

=

M−2∑
k=0

π(k)Ek[Z1] + (1− δ)− (1− δ)
M−2∑
k=0

π(k),

where in the last equality we used that
∞∑

k=M−1

π(k)= 1−
M−2∑
k=0

π(k)

because π is a probability distribution. The statement of the lemma is then obtained
by simplifying. �

As a special case, when there are M = 3 cookies, Lemma 10 gives a simple
linear relation between π(0) and π(1).

Corollary 12. For M=3 cookies with strength Ep= (p1, p2, p3), the linear equation

aπ(0)+ bπ(1)= c,

where (recalling the notation δj = 2pj − 1)

a := p1(δ2+ δ3)+ p2δ3(1− p1),

b := δ3 p1 p2,

c := δ− 1,
follows from above.

Proof. When M = 3, the equation in Lemma 10 becomes

δ− 1= [E0[Z1] + δ− 1] ·π(0)+ [E1[Z1] + δ− 2] ·π(1). (10)

Next, note that E0[Z1] and E1[Z1] can be explicitly calculated from the known
transition probabilities for Z (compare with Examples 6 and 9 above). For example,

E0[Z1] = 0(p1)+ 1(1− p1)p2+ 2(1− p1)(1− p2)p3

+ (1− p1)(1− p2)(1− p3)

∞∑
k=3

k
2k−2

= (1− p1)p2+ 2(1− p1)(1− p2)p3+ 4(1− p1)(1− p2)(1− p3)

= 4− 4p1− 3p2− 2p3+ 3p1 p2+ 2p1 p3+ 2p2 p3− 2p1 p2 p3,

and similarly it can be shown that

E1[Z1] = 5− 2(p1+ p2+ p3)− p1 p2(2p3− 1)= 2− δ− p1 p2δ3.
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Substituting these formulas for E0[Z1] and E1[Z1] in (10) and simplifying we obtain
the statement of the corollary. �

4. Bounds on the speed

Theorem 8 and Lemma 10 combined show that the speed VM, Ep of an excited
random walk with δ > 2 can be computed in terms of only the unknown values
π(0), π(1), . . . , π(M − 3). Actually computing this function, however, is rather
involved as especially computing B ′′(1) is a tedious task. Thus, for the remainder of
the paper we will restrict ourselves to the case M = 3 so that explicit computations
can be done. With the aid of Mathematica to compute the derivatives in B ′′(1), we
were able to show the following.

Theorem 13. For an excited random walk with M = 3 cookies of strengths Ep =
(p1, p2, p3), if δ > 2, the limiting speed is equal to

V3, Ep =
f1

f2+ f3 ·π(0)
, (11)

where
f1 = 2p1+ 2p2+ 2p3− 5,

f2 = 9+ 8(p1 p2+ p1 p3+ p2 p3)− 10(p1+ p2+ p3),

f3 = 2(2p3− 1)(p1+ p2− 3p1 p2).

The formula in (11) doesn’t quite calculate V3, Ep explicitly since we do not know
the value of π(0). However, the following lemma shows that we can easily use this
formula to compute upper and lower bounds on the speed.

Lemma 14. Let f1, f2 and f3 be as in Theorem 13. Then, if δ=
∑3

j=1(2pj−1)> 2
the function x 7→ f1/( f2+ f3x) is strictly positive and increasing for x ∈ [0, 1].

Proof. If g(x) = f1/( f2+ f3x), then g′(x) = − f1 f3/( f2+ f3x)2. Thus, to show
that g(x) is decreasing we need only to show that f1 f3 < 0 when p1, p2, p3 are
such that δ > 2. Note first of all that δ > 2 is equivalent to p1 + p2 + p3 >

5
2 .

Therefore,
f1 = 2(p1+ p2+ p3)− 5> 0,

and so it remains to show f3 < 0. To see this, note that since p1, p2 and p3 are each
at most 1, the condition δ > 2 implies that they are all strictly larger than 1

2 . Thus,

f3 = 2(2p3− 1)(p1+ p2− 3p1 p2) < 0 if p1+ p2− 3p1 p2 < 0.

When δ > 2, it follows that p1+ p2 ∈
( 3

2 , 2
)
. Therefore, if we fix t ∈

(3
2 , 2

)
and if

p1+ p2 = t then

p1+ p2− 3p1 p2 = t − 3p1(t − p1)= 3p2
1 + (1− 3p1)t
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and we wish to show that this is negative for all p1 ∈ [t − 1, 1]. However, since
3p2

1 + (1− 3p1)t is convex in p1 we need only to check the value at the endpoints
p1 = t − 1 and p1 = 1, and at both endpoints this evaluates to 3− 2t < 0. This
completes the proof that f3< 0 whenever δ > 2 and thus also that g(x) is decreasing
for x ∈ [0, 1].

Since we have already shown that f1 > 0 and f3 < 0 when δ > 2, it will follow
that g(x) is nonnegative on [0, 1] if we can show that f2+ f3 > 0 whenever δ > 2.
This will be accomplished by showing that

f2+ f3 ≥ 0 when δ = 2, (12)

and
∂

∂pi
( f2+ f3) > 0 for i = 1, 2, 3 whenever δ > 2. (13)

To show (12), note that if δ = 2 then p1+ p2+ p3 =
5
2 . Therefore, substituting

p3 =
5
2 − p1− p2 into f2+ f3 and then factoring we have

( f2+ f3)
(

p1, p2,
5
2 − p1− p2

)
=−16+ 28p1− 12p2

1 + 28p2− 40p1 p2+ 12p2
1 p2− 12p2

2 + 12p1 p2
2

= 4(1− p1)(1− p2)(3p1+ 3p2− 4).

However, if δ = 2 then p1+ p2 =
5
2 − p3 ≥

3
2 and thus 3p1+ 3p2− 4≥ 9

2 − 4= 1
2 .

From this, the claim in (12) follows.
To show (13), note that direct computation of derivatives yields

∂( f2+ f3)

∂p1
=−12+ 14p2+ 12p3− 12p2 p3 = 2p2− 12(1− p2)(1− p3),

∂( f2+ f3)

∂p2
=−12+ 14p1+ 12p3− 12p1 p3 = 2p1− 12(1− p1)(1− p3),

∂( f2+ f3)

∂p3
=−10+ 12p1+ 12p2− 12p1 p2 = 2− 12(1− p1)(1− p2).

For the partial derivative with respect to p1, δ > 2 implies p3 >
3
2 − p2 so that

(1− p2)(1− p3) < (1− p2)(p2− 1/2)≤ 1
16 .

Also, since δ > 2 implies p2 >
1
2 , we have

∂( f2+ f3)

∂p1
> 2

( 1
2

)
− 12

( 1
16

)
=

1
4 > 0.

Similar arguments show that ∂( f2+ f3)/∂p2 >
1
4 and ∂( f2+ f3)/∂p3 >

5
4 when

δ > 2. This completes the proof of (13) and thus also the proof of the lemma. �
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Using Lemma 14, it follows that we can obtain upper and lower bounds on V3, Ep

by using the simple bounds 0≤ π(0)≤ 1; that is,

f1

f2
≤ V3, Ep ≤

f1

f2+ f3
.

However, we can get improved upper bounds on π(0) by using the fact that π is
not just a probability distribution but also a stationary distribution for the Markov
chain {Zn}n≥0.

Lemma 15. For an excited random walk with M = 3 cookies of strengths Ep =
(p1, p2, p3),

c · p1 p2

b · (1− p1)+ a · p1 p2
≤ π(0)≤ c

(
b · (1− p1)p2

1− ((1− p1)p2 p3+ p1(1− p2)p3)
+ a

)−1

,

where a, b, and c are defined in Corollary 12.

Proof. Since π is the stationary distribution of a Markov chain with transition
probability matrix P = (p(i, j))i, j≥0, we know that the (infinite) matrix equation
π = π P holds. That is,

π(i)=
∞∑

k=0

π(k)p(k, i) for any i ≥ 0.

If we drop all but the first two terms in the sum on the right we then obtain the
inequality

π(i)≥ π(0)p(0, i)+π(1)p(1, i), (14)

where p(i, j) is the transition probability from state i to state j in the backward
branching process. For a lower bound on π(0) we use i = 0 in (14) and then
Corollary 12 to get

π(0)≥ p(0, 0)π(0)+ p(1, 0)π(1)

= p(0, 0)π(0)+ p(1, 0)
c− aπ(0)

b
.

Then, solving for π(0) and using the formulas for the transition probabilities yields
the lower bound

π(0)≥
c · p(1, 0)

b · (1− p(0, 0))+ a · p(1, 0)
=

c · p1 p2

b · (1− p1)+ a · p1 p2
. (15)

For an upper bound we repeat the same process, this time using i = 1 in (14)
and applying Corollary 12 to get

c− aπ(0)
b

≥ π(0)p(0, 1)+
(

c− aπ(0)
b

)
p(1, 1).



112 E. MADDEN, B. KIDD, O. LEVIN, J. PETERSON, J. SMITH AND K. M. STANGL

Solving this for π(0) and then using the formulas for the transition probabilities
yields the upper bound

π(0)≤ c
(

b·p(0,1)
1−p(1,1)

+a
)−1

= c
(

b·(1−p1)

1−((1−p1)p2 p3+p1(1−p2)p3)
+a
)−1

. (16)

This completes the proof. �

By applying Lemmas 14 and 15 to Theorem 13, we can obtain explicit upper
and lower bounds on the speed of excited random walks with M = 3 cookies. The
upper/lower bounds are obtained by substituting the respective upper/lower bounds
for π(0) in Lemma 15 into the formula for the speed in (11). In the special case of
p1 = p2 = p3 >

5
6 , this gives the following explicit formulas for upper and lower

bounds on the speed:

(6p− 5)(p2
− 2p− 1)

24p4− 42p3− 3p2+ 28p− 9
≤ V3,(p,p,p),

V3,(p,p,p) ≤
(6p− 5)(2p4

− 7p3
+ 5p2

+ p− 3)
48p6− 156p5+ 180p4− 61p3− 53p2+ 51p− 11

.

(17)

As is seen in Figure 2, these upper and lower bounds are remarkably close together.
In fact, using NMaxValue and NArgMax (Mathematica’s numerical optimization
functions) one sees that the maximum difference between the upper and lower
bounds is at most 0.010326 and is obtained approximately at p = 0.86649.

In the general case with M = 3 cookies, the upper and lower bounds are again
explicit rational functions in (p1, p2, p3), but these rational functions are extremely
long and so we leave it to the interested reader to compute these upper bounds explic-
itly (with the aid of Mathematica or some other computer algebra software). We note,
however, that even in this more general case the upper and lower bounds are remark-
ably close together. Indeed, again using Mathematica’s NMaxValue and NArgMax
functions we obtain that the upper and lower bounds differ by at most 0.0194564
and that this maximum is obtained at approximately Ep = (0.913811, 0.666396, 1).

5. Conclusion

Basdevant and Singh showed that the speed of an excited random walk with
M cookies per site can be expressed in terms of the expected value of the stationary
distribution π of a certain Markov chain on Z+. By using some recursions on the
probability-generating function of π that were obtained by Basdevant and Singh,
we were able to show that for any fixed values of the parameters p1, p2, . . . , pM ,
the speed can be expressed as an explicit function of only the M − 2 unknown
values π(0), π(1), . . . , π(M − 3). In the case of M = 3 there is only one unknown
parameter, π(0), and we can therefore obtain bounds on the speed by obtaining
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Figure 2. On the left is a plot of the upper and lower bounds for
V3,(p,p,p) given in (17). The upper and lower bounds are so close
as to be nearly indistinguishable, and so on the right we plot the
difference between the upper and lower bounds.

explicit bounds on π(0). The bounds we obtain in the case M = 3 are very close
together, but an exact computation of the speed is at this point still out of reach.

We conclude this paper by stating some remaining open questions related to the
results in this paper:

(1) Can one implement the methods developed in this paper to obtain explicit upper
and lower bounds on the speed VM, Ep when M ≥ 4? The main difficulty here will
be that instead of optimizing a function of one variable over an interval, one will
need to find the minimum and maximum of a function of M − 2 variables over an
(M−2)-dimensional region.

(2) For any fixed M , is the function (p1, p2, . . . , pM) 7→ VM,(p1,p2,...,pM ) differen-
tiable in the region where δ =

∑M
j=1(2pj −1) > 2? It was shown in [Basdevant and

Singh 2008a] for critical Ep= (p1, p2, . . . , pM) (that is, where δ= 2) that the speed
function Ep 7→VM, Ep has a positive “right derivative” (that is, the directional derivative
is positive in all directions Eu pointing toward the interior of the region where δ > 2).
For instance, this implies p 7→ V3,(p,p,p) has a positive right derivative at p = 5

6 .
Since the explicit upper and lower bounds in (17) have the same derivative at p= 1,
our results show that p 7→ V3,(p,p,p) is differentiable at p= 1 (with derivative equal
to 2). It remains open, however, to show that V3,(p,p,p) is differentiable in

( 5
6 , 1

)
.

Appendix: Proof of (9)

We will now give a proof that Ek[Z1] = k+ 1− δ for all k ≥ M − 1.

Proof. We will compute Ek[Z1] by conditioning on SM =
∑M

j=1 ξj (the number of
successes in the first M Bernoulli trials):

Ek[Z1] =

M∑
i=0

P(SM=i) E[Z1 | Z0=k and SM=i]. (18)
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Recall when Z0 = k that Z1 is the number of “failures” before the (k+1)-th
“success” in the sequence of Bernoulli trials. Given that SM = i we know that
there are i successes and M − i failures in the first M trials, and thus Z1 is
M − i plus the number of failures before the (k+1−i)-th success in a sequence of
Bernoulli

( 1
2

)
trials. Since the number of failures before the (k+1−i)-th success is

a NegativeBinomial
(
k+ 1− i, 1

2

)
random variable which has mean k+ 1− i , we

can therefore conclude that

E[Z1 | Z0=k and SM=i] = M − i + (k+ 1− i)= M + k+ 1− 2i.

Plugging this into (18) we obtain

Ek[Z1] =

M∑
i=0

P(SM=i) · (M + k+ 1− 2i)= M + k+ 1− 2
M∑

i=0

i ·P(SM=i)

= M + k+ 1− 2E[SM ] = M + k+ 1− 2
M∑

j=1

E[ξj ]

= M + k+ 1− 2
M∑

j=1

pj = (k+ 1)−
( M∑

j=1

2pj − 1
)
= k+ 1− δ. �
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Classifying linear operators over the octonions
Alex Putnam and Tevian Dray

(Communicated by Jim Hoste)

We classify linear operators over the octonions and relate them to linear equations
with octonionic coefficients and octonionic variables. Along the way, we also
classify linear operators over the quaternions, and show how to relate quaternionic
and octonionic operators to real matrices. In each case, we construct an explicit
basis of linear operators that maps to the canonical (real) matrix basis; in contrast
to the complex case, these maps are surjective. Since higher-order polynomials
can be reduced to compositions of linear operators, our construction implies that
the ring of polynomials in one variable over the octonions is isomorphic to the
product of eight copies of the ring of real polynomials in eight variables.

1. Introduction

The simplest equations are linear and homogeneous; think y = mx . However, even
linear equations of this form become complicated over number systems other than
the reals. What would happen if mx 6= xm, or m(nx) 6= (mn)x? To address such
questions, we analyze here multiplicative operators like mx over the four division
algebras, namely the familiar real (R) and complex (C) numbers, and the less
familiar quaternions (H), which are not commutative, and octonions (O), which are
neither commutative nor associative.

In the real and complex cases, it is straightforward to rewrite such operators as
real matrices. As explained in Section 2, we can generate all such matrices over
the reals, but not over the complexes. However, it is initially somewhat surprising
to discover that in the remaining cases we can again generate all such matrices, as
discussed in Sections 2 and 3. Finally, we discuss some consequences of our work
in Section 4, including the immediate generalization to higher-order polynomials.

So far as we are aware, there has not been much previous investigation of
octonionic polynomials, linear or otherwise. Serôdio [2007; 2010] considered
polynomials with coefficients in O, but only for real variables. Rodríguez-Ordónez
[2010] classified products of linear equations over O, and Datta and Nag [1987]
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Keywords: octonions, quaternions, division algebras, linear operators, linear equations.

117

http://msp.org
http://msp.org/involve/
http://dx.doi.org/10.2140/involve.2019.12-1
http://dx.doi.org/10.2140/involve.2019.12.117


118 ALEX PUTNAM AND TEVIAN DRAY

ij

k

l

il jl

kl

Figure 1. Octonionic multiplication in the Fano plane. Each of the
seven oriented lines represents a quaternionic subalgebra; products
of two elements on such a line yield ± the third element, with the
sign determined by the arrows.

analyzed the topology of the roots of (some) polynomials over O. In this work, we
provide a classification of all linear equations over O, and discuss its consequences
for polynomials.

Complex numbers can be thought of as a pair of real numbers, the real and
imaginary parts; thus, C=R⊕R i , so that C∼=R2 as a vector space. In addition, C

admits a product, defined by i2
=−1. Similarly, the quaternions satisfy H=C⊕C j ,

with multiplication defined by

i2
= j2
=−1, j i =−i j, (1)

from which it follows by associativity that k = i j also satisfies k2
=−1. Multipli-

cation of imaginary quaternions is much like the cross product, and in fact predates
it historically. Finally, the octonions (see, e.g., [Dray and Manogue 2015]) satisfy
O=H+H `, where `2

=−1; the complete multiplication table can be represented
via the oriented Fano plane, as shown in Figure 1. It is easy to check that the
octonions are not associative; for instance, (i j)`= k`=−i( j`).

Each of the number systems K=R,C,H,O is a composition algebra, admitting
the operation of conjugation,

x̄ = 2 Re(x)− x (2)
and an inner product

|x |2 = x x̄ (3)
satisfying

|xy| = |x ||y|. (4)

Each K is also a division algebra, that is, a vector space on which a compatible
multiplication is defined, and in which all nonzero elements are invertible. Explicitly,
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the multiplicative inverse of 0 6= x ∈ K is given by

x−1
=

x̄
|x |2

. (5)

The Hurwitz theorem [1922] asserts that these four algebras are the only (positive-
definite) composition algebras over the reals.

2. Real, complex and quaternionic linear operators

We now explore certain linear operators over each division algebra K=R,C,H,O.
Let L(K) be the set of all multiplicative linear operators from K to K, that is, all
real-linear operators from K to K that can be realized using multiplication (and
addition) within K. More precisely, L(K) is the group generated by the left and
right translations

mL : K→ K, m R : K→ K,

x 7→ mx, x 7→ xm
(6)

for m ∈K. These translations are linear over R by distributivity and the commuta-
tivity and associativity of elements of R in K. That is,

mL(x + r y)= mL(x)+ rmL(y) (7)

for x, y ∈ K and r ∈ R, and similarly for m R . Thus, L(K) must have a matrix
representation

πK : L(K)→ Mdim(K)(R), (8)

where Mk(R) denotes the set of k× k real matrices.
Since elements of R associate and commute, any linear operator over R can be

expressed in the form
x 7→ mx, (9)

where m, x ∈ R. For reasons that will become obvious as we lose commutativity
and associativity, we will refer to this linear operator as “mx”; that is, we use the
image of the operator acting on a “place-holder” variable, x , (also) as the name of
the operator. In this sense, mx ∈ L(R). Since elements of M1(R) are matrices of
the form M = (m), we have the natural definition

πR(mx)= (m). (10)

Thus, the set of linear operators on R is equivalent to the set of real 1× 1 matrices,
and πR is the trivial map.

Complex numbers also commute and associate, so linear operators over C can
again be expressed in the form (9), where now m, x ∈ C. Separating each complex
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number into real and imaginary parts, e.g., x = x1+ x2 i , and mapping C into R2 in
the natural way,

x1+ x2 i 7→
(

x1

x2

)
(11)

and noting that

(m1+m2 i)(x1+ x2 i)= m1x1−m2x2+ (m1x2+m2x1) i (12)

brings the linear operator to the form(
x1

x2

)
7→

(
m1x1−m2x2

m1x2+m2x1

)
(13)

so that

πC(mx)=
(

m1 −m2

m2 m1

)
. (14)

Thus, our set of linear operators over C has only two degrees of freedom, namely
the real and imaginary parts of the coefficient m. On the other hand, the set M2(R)

is a vector space with four (real) degrees of freedom. Therefore, there are real 2×2
matrices that cannot be expressed as a (complex-)linear operator over C. We have
therefore shown that πC : L(C)→ M2(R) cannot be a surjective map. Some simple
examples of real 2× 2 matrices that are not in the image of πC are projections and
complex conjugation.

If we look to the quaternions, we finally start to find more complicated linear
operators. Since the quaternions do not commute, all multiplicative linear operators
over H are sums of terms of the form

x 7→ pxq, (15)

where p, q ∈ H. Since we can expand each quaternion p, q, in terms of a basis
{1, i, j, k} and then distribute over the expanded coefficients, we see that every
linear operator over H can be expressed as a linear combination of terms of the
form

x 7→ em xen (16)

for distinct combinations em, en ∈ {1, i, j, k}. Therefore, we only need to consider
coefficients that are basis elements of H. Expanding each quaternion with respect
to our basis, e.g., x = x1+ x2 i + x3 j + x4 k, and mapping H into R4 by analogy
with (11) leads immediately to, for instance,

πH(px)=


p1 −p2 −p3 −p4

p2 p1 −p4 p3

p3 p4 p1 −p2

p4 −p3 p2 p1

 . (17)
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Although this particular operator has only four (real) degrees of freedom, it is now
easy to verify [Putnam 2017] that πH maps the set of all 16 operators {em xen} to a
basis of M4(R).1 Thus, πH must be a bijection between the linear operators over H

and M4(R).
An explicit pairing of each elementary matrix in M4(R)with a corresponding mul-

tiplicative linear operator over H is given in [Putnam 2017]. Intriguing examples are

x − i xi − j x j − kxk = 4 Re(x), (18)

x + i xi + j x j + kxk =−2x̄, (19)

each of which can be verified (or discovered!) by applying πH. Conjugation is a
linear map over H!

3. Octonionic linear operators

We are now ready to look at L(O), the multiplicative linear operators over O. If
we consider operators of the form (15) with p, q, x ∈ O, then, because O is not
associative, we are really considering two different operators, one of the form
x 7→ (px)q, and the other of the form x 7→ p(xq), unless p, q are in a complex
subalgebra of O (since the octonions are alternative). We can, however, continue
to nest more coefficients outside of these two terms. Just as before, because we
can distribute over the expanded form of x ∈O, we only need to consider linear
operators with basis elements as coefficients. Mapping O into R8 again gives a
natural definition of, for example,

πO(px)=



p1 −p2 −p3 −p4 −p5 −p6 −p7 −p8

p2 p1 −p4 p3 −p6 p5 p8 −p7

p3 p4 p1 −p2 p7 p8 −p5 −p6

p4 −p3 p2 p1 p8 −p7 p6 −p5

p5 p6 −p7 −p8 p1 −p2 p3 p4

p6 −p5 −p8 p7 p2 p1 −p4 p3

p7 −p8 p5 −p6 −p3 p4 p1 p2

p8 p7 p6 p5 −p4 −p3 −p2 p1


. (20)

Because we can nest the coefficients of x , we need to count how many nestings
we are likely to need to show whether πO is surjective. If we consider operators of

1Alternatively, one can verify by direct computation that the matrix πH

(∑
am,nem xen

)
is

a1,1−a2,2−a3,3−a4,4 −a1,2−a2,1+a3,4−a4,3 −a1,3−a2,4−a3,1+a4,2 −a1,4+a2,3−a3,2−a4,1
a1,2+a2,1+a3,4−a4,3 a1,1−a2,2+a3,3+a4,4 a1,4−a2,3−a3,2−a4,1 −a1,3−a2,4+a3,1−a4,2
a1,3−a2,4+a3,1+a4,2 −a1,4−a2,3−a3,2+a4,1 a1,1+a2,2−a3,3+a4,4 a1,2−a2,1−a3,4−a4,3
a1,4+a2,3−a3,2+a4,1 a1,3−a2,4−a3,1−a4,2 −a1,2+a2,1−a3,4−a4,3 a1,1+a2,2+a3,3−a4,4


and then check that the 16 degrees of freedom (the matrix coefficients of am,n) are independent.
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the form x 7→ pxq then at first sight we have 82
= 64 such operators. However, the

lack of associativity means that there are 2
(7

2

)
= 42 cases where we must count both

possible orders of multiplication, resulting in 64+ 42= 106 operators with distinct
orderings of coefficients. Since dim M8(R) = 64, these 106 operators cannot be
linearly independent, but it is not obvious whether they span L(O). Since right
multiplication can be expressed in terms of (nested) left multiplication [Conway and
Smith 2003], we will instead consider operators with coefficients only on the left.
We have the identity operator, x 7→ x , and seven operators of the form x 7→ enx
with en ∈ {i, j, k, i`, j`, k`, `}. If we consider one nested coefficient, then we have
the form x 7→ en(em x), again with en 6= 1 6= em and

(7
2

)
= 21 new operators. These

singly nested products were shown in [Manogue and Schray 1993] to generate the
orthogonal group SO(7).

Next, we consider two nestings, which yields
(7

3

)
=35 more operators. Amazingly,

this process gives us a total of 1+ 7+ 21+ 35 = 64 distinct (representations of)
operators in L(O)! It was shown in [Putnam 2017] that these 64 linear operators
are in fact linearly independent; an explicit pairing with the canonical basis of
M8(R) was also given. Thus, πO is surjective, and doubly nested representations
are precisely enough to express all elements L(O).

In the previous cases, we were only able to construct linear operators for dim(K)2

different combinations of coefficients of basis elements, because each underlying
space was associative. In O, we can construct the same linear operators with
different combinations of coefficients of basis elements. So, operators that appear
to be different may have the same image πO, and thus in fact correspond to different
representations of the same element of L(K).2 It is now straightforward to show that
L(O) forms a group under operator composition, and that the map πO : L(O)→
M8(R) is a bijection. In particular, it then follows that right multiplication can be
expressed in terms of left multiplication, thus verifying the result of [Conway and
Smith 2003], and this can be done explicitly by finding a linear combination of the
basis given in [Putnam 2017] that yields the same matrix.

Since πO is a surjective map, there must exist elements fn,m ∈ L(O) such that
fn,m(x) = xnem for 1 ≤ n ≤ 8 and em ∈ {1, i, j, k, i`, j`, k`, `}. Some other
intriguing elements of L(O) are given by x − i( j (kx)), which projects out the
quaternionic part of x , and x − i xi , which projects out the complex part of x . It
is a useful exercise to work out a representation of the latter operator in terms of
nested left multiplication! Again, these assertions can be verified or discovered by
applying πO.

2An alternative treatment, as in [Putnam 2017], would regard L(K) as being freely generated by
left and right translations, then define an equivalence relation L ∼ M on elements L ,M ∈ L(K) if
πO(L)= πO(M). The relation ∼ is clearly an equivalence relation, since it is defined by equality of
matrices, and what we here call L(O) would instead be the quotient L(O)/∼.
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4. Conclusion

We have shown that the lack of commutativity of the quaternions, and the lack of
associativity of the octonions, conspire to provide just enough degrees of freedom
that multiplicative linear operators do indeed generate all real-linear maps in those
cases — despite the fact that they do not do so in the complex case. In the quater-
nionic case, the extra degrees of freedom manifest themselves when considering
two-sided operators, whereas in the octonionic case it is the nested nature of iterated
multiplication that generates the necessary degrees of freedom. Along the way, we
have verified the assertion stated without proof in Section 3 that right multiplication
can be expressed in terms of nested left multiplication.

In the octonionic case, we have further shown that it takes precisely three iterated
products to generate all 64 independent real-linear maps, noting that

(7
0

)
+
(7

1

)
+(7

2

)
+
(7

3

)
= 64. This result has an intriguing application to the Clifford algebra

Cl(6), which can be represented precisely as the 64-dimensional matrix algebra
M8(R). As has been noted by Furey [2014], it is therefore possible to represent
Cl(6) entirely in terms of octonionic multiplication, with possible applications to
particle physics; see, e.g., [Dray and Manogue 2015].

Having classified multiplicative linear operators over O, we could consider
higher-degree terms, that is, octonionic polynomials. By the distributive law, and
because real numbers commute and associate with octonions, we can expand each
such term (both coefficients and variables) with respect to a basis. Just as there are
8 =

(8
1

)
(real-)independent components of x , and hence 8× 8 = 64 independent

linear operators on O, there are similarly
(8

2

)
+8= 36 quadratic “components” of x2,

where the last “8” counts coefficients that are squared. Thus, the most general
quadratic operator maps x to a linear combination of the 8×36= 288 terms xm xnep,
where 1≤m≤ n≤ 8 and 1≤ p≤ 8. Furthermore, we can realize each such operator
(in multiple ways) as a composition of the linear operators fm,n , and hence in
terms of octonionic multiplication. A similar process can be applied to higher-order
terms. It is obvious that any polynomial over O can be reinterpreted as eight real
polynomials in eight variables; our construction shows that the converse is also
true, so that O[x] ∼= (R[x1, . . . , x8])

8.
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Spectrum of the Kohn Laplacian
on the Rossi sphere

Tawfik Abbas, Madelyne M. Brown,
Allison Ramasami and Yunus E. Zeytuncu

(Communicated by Stephan Garcia)

We study the spectrum of the Kohn Laplacian �t
b on the Rossi example (S3,Lt ).

In particular we show that 0 is in the essential spectrum of �t
b, which yields

another proof of the global nonembeddability of the Rossi example.

1. Introduction

General setting. Let S3
= {(z1, z2) ∈ C2

: |z1|
2
+ |z2|

2
= 1} denote the 3-sphere

in C2. The space S3 is a real three-dimensional manifold and it can be viewed as
an abstract CR manifold when one chooses a specific complex vector field that
determines the complex tangent vectors. It is a general question whether an abstract
CR manifold can be realized as a manifold in CN, for some N, where the complex
tangent spaces coincide with the ones induced from the ambient space. One way
of addressing this question is studying a second-order differential operator, the
so-called Kohn Laplacian, that naturally arises on CR manifolds. Many geometric
properties of abstract CR manifolds can be studied by analyzing the properties of
this differential operator. In this note we address the embeddability question by
studying the spectrum of the Kohn Laplacian on a specific abstract CR manifold. In
particular we examine the essential spectrum of the Kohn Laplacian. The essential
spectrum of a bounded self-adjoint operator is the subset of the spectrum that
contains eigenvalues of infinite multiplicity and the limit points. We refer the
readers to [Boggess 1991; Chen and Shaw 2001] for the general theory of CR
manifolds and the Kohn Laplacian, and to [Davies 1995] for spectral theory.

MSC2010: primary 32V30; secondary 32V05.
Keywords: Kohn Laplacian, spherical harmonics, global embeddability of CR manifolds.
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Main problem. Rossi [1965] showed that the CR-manifold (S3,Lt) is not CR-
embeddable, where

Lt = z̄1
∂

∂z2
− z̄2

∂

∂z1
+ t̄
(

z1
∂

∂ z̄2
− z2

∂

∂ z̄1

)
,

and |t |< 1. In the case of strictly pseudoconvex CR-manifolds Boutet de Monvel
[1975] proved that if the real dimension of the manifold is at least 5, then it can
always be globally CR-embedded into CN for some N. Later Burns [1979] ap-
proached this problem in the ∂̄ context and showed that if the tangential operator ∂̄b,t

has closed range and the Szegő projection is bounded, then the CR-manifold is CR-
embeddable into CN. Then Kohn [1985] showed that CR-embeddability is equivalent
to showing that the tangential Cauchy–Riemann operator ∂̄b,t has closed range.

In the setting of the Rossi example, as an application of the closed graph theorem,
∂̄b,t has closed range if and only if the Kohn Laplacian

�t
b =−Lt

1+ |t |2

(1− |t |2)2
Lt

has closed range; see [Burns and Epstein 1990, (0.5)]. Furthermore, the closed range
property is equivalent to the positivity of the essential spectrum of �t

b; see [Fu 2005]
for similar discussion. In this note we tackle the problem of embeddability, from
the perspective of spectral analysis. In particular, we show that 0 is in the essential
spectrum of �t

b, so the Rossi sphere is not globally CR-embeddable into CN. This
provides a different approach to the results in [Burns 1979; Kohn 1985].

We start our analysis with the spectrum of �t
b. We utilize spherical harmonics

to construct finite-dimensional subspaces of L2(S3) such that �t
b has tridiagonal

matrix representations on these subspaces. We then use these matrices to compute
eigenvalues of �t

b. We also present numerical results obtained by Mathematica
that motivate most of our theoretical results. We then present an upper bound for
small eigenvalues and we exploit this bound to find a sequence of eigenvalues that
converge to 0.

In addition to particular results in this note, our approach can be adopted to study
possible other perturbations of the standard CR-structure on the 3-sphere, such as in
[Burns and Epstein 1990]. Furthermore, our approach also leads some information
on the growth rate of the eigenvalues and possible connections to finite-type (in the
sense of commutators) results similar to the ones in [Fu 2008]. We plan to address
these issues in future papers.

2. Analysis of �b on H p,q(S
3)

Spherical harmonics. We start with a quick overview of spherical harmonics; we
refer to [Axler et al. 2001] for a detailed discussion. We will state the relevant



SPECTRUM OF THE KOHN LAPLACIAN ON THE ROSSI SPHERE 127

theorems on C2 and S3
⊆ C2. A polynomial in C2 can be written as

p(z, z̄)=
∑
α,β

cα,βzα z̄β,

where z∈C2, each cα,β is in C, and α, β ∈N2 are multi-indices. That is, α= (α1, α2),
zα = zα1

1 zα2
2 , and |α| = α1+α2.

We denote the space of all homogeneous polynomials on C2 of degree m by
Pm(C

2), and we let Hm(C
2) denote the subspace of Pm(C

2) that consists of all
harmonic homogeneous polynomials on C2 of degree m. We use Pm(S

3) and
Hm(S

3) to denote the restriction of Pm(C
2) and Hm(C

2) onto S3. We denote the
space of complex homogeneous polynomials on C2 of bidegree p, q by Pp,q(C

2),
and those polynomials that are homogeneous and harmonic by Hp,q(C

2). As before,
we denote by Pp,q(S

3) and Hp,q(S
3) the polynomials of the previous spaces, but

restricted to S3. We recall that on C2, the Laplacian is defined as

1= 4
(

∂2

∂z1∂ z̄1
+

∂2

∂z2∂ z̄2

)
.

As an example, z1 z̄2 − 2z2 z̄1 ∈ P1,1(C
2), and z1 z̄2

2 ∈ H1,2(C
2). We take our first

step by stating the following decomposition result.

Proposition 2.1 [Axler et al. 2001, Theorem 5.12]. L2(S3)=
⊕
∞

m=0 Hm(S
3).

The spherical harmonics form an orthogonal basis on S3 similar to the Fourier
series on the unit circle S1. They are also the eigenfunctions of the Laplacian on S3.
The summation above is understood as the orthogonal direct sum of Hilbert spaces.
This statement is essential to the spectral analysis of �t

b on L2(S3) since it decom-
poses the infinite-dimensional space L2(S3) into finite-dimensional pieces, which is
necessary for obtaining the matrix representation of �t

b (a special case of the general
spectral theory of compact operators). In order to get such a matrix representation,
we need a method for obtaining a basis for Hk(S

3). Proposition 2.3 presents a
method to do so for Hm(C

2) and Proposition 2.5 presents a method for Hp,q(C
2).

The dimension of the matrix representation on a particular Hm(S
3) is the dimension

of the subspace Hm(S
3), which is given below and analogously given for Hp,q(C

2).

Proposition 2.2 [Axler et al. 2001, Proposition 5.8]. For k, p, q ≥ 2,

dimPp,q(C
2)= (p+ 1)(q + 1),

dimHp,q(C
2)= p+ q + 1

dimHk(C
2)= (k+ 1)2.

Now we present a method to obtain explicit bases of spaces of spherical harmonics.
These bases play an essential role in explicit calculations in the next section. Here,
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K denotes the Kelvin transform,

K [g](z)= |z|−2g
(

z
|z|2

)
.

For multi-indices α, β ∈ N2, we denote by Dα and Dβ the differential operators

Dα
=

∂ |α|

(∂α1 z1)(∂α2 z2)
and Dβ

=
∂ |β|

(∂β1 z̄1)(∂β2 z̄2)
.

Proposition 2.3 [Axler et al. 2001, Theorem 5.25]. The set{
K [Dα

|z|−2
] : |α| = m and α1 ≤ 1

}
is a vector space basis of Hm(C

2), and the set{
Dα
|z|−2

: |α| = m and α1 ≤ 1
}

is a vector space basis of Hm(S
3).

Homogeneous polynomials of degree k can be written as the sum of polynomials
of bidegree p, q such that p+ q = k.

Proposition 2.4. Pk(C
2)=

⊕
p+q=k Pp,q(C

2).

Analogous to the version in Proposition 2.3, we use the following method to
construct orthogonal bases for Hp,q(C

2) and Hp,q(S
3). The proof pretty much

follows the proof of [Axler et al. 2001, Theorem 5.25], with changes from single
index to double index.

Proposition 2.5. The set{
K [DαDβ

|z|−2
] : |α| = p, |β| = q, α1= 0 or β1= 0

}
is a basis for Hp,q(C

2), and the set{
DαDβ

|z|−2
: |α| = p, |β| = q, α1= 0 or β1= 0

}
is an orthogonal basis for Hp,q(S

3).

�b on H p,q(S
3). Before we study the operator �t

b, we first need some background
on a simpler operator we call �b. It arises from the CR-manifold (S3,L), and is
defined as

�b =−LL.

Here, L = L0 = z̄1(∂/∂z2)− z̄2(∂/∂z1), the standard (1, 0) vector field from the
ambient space. We note that this CR-structure is induced from C2 and this manifold
is naturally embedded. By the machinery above we can compute the eigenvalues
of �b; see also [Folland 1972] for a more general discussion.
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Theorem 2.6. Suppose f ∈Hp,q(S
3). Then

�b f = (pq + q) f.

Proof. Expanding the definition, we get

�b =−

(
z̄2
∂

∂z1
− z̄1

∂

∂z2

)(
z2
∂

∂ z̄1
− z1

∂

∂ z̄2

)
=−z̄2

∂

∂z1

(
z2
∂

∂ z̄1
− z1

∂

∂ z̄2

)
+ z̄1

∂

∂z2

(
z2
∂

∂ z̄1
− z1

∂

∂ z̄2

)
=−z2 z̄2

∂2

∂z1∂ z̄1
+ z̄2

∂

∂ z̄2
+ z1 z̄2

∂2

∂z1∂ z̄2
− z1 z̄1

∂2

∂z2∂ z̄2
+ z̄1

∂

∂ z̄1
+ z2 z̄1

∂2

∂z2∂ z̄1
.

Now, let f ∈Hp,q(S
3). Since f is harmonic, we know that

∂2

∂z1∂ z̄1
=−

∂2

∂z2∂ z̄2
.

Substituting, we get

�b = z2 z̄2
∂2

∂z2∂ z̄2
+ z̄2

∂

∂ z̄2
+ z1 z̄2

∂2

∂z1∂ z̄2
+ z1 z̄1

∂2

∂z1∂ z̄1
+ z̄1

∂

∂ z̄1
+ z2 z̄1

∂2

∂z2∂ z̄1
.

Since f is a polynomial and �b is linear, it suffices to show that if f = zα z̄β =
zα1

1 zα2
2 z̄β1

1 z̄β2
2 , where α1+α2 = p and β1+β2 = q , then the claim holds. Using the

expansion above, each derivative simply becomes a multiple of f , and we have

�b f = (α2β2+β2+α1β2+α1β1+β1+α2β1) f

= ((α1+α2)(β1+β2)+ (β1+β2)) f

= (pq + q) f. �

In a similar manner, we can show that −LL f = (pq+ p) f . For �b, we actually
have spec(�b)= {pq + q : p, q ∈ N}; therefore 0 /∈ essspec(�b) since it is not an
accumulation point of the set above.

3. Experimental results in Mathematica

Using the symbolic computation environment provided by Mathematica, we are
able to write a program to streamline our calculations1. We implement the algorithm
provided in Proposition 2.5 to construct the vector space basis of Hk(S

3) for a

1Our code for this and the other symbolic computations described below is available in the online
supplement.

http://msp.org/involve/2019/12-1/involve-v12-n1-x01-MathematicaCode.nb
http://msp.org/involve/2019/12-1/involve-v12-n1-x01-MathematicaCode.nb
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specified k. As an example, our code produces the following basis of H3(S
3):

{−6z̄3
2,−6z̄1 z̄2

2,−6z̄2
1 z̄2,−6z̄3

1,4z1 z̄1 z̄2−2z2 z̄2
2,2z1 z̄2

1−4z2 z̄1 z̄2,−6z2 z̄2
1,−6z1 z̄2

2,

4z1z2 z̄1−2z2
2 z̄2,−6z2

2 z̄1,2z2
1 z̄1−4z1z2 z̄2,−6z2

1 z̄2,−6z3
2,−6z1z2

2,−6z2
1z2,−6z3

1}.

Now, with the basis for Hk(S
3), the matrix representation of �t

b on Hk(S
3) can

be computed for each k. In particular, we use this program to construct the matrix
representations for 1≤ k ≤ 12. For a specific k, the code applies �t

b to each basis
element of Hk(S

3) obtained by the results in the previous sections. Then, using the
inner product defined by

〈 f, g〉 =
∫

S3
f ḡ dσ,

where σ is the standard surface-area measure, the software computes 〈�t
b fi , f j 〉,

where fi , f j are basis vectors for Hk(S
3). With these results, Mathematica yields

the matrix representation for the imputed value of k. For example, for k = 3 the
program produces the matrix representation

h



3 0 0 0 0 0 0 0 0 0 0 −6t̄ 0 0 0 0
0 3 0 0 0 0 0 0 0 0 6t̄ 0 0 0 0 0
0 0 3 0 0 0 0 0 −6t̄ 0 0 0 0 0 0 0
0 0 0 3 0 0 0 0 0 −6t̄ 0 0 0 0 0 0
0 0 0 0 A 0 0 0 0 0 0 0 0 0 −2t̄ 0
0 0 0 0 0 A 0 0 0 0 0 0 0 2t̄ 0 0
0 0 0 0 0 0 A 0 0 0 0 0 −2t̄ 0 0 0
0 0 0 0 0 0 0 A 0 0 0 0 0 0 0 −2t̄
0 0 −2t 0 0 0 0 0 B 0 0 0 0 0 0 0
0 0 0 −2t 0 0 0 0 0 B 0 0 0 0 0 0
0 2t 0 0 0 0 0 0 0 0 B 0 0 0 0 0
−2t 0 0 0 0 0 0 0 0 0 0 B 0 0 0 0

0 0 0 0 0 0 −6t 0 0 0 0 0 3|t |2 0 0 0
0 0 0 0 0 6t 0 0 0 0 0 0 0 3|t |2 0 0
0 0 0 0 −6t 0 0 0 0 0 0 0 0 0 3|t |2 0
0 0 0 0 0 0 0 −6t 0 0 0 0 0 0 0 3|t |2



,

where A=4+3|t |2 and B=3+4|t |2. Since each entry has a common normalization
factor,

h =
1+ |t |2

(1− |t |2)2
,

this constant has been factored out.
With Mathematica’s Eigenvalue function, the eigenvalues are then calculated

for these matrix representations. Our numerical results suggest that the smallest
nonzero eigenvalue of �t

b on H2k−1(S
3) decreases as k increases. Conversely, the

smallest nonzero eigenvalue of �t
b on H2k(S

3) increases with k. The smallest
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Figure 1. Smallest nonzero eigenvalues for k = 1, 3, 5, 7, 9.

eigenvalue of H2k−1(S
3) is plotted for 1 ≤ k ≤ 5 and 0 < |t | < 1 in Figure 1. It

is apparent that λmin,1 ≤ λmin,3 ≤ λmin,5 ≤ λmin,7 ≤ λmin,9, where λmin,k denotes
the smallest nonzero eigenvalue of �t

b on Hk(S
3). These initial numerical results

suggest that limk→∞ λmin,2k−1= 0 for 0< |t |< 1, which agrees with our final result.

4. Invariant subspaces of H2k−1(S
3) under � t

b

In this section we fix k ≥ 1 and work on H2k−1(S
3). As we have seen, �t

b can be
expanded in the following way:

�t
b =−(L+ t̄L)

1+ |t |2

(1− |t |2)2
(L+ tL)

=−h(LL+ |t |2LL+ tL2
+ t̄L2). (1)

This is because of the linearity of L and L. Now, we need the following property.

Lemma 4.1. If 〈 fi , f j 〉 = 0 and fi , f j ∈H0,2k−1(S
3), then 〈Lσ fi ,Lσ f j 〉 = 0 for

0≤ σ ≤ 2k− 1.

Proof. Choose fi and f j in H0,2k−1(S
3) and 〈 fi , f j 〉 = 0. We show that Lσ fi and

Lσ f j are orthogonal for 0≤ σ ≤ 2k−1. To do this we use induction on σ . Suppose
〈Lσ−1 fi ,Lσ−1 f j 〉 = 0, and we show that 〈Lσ fi ,Lσ f j 〉 = 0. Note that, the adjoint
of L is −L and

〈Lσ fi ,Lσ f j 〉 = 〈Lσ−1 fi ,−LLσ f j 〉

= 〈Lσ−1 fi ,−(LL)Lσ−1 f j 〉

= 〈Lσ−1 fi ,−�bLσ−1 f j 〉.

However,2 since Lσ−1 f j ∈Hσ−1,2k−1−σ+1(S
3), we know that

�bLσ−1 f j = (σ )(2k− σ − 2)Lσ−1 f j .

2For f ∈Hi, j (S
3), by counting degrees, we notice L f ∈Hi−1, j+1(S

3).



132 T. ABBAS, M. M. BROWN, R. RAMASAMI AND Y. E. ZEYTUNCU

Therefore,

〈Lσ−1 fi ,−�bLσ−1 f j 〉 = 〈Lσ−1 fi ,−(σ )(2k− σ − 2)Lσ−1 f j 〉

= −(σ )(2k− σ − 2)〈Lσ−1 fi ,Lσ−1 f j 〉 = 0

by our induction hypothesis as desired. �

With this, we note that if { f0, . . . , f2k−1} is an orthogonal basis for H0,2k−1(S
3),

then {Lσ f0, . . . ,Lσ f2k−1} is an orthogonal basis for Hσ,2k−1−σ (S
3). Now, we

define the following subspaces of H2k−1(S
3).

Definition 4.2. Suppose { f0, . . . , f2k−1} is an orthogonal basis for H0,2k−1(S
3).

Then we define

Vi = span{ fi ,L2 fi , . . . ,L2 j−2 fi , . . . ,L2k−2 fi },

Wi = span{L fi ,L3 fi , . . . ,L2 j−1 fi , . . . ,L2k−1 fi }.

Denote the basis elements for Vi by vi,1, . . . , vi,k and for Wi by wi,1, . . . , wi,k .
Since each bidegree space Hp,q(S

3) ⊆ H2k−1(S
3) has 2k elements, we have

2k Vi spaces and 2k Wi spaces. We now note the following fact.

Theorem 4.3.
⊕2k−1

i=0 Vi ⊕Wi =H2k−1(S
3).

Proof. By Proposition 2.4 and Lemma 4.1, we have

H2k−1(S
3)=

2k−1⊕
i=0

Hi,2k−1−i (S
3)=

2k−1⊕
i=0

Li f0⊕ · · ·⊕Li f2k−1.

Manipulating this, we have

H2k−1(S
3)=

2k−1⊕
i=0

fi ⊕L fi · · · ⊕L2k−1 fi

=

2k−1⊕
i=0

fi ⊕L2 fi ⊕ · · ·⊕L2k−2 fi ⊕L fi ⊕L3 fi ⊕ · · ·⊕L2k−1 fi

=

2k−1⊕
i=0

Vi ⊕Wi ,

which is our goal. �

The advantage of constructing these spaces in the first place is due to the following
fact.

Theorem 4.4. For 0≤ i ≤ 2k−1, the subspaces Vi and Wi are invariant under �t
b.
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Proof. By (1), we have

�t
b =−h(LL+ |t |2LL+ tL2

+ t̄L2).

Since the fraction in front is a constant, we can ignore it and only consider the
expression in the parentheses. Let f ∈H0,2k−1(S

3), and define vσ = Lσ f to be a
basis element of either Vi or Wi , since they have the same form. We first note that
vσ ∈Hσ,2k−1−σ (S

3). Then by our expansion we have

�t
bvσ =−h(LLvσ + |t |2LLvσ + tL2vσ + t̄L2vσ ).

We already know LLvσ and LLvσ will simply be multiples of vσ , so we consider
L2vσ and L2vσ :

L2vσ = L2Lσ f = L[LL[Lσ−1 f ]]

= −(σ )(2k− σ)LL[Lσ−2 f ]

= (σ )(σ − 1)(2k+ 1− σ)(2k− σ)Lσ−2 f

= (σ )(σ − 1)(2k+ 1− σ)(2k− σ)vσ−2, (2a)

L2vσ = L2
[Lσ f ] = Lσ+2 f = vσ+2, (2b)

so we get multiples of vσ−2 and vσ+2. Relating this back to Vi and Wi , we see
that if σ = 2 j − 2, then L2vi, j is a multiple of vi, j−1, and L2vi, j is a multiple of
vi, j+1. If σ = 2 j − 1, we get a similar result for wi, j . So we indeed have that both
subspaces Vi and Wi are invariant under �t

b, and we are done. �

In light of this fact, we can consider �t
b not on the whole space L2(S3) or

H2k−1(S
3), but rather on these Vi and Wi spaces. In fact, we actually have a

representation of �t
b on these spaces with respect to the orthogonal bases for Vi

and Wi as in Definition 4.2.

Theorem 4.5. The matrix representation of �t
b on Vi and Wi is tridiagonal. That is,

m(�t
b)= h


d1 u1

−t̄ d2 u2

−t̄ d3
. . .

. . .
. . . uk−1

−t̄ dk

 ,
where on Vi

u j =−t · (2 j)(2 j − 1)(2k− 2 j)(2k− 1− 2 j),

d j = (2 j − 1)(2k+ 1− 2 j)+ |t |2 · (2 j − 2)(2k+ 2− 2 j),
and on Wi

u j =−t · (2 j + 1)(2 j)(2k− 2 j)(2k− 1− 2 j),

d j = (2 j)(2k− 2 j)+ |t |2 · (2 j − 1)(2k+ 1− 2 j).
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We note that the above definitions don’t depend on i ; in other words, each of
these matrices are the same on Vi and Wi , regardless of the choice of i .

Proof. Using (2a) and (2b), along with Theorem 2.6, we can entirely describe the
action of each piece of �t

b on a basis element vi, j or wi, j :

−LLvi, j = (2 j − 1)(2k+ 1− 2 j)vi, j ,

−LLwi, j = (2 j)(2k− 2 j)wi, j ,

−LLvi, j = (2 j − 2)(2k+ 2− 2 j)vi, j ,

−LLwi, j = (2 j − 1)(2k+ 1− 2 j)wi, j ,

−L2vi, j =−(2 j − 2)(2 j − 3)(2k+ 3− 2 j)(2k+ 2− 2 j)vi, j−1,

−L2wi, j =−(2 j − 1)(2 j − 2)(2k+ 2− 2 j)(2k+ 1− 2 j)wi, j−1,

−L2vi, j =−vi, j+1,

−L2wi, j =−wi, j+1.

By looking at it this way, we notice the tridiagonal structure. So with these obser-
vations, we can state that

�t
bvi, j = h

(
−t ·(2 j−2)(2 j−3)(2k+3−2 j)(2k+2−2 j)vi, j−1

+
(
(2 j−1)(2k+1−2 j)+|t |2 ·(2 j−2)(2k+2−2 j)

)
vi, j− t̄ ·vi, j+1

)
,

�t
bwi, j = h

(
−t ·(2 j−1)(2 j−2)(2k+2−2 j)(2k+1−2 j)wi, j−1

+
(
(2 j)(2k−2 j)+|t |2 ·(2 j−1)(2k−1−2 j)

)
wi, j− t̄ ·wi, j+1

)
.

Now that we have this formula, we can find m(�t
b) on Vi and Wi by computing

their effect on the basis vectors vi, j and wi, j : When we do this for Vi , we get

d j = (2 j − 1)(2k+ 1− 2 j)+ |t |2 · (2 j − 2)(2k+ 2− 2 j),

u j−1 =−t · (2 j − 2)(2 j − 3)(2k+ 3− 2 j)(2k+ 2− 2 j);
hence

u j =−t · (2 j)(2 j − 1)(2k− 2 j)(2k− 1− 2 j).

For Wi , we get

d j = (2 j)(2k− 2 j)+ |t |2 · (2 j − 1)(2k− 1− 2 j),

u j−1 =−t · (2 j − 1)(2 j − 2)(2k+ 2− 2 j)(2k+ 1− 2 j);
hence

u j =−t · (2 j + 1)(2 j)(2k− 2 j)(2k− 1− 2 j).

Finally, by factoring out h and simply substituting in each portion, we obtain the
matrix representations above. �
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An immediate consequence of this is that each Vi subspace contributes the same
set of eigenvalues to the spectrum of �t

b, and similarly for each Wi . Furthermore,
we note that the matrices are of rank k (by the tridiagonal structure it is at least of
rank k− 1 and by Proposition 5.6 the determinant is nonzero, hence rank k). Since
the choice of i does not change m(�t

b) on these spaces, we will fix an arbitrary i
and call the spaces V and W instead.

5. Bottom of the spectrum of � t
b

Now that we have a matrix representation for � t
b on these V and W spaces inside

H2k−1(S
3), we can begin to analyze their eigenvalues as k varies. First, we go over

some facts about tridiagonal matrices.

Proposition 5.1. Suppose A is a tridiagonal matrix,

A =


d1 u1

l1 d2 u2

l2 d3
. . .

. . .
. . . uk−1

lk−1 dk


and ui li > 0 for 1≤ i < k. Then A is similar to a symmetric tridiagonal matrix.

Proof. One can verify that if

S =


1
√

u1/l1
√

u1u2/(l1l2)
. . . √

u1 . . . uk−1/(l1 . . . lk−1)


then A = S−1 BS, where

B =


d1

√
u1l1

√
u1l1 d2

√
u2l2

√
u2l2 d3

. . .

. . .
. . .

√
uk−1lk−1

√
uk−1lk−1 dk

 .

Therefore, A is similar to a symmetric tridiagonal matrix. �

Another special property of tridiagonal matrices is the continuant.

Definition 5.2. Let A be a tridiagonal matrix, like the above. Then we define the
continuant of A to be a recursive sequence: f1= d1, and fi = di fi−1−ui−1li−1 fi−2,
where f0 = 1.
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The reason we define this is because det(A)= fk . In addition, if we define Ai

to mean the square submatrix of A formed by the first i rows and i columns, then
det(Ai )= fi .

With this background, we will now start analyzing � t
b on W.

To get bounds on the eigenvalues, we will invoke the Cauchy interlacing theorem;
see [Hwang 2004].

Theorem 5.3 (Cauchy interlacing theorem). Suppose E is an n × n Hermitian
matrix of rank n, and F is an (n−1)×(n−1) matrix minor of E. If the eigenvalues
of E are λ1 ≤ · · · ≤ λn and the eigenvalues of F are ν1 ≤ · · · ≤ νn−1, then the
eigenvalues of E and F interlace:

0< λ1 ≤ ν1 ≤ λ2 ≤ ν2 ≤ · · · ≤ λn−1 ≤ νn−1 ≤ λn.

Now, we can get an intermediate bound on the smallest eigenvalue.

Theorem 5.4. Suppose A is the Hermitian matrix of rank k, like the above, and
λ1 ≤ · · · ≤ λk are its eigenvalues. Then

λ1 ≤
det(A)

det(Ak−1)
,

where Ak−1 is A without the last row and column.

Proof. Since Ak−1 is a (k − 1)× (k − 1) matrix minor of A, we can apply the
Cauchy interlacing theorem. If the eigenvalues of Ak−1 are ν1 ≤ · · · ≤ νk−1, then

λ1 ≤ ν1 ≤ λ2 ≤ ν2 ≤ · · · ≤ λn−1 ≤ νn−1 ≤ λn.

Now, we claim that
λ1 det(Ak−1)≤ det(A).

To see why this is true, first observe that the determinant of a matrix is simply the
product of all its eigenvalues. In particular,

λ1 det(Ak−1)= λ1ν1 . . . νk−1.

But we can simply apply the Cauchy interlacing theorem: since ν1 ≤ λ2, ν2 ≤ λ3,
and so on, we get

λ1ν1 . . . νk−1 ≤ λ1λ2 . . . λk = det(A).

Now, dividing both sides by det Ak−1,

λ1 ≤
det(A)

det(Ak−1)
,

as desired. �
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Since m(�t
b) on W satisfies the conditions of Proposition 5.1, we find it is similar

to the Hermitian tridiagonal matrix

A=


a1+b1|t |2 c1|t |

c1|t | a2+b2|t |2 c2|t |
c2|t | a3+b3|t |2

. . .

. . .
. . . ck−1|t |

ck−1|t | ak+bk |t |2

 , (3)

where
ai = (2i)(2k− 2i),

bi = (2i − 1)(2k+ 1− 2i),

ci =
√
(2i + 1)(2i)(2k− 2i)(2k− 1− 2i).

(4)

Note that we are ignoring the constant h for now, which we will add back later. If
we can find det(Ai ), then by Theorem 5.4 we can get a closed form for the bound
on the smallest eigenvalue. With the following lemma, this is possible:

Lemma 5.5. ai bi+1 = c2
i .

Proof. This is easily verified using the formulas for ai , bi+1 and ci : ai= (2i)(2k−2i),
bi+1 = (2i + 1)(2k− 1− 2i), and c2

i = (2i + 1)(2i)(2k− 2i)(2k− 1− 2i). �

Proposition 5.6. The determinant of Ai is

det(Ai )= a1a2 . . . ai−1ai

+ b1a2 . . . ai−1ai |t |2

...

+ b1b2 . . . bi−1ai |t |2i−2

+ b1b2 . . . bi−1bi |t |2i .

In each row, we replace a particular a j with b j , and multiply by |t |2. Note that if
i = k, then ak = 0 and all terms but the last term are 0.

Proof. We will prove this using strong induction on i . We start with the base case
i = 1, where det(A1)= a1+ b1|t |2, which does indeed match up with our formula.
Next we consider the case i = 2, where det(A2)= (a1+b1|t |2)(a2+b2|t |2)−c2

1|t |
2.

By Lemma 5.5 we obtain the desired formula.
Now, assume the formula works for Ai−1 and Ai . We need to show that the

formula works for Ai+1. Using the formula for the continuant, we get

det(Ai+1)= (ai+1+ bi+1|t |2) det(Ai )− c2
i |t |

2 det(Ai−1).
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By Lemma 5.5,

det(Ai+1)= (ai+1+ bi+1|t |2) det(Ai )− ai bi+1|t |2 det(Ai−1).

Now, using our induction hypothesis,

det(Ai+1)

= (ai+1+bi+1|t |2)(a1a2 · · ·ai+b1a2 · · ·ai |t |2+·· ·+b1b2 · · ·bi |t |2i )

−ai bi+1|t |2(a1a2 · · ·ai−1+b1a2 · · ·ai−1|t |2+·· ·+b1b2 · · ·bi−1|t |2i−2)

= a1a2 · · ·ai+1+b1a2 · · ·ai+1|t |2+·· ·+b1b2 · · ·bi ai+1|t |2i
+a1a2 · · ·ai bi+1|t |2

+b1a2 · · ·ai bi+1|t |4+·· ·+b1b2 · · ·bi−1ai bi+1|t |2i+2
+b1b2 · · ·bi+1|t |2i+2

−a1a2 · · ·ai bi+1|t |2−b1a2 · · ·ai bi+1|t |4−·· ·−b1b2 · · ·bi−1ai bi+1|t |2i+2

= a1a2 · · ·ai+1+b1a2 · · ·ai+1|t |2+·· ·+b1b2 · · ·bi ai+1|t |2i
+b1b2 · · ·bi+1|t |2i+2,

which is the formula for Ai+1, and we are done. �

With this knowledge, we are finally able to prove our main result.

Theorem 5.7. 0 ∈ essspec(�t
b).

Proof. By Proposition 5.1, we have that on W in H2k−1(S
3) the matrix m(�t

b) is
similar to the matrix A given in (3)–(4). Now, by Theorem 5.4 we know

λmin ≤
det(A)

det(Ak−1)
.

Recall that Ak−1 denotes the submatrix formed by deleting the last row and col-
umn of the k × k matrix A. To show 0 ∈ essspec(�t

b), we want to show that
det(A)/ det(Ak−1)→ 0 as k→∞. For this purpose we find an upper bound for
det(A)/ det(Ak−1) and show that this converges to 0. Notice that Proposition 5.6
implies

det(A)
det(Ak−1)

= h
b1b2 · · ·bk−1bk |t |2k

a1a2 · · ·ak−1+b1a2 · · ·ak−1|t |2+b1b2 · · ·ak−1|t |4+· · ·+b1b2 · · ·bk−1|t |2k−2

≤ h
b1b2 · · ·bk−1bk |t |2k

a1a2 · · ·ak−1
, (5)

since, a j , b j , and |t |> 0. Now using the formulas for a j and b j , notice that (5) can
be written as

h(2k− 1)|t |2k
k−1∏
j=1

(2 j + 1)(2k− 2 j − 1)
(2 j)(2k− 2 j)

.
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However, we know that for all k and 1≤ j ≤ k− 1,
(2k− 2 j − 1)
(2k− 2 j)

< 1,

and so,

h(2k− 1)|t |2k
k−1∏
j=1

(2 j + 1)(2k− 2 j − 1)
(2 j)(2k− 2 j)

≤ h(2k− 1)|t |2k
k−1∏
j=1

(2 j + 1)
(2 j)

= h(2k− 1)|t |2k
k−1∏
j=1

1+
1

2 j
.

Furthermore, we have

h(2k− 1)|t |2k
k−1∏
j=1

1+
1

2 j
≤ h(2k− 1)|t |2k exp

( k−1∑
j=1

1
2 j

)
.

Note that
k−1∑
j=1

1
2 j
≤

1
2 ln k+ 1,

so our expression becomes
det(A)

det(Ak−1)
≤ h(2k− 1)|t |2k exp

(
1+ 1

2 ln k
)
= eh(2k− 1)

√
k |t |2k

and our problem reduces to showing that limk→∞ eh(2k− 1)
√

k|t |2k
= 0. We note

that h is a constant and |t |< 1; therefore, by L’Hospital’s rule the last expression
indeed goes to 0.

Finally, we have,

0≤ lim
k→∞

λmin ≤ lim
k→∞

det(A)
det(Ak−1)

≤ lim
k→∞

eh(2k− 1)
√

k |t |2k
= 0,

and so λmin→ 0. Hence 0 ∈ essspec(�t
b). �

We note that by the discussion in the introduction, this means that the CR-
manifold (Lt ,S3) is not embeddable into any CN.
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On the complexity of detecting
positive eigenvectors of nonlinear cone maps

Bas Lemmens and Lewis White

(Communicated by Kenneth S. Berenhaut)

In recent work with Lins and Nussbaum, the first author gave an algorithm that can
detect the existence of a positive eigenvector for order-preserving homogeneous
maps on the standard positive cone. The main goal of this paper is to determine
the minimum number of iterations this algorithm requires. It is known that this
number is equal to the illumination number of the unit ball Bv of the variation
norm, ‖x‖v := maxi xi −mini xi on V0 := {x ∈ Rn

: xn = 0}. In this paper we
show that the illumination number of Bv is equal to

( n
dn/2e

)
, and hence provide a

sharp lower bound for the running time of the algorithm.

1. Introduction

Classical Perron–Frobenius theory concerns the spectral properties of square non-
negative matrices. In recent decades this theory has been extended to a variety of
nonlinear maps that preserve a partial ordering induced by a cone (see [Lemmens
and Nussbaum 2012] for an up-to-date account).

Of particular interest are order-preserving homogeneous maps f : Rn
≥0→ Rn

≥0,
where

Rn
≥0 := {x ∈ Rn

: xi ≥ 0 for all i = 1, . . . , n}

is the standard positive cone. Recall that f : Rn
≥0 → Rn

≥0 is order-preserving
if f (x) ≤ f (y) whenever x ≤ y and x, y ∈ Rn

≥0. Here, w ≤ z if z − w ∈ Rn
≥0.

Furthermore, f is said to be homogeneous if f (λx) = λ f (x) for all λ ≥ 0 and
x ∈Rn

≥0. Such maps arise in mathematical biology [Nussbaum 1989; Schoen 1986]
and in optimal control and game theory [Bewley and Kohlberg 1976; Rosenberg
and Sorin 2001].

MSC2010: primary 47H07, 47H09; secondary 37C25.
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It is known [Lemmens and Nussbaum 2012, Corollary 5.4.2] that if f : Rn
≥0→

Rn
≥0 is a continuous, order-preserving, homogeneous map, then there exists v ∈Rn

≥0
such that

f (v)= r( f )v,

where
r( f ) := lim

k→∞
‖ f k
‖

1/k
Rn
≥0

is the cone spectral radius of f and

‖g‖Rn
≥0
:= sup{‖g(x)‖ : x ∈ Rn

≥0 and ‖x‖ ≤ 1}.

Thus, as in the case of nonnegative matrices, continuous order-preserving homoge-
neous maps on Rn

≥0 have an eigenvector in the cone corresponding to the spectral
radius.

In many applications it is important to know if the map has a positive eigenvector,
i.e., an eigenvector that lies in the interior of Rn

≥0, that is, Rn
>0 := {x ∈ Rn

≥0 :

xi > 0 for i = 1, . . . , n}. This appears to be a much more subtle problem. There
exists a variety of sufficient conditions in the literature; see [Cavazos-Cadena
2012; Gaubert and Gunawardena 2004; Lemmens and Nussbaum 2012, Chapter 6;
Nussbaum 1988]. Recently, Lemmens, Lins and Nussbaum [Lemmens et al.≥ 2019,
§5] gave an algorithm that can confirm the existence of a positive eigenvector for
continuous, order-preserving, homogeneous maps f : Rn

≥0→ Rn
≥0. The main goal

of this paper is to determine the minimum number of iterations this algorithm needs
to perform.

2. Preliminaries

Given a set S in a finite-dimensional vector space V we write S◦ to denote the
interior of S, and we write ∂S to denote the boundary of S with respect to the norm
topology on V.

It is known that if f : Rn
≥0→ Rn

≥0 is an order-preserving homogeneous map and
there exists z ∈ Rn

>0 such that f (z) ∈ ∂Rn
≥0, then f (Rn

>0)⊂ ∂Rn
≥0; see [Lemmens

and Nussbaum 2012, Lemma 1.2.2]. Thus to analyse the existence of a positive
eigenvector one may as well consider order-preserving homogeneous maps f :
Rn
>0→ Rn

>0. Moreover, on Rn
>0 we have Hilbert’s metric dH , which is given by

dH (x, y) := log
(

max
i

xi

yi

)
− log

(
min

i

xi

yi

)
for x, y ∈ Rn

>0.

Note that dH is not a genuine metric, as dH (λx, µx) = 0 for all x ∈ Rn
>0 and

λ,µ > 0. In fact, dH (x, y)= 0 if and only if x = λy for some λ > 0. However, dH

is a metric on the set of rays in Rn
>0.
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If f :Rn
>0→Rn

>0 is order-preserving and homogeneous, then f is nonexpansive
under dH , i.e.,

dH ( f (x), f (y))≤ dH (x, y) for all x, y ∈ Rn
>0;

see for example [Lemmens and Nussbaum 2012, Proposition 2.1.1]. In particular,
order-preserving homogeneous maps f : Rn

>0 → Rn
>0 are continuous on Rn

>0.
Moreover, if x and y are eigenvectors of f : Rn

>0 → Rn
>0 with f (x) = λx and

f (y)= µy, then λ= µ; see [Lemmens and Nussbaum 2012, Corollary 5.2.2].
In [Lemmens et al. ≥ 2019, Theorem 5.1] the following necessary and sufficient

conditions were obtained for an order-preserving homogeneous map f :Rn
>0→Rn

>0
to have a nonempty set of eigenvectors, E( f ) := {x ∈ Rn

>0 : x eigenvector of f },
which is bounded under Hilbert’s metric.

Theorem 2.1. If f : Rn
>0→ Rn

>0 is an order-preserving homogeneous map, then
E( f ) is nonempty and bounded under dH if and only if for each nonempty proper
subset J of {1, . . . , n} there exists x J

∈ Rn
>0 such that

max
j∈J

f (x J ) j

x J
j

< min
j∈J c

f (x J ) j

x J
j

. (2-1)

Note that the assertion is trivial in the case n = 1, as each order-preserving
homogeneous map f : R>0→ R>0 has a nonempty bounded set of eigenvectors.
In case n ≥ 2, Theorem 2.1 yields the following simple algorithm for detecting
positive eigenvectors:

Algorithm 2.2. Let f : Rn
>0 → Rn

>0 be an order-preserving homogeneous map.
Repeat the following steps until every nonempty proper subset J of {1, . . . , n} has
been recorded:

Step 1 Randomly select x , with x1 = 1 and 0< x j < 1 for all j ∈ {2, . . . , n}, and
compute f (x) j/x j for all j ∈ {1, . . . , n}.

Step 2 Record all nonempty proper subsets J ⊂ {1, . . . , n} such that inequality
(2-1) holds.

So, if this algorithm halts, then f has an eigenvector in Rn
>0 and E( f ) is bounded

under Hilbert’s metric. If E( f ) is empty or unbounded under dH , then the algorithm
does not halt. This can happen even if the map is linear. Consider for example the
linear map x 7→ Ax on R2

>0, where

A =
[

1 1
0 1

]
,

which has no eigenvector in R2
>0. At present no algorithm is known that can decide

if an order-preserving homogeneous map on Rn
>0 has an empty or an unbounded
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set of eigenvectors. It is also unknown if there is an efficient way to generate the
vectors x in Step 1.

Note that a randomly chosen x in Step 1 can eliminate multiple subsets J in
Step 2. So, it is natural to ask for the least number of vectors required to fulfil the
2n
− 2 inequalities in (2-1). This number corresponds to the minimum number of

times the algorithm has to perform Steps 1 and 2. In this paper we show that one
needs at least (

n⌈ 1
2 n
⌉)

vectors and this lower bound is sharp. Here dae is the smallest integer n ≥ a.
Likewise we write bac to denote the largest integer n ≤ a.

3. Connection with the illumination number

Recall that given a compact convex set C with nonempty interior in V, a vector
v ∈ V illuminates z ∈ ∂C if z+ λv ∈ C◦ for all λ > 0 sufficiently small. A set S is
said to illuminate C if for each z ∈ ∂C there exists v ∈ S such that v illuminates z.
The minimal size of illuminating set for C is called the illumination number of C
and is denoted by i(C). There is a long-standing open conjecture which asserts that
i(C) ≤ 2n for every compact convex body in an n-dimensional vector space; see
[Boltyanski et al. 1997, Chapter VI] for further details. It is easy to show, see for
example [Lemmens et al. ≥ 2019, Lemma 4.1], that if S illuminates every extreme
point of C , then S illuminates C .

To proceed we need to discuss the connection between illumination numbers and
Theorem 2.1. Firstly, we note that if we let 60 := {x ∈Rn

>0 : xn = 1}, then (60, dH )

is a metric space. Given an order-preserving homogeneous map f : Rn
>0→ Rn

>0
we can consider the normalised map g f :60→60 given by

g f (x) :=
f (x)
f (x)n

for x ∈60.

The map g f is nonexpansive under dH on 60. Moreover, x ∈ 60 is a fixed point
of g f if and only if x is an eigenvector of f . Thus, if we let Fix(g f ) := {x ∈60 :

g f (x)= x}, then Fix(g f ) is nonempty and bounded in (60, dH ) if and only if E( f )
is nonempty and bounded in (Rn

>0, dH ).
It not hard to verify that the map Log :60→ V0 given by

Log(x) := (log x1, . . . , log xn) for x = (x1, . . . , xn) ∈60

is an isometry from (60, dH ) onto (V0, ‖ · ‖v), where V0 := {x ∈ Rn
: xn = 0} and

‖x‖v :=max
i

xi −min
i

xi

is the variation norm.
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It follows that the map h : V0→ V0 satisfying h◦Log=Log ◦g f is nonexpansive
under the variation norm, and Fix(h) is nonempty and bounded in (V0, ‖ ·‖v) if and
only if Fix(g f ) is nonempty and bounded in (60, dH ).

In [Lemmens et al. ≥ 2019, Theorem 3.4] the following result concerning fixed
point sets of nonexpansive maps on finite-dimensional normed spaces was proved.

Theorem 3.1. If h : V → V is a nonexpansive map on a finite-dimensional
normed space V, then Fix(h) is nonempty and bounded if and only if there exist
w1, . . . , wm

∈V such that { f (wi )−wi
: i =1, . . . ,m} illuminates the unit ball of V.

For n ≥ 2, the unit ball Bv of (V0, ‖ · ‖v) has 2n
− 2 extreme points, which are

given by

ext(Bv) :=
{
v I
+
:∅ 6= I ⊆ {1, . . . , n−1}

}
∪
{
v I
−
:∅ 6= I ⊆ {1, . . . , n−1}

}
, (3-1)

where (v I
+
)i = 1 if i ∈ I and 0 otherwise, and (v I

−
)i =−1 if i ∈ I and 0 otherwise.

See [Nussbaum 1994, §2] for details.
In [Lemmens et al. ≥ 2019] the equivalence in Theorem 2.1 was obtained by

using Theorem 3.1 and showing that there exists x1, . . . , xm
∈ Rn

>0 that fulfil the
2n
−2 inequalities in (2-1) if and only if there exist y1, . . . , ym

∈ V0 that illuminate
the 2n

− 2 extreme points of the unit ball Bv. Thus, i(Bv) provides a sharp lower
bound for the number of times one needs to repeat Steps 1 and 2 in Algorithm 2.2.
In the next section we show the following result concerning i(Bv):

Theorem 3.2. If Bv is the unit ball of (V0, ‖ · ‖v) and n ≥ 2, then

i(Bv)=

(
n⌈1
2 n
⌉).

4. Proof of Theorem 3.2

Note that the map (x1, . . . , xn) ∈ V0 7→ (x1, . . . , xn−1) ∈ Rn−1 is an isometry from
(V0, ‖ · ‖v) onto (Rn−1, ‖ · ‖H ), where

‖x‖H :=
(
max

i
xi
)
∨ 0−

(
min

i
xi
)
∧ 0.

Here a ∧ b := min(a, b) and a ∨ b := max(a, b). Note also that if BH is the unit
ball in (Rn−1, ‖ · ‖H ), then

ext(BH )=
(
{0, 1}n−1

∪ {0,−1}n−1)
\ {(0, . . . , 0)}

and
i(BH )= i(Bv).

For notational simplicity we work with BH instead of Bv.
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The two subsets

E+ := {0, 1}n−1
\ {(0, . . . , 0)} and E− := {0,−1}n−1

\ {(0, . . . , 0)}

of ext(BH ) play a key role in the argument. On ext(BH ) we have the usual partial
ordering x ≤ y if y− x ∈ Rn−1

≥0 , which gives rise to two finite partially ordered sets
(E+,≤) and (E−,≤).

Recall that subset A of a partially ordered set (P,�) is called an antichain if
x, y ∈A and x � y implies x = y. A chain C in (P,�) is a totally ordered subset
if for each x, y ∈ C we have that either x � y or y � x . The length of a chain C is
the number of distinct elements in C.

Lemma 4.1. Let A be an antichain in (E+,≤) or in (E−,≤). If x 6= y in A are
illuminated by v and w, respectively, then v 6= w.

Proof. Suppose that A is an antichain in (E+,≤) and x 6= y are in A. Then there
exist i 6= j such that 0= xi < yi = 1 and 0= y j < x j = 1. Now suppose by way of
contradiction that z illuminates x and y. So, ‖x + λz‖H < 1 and ‖y+ λz‖H < 1
for all λ > 0 sufficiently small. Suppose first that zi ≤ z j . Then for λ > 0 small,

1+ λz j = x j + λz j ≤ ‖x + λz‖H < 1,

and hence z j < 0. So, zi ≤ z j < 0. But then

1+ λ(z j − zi )= x j + λz j − λzi ≤ ‖x + λz‖H < 1,

which is impossible. On the other hand, if z j ≤ zi , then 1+ λzi ≤ ‖y+ λz‖H < 1,
so that z j ≤ zi < 0. But then

1+ λ(zi − z j )= yi + λzi − λz j ≤ ‖y+ λz‖H < 1,

which again is impossible. Thus, z cannot illuminate both x and y.
The argument for the case where A is an antichain in (E−,≤) is similar. �

Lemma 4.2. If x, y ∈ ext(BH ) are such that xi = 1 and yi =−1 for some i , then
one needs two distinct vectors to illuminate x and y.

Proof. Suppose w illuminates x and y. Then 1+λwi = xi +λwi ≤ ‖x+λw‖H < 1
for all λ> 0 sufficiently small, and hence wi < 0. But also 1−λwi =−(yi+λwi )≤

‖y+ λw‖H < 1 for all λ > 0 sufficiently small. This implies that wi > 0, which is
impossible. Thus, one needs at least two vectors to illuminate x and y. �

Corollary 4.3. If BH is the unit ball of (Rn−1, ‖ · ‖H ) and n ≥ 2, then

i(BH )≥

(
n⌈ 1
2 n
⌉).
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Proof. For 1≤ k,m≤ n−1 define the antichains A+(k) := {x ∈ E+ :
∑

i xi = k} and
A−(m) := {x ∈ E− :

∑
i xi =−m}. If n > 1 is odd, then we can take k := 1

2(n−1)
and m := 1

2(n+ 1) and conclude from Lemmas 4.1 and 4.2 that we need at least(
n− 1

1
2(n− 1)

)
+

(
n− 1

1
2(n+ 1)

)
=

(
n⌈ 1

2 n
⌉)

distinct vectors to illuminate the extreme points in A+(k)∪A−(m), as for each
x ∈A+(k) and y ∈A−(m) there exists an i such that xi = 1 and yi =−1.

Likewise if n > 1 is even, we can take k = m =
⌈ 1

2(n− 1)
⌉
, and deduce from

Lemmas 4.1 and 4.2 that we need at least(
n− 1⌈ 1

2(n− 1)
⌉)+( n− 1⌈1

2(n− 1)
⌉)= ( n− 1⌊ 1

2(n− 1)
⌋)+( n− 1⌈1

2(n− 1)
⌉)= ( n

1
2 n

)
distinct vectors to illuminate the extreme points in A+(k)∪A−(m). �

Lemma 4.4. If C is a chain in (E+,≤) or in (E−,≤), then there exists w that
illuminates each element of C.

Proof. Let C be a chain in (E+,≤) or in (E−,≤). We call a chain c1≤ c2≤ . . .≤ cm

in (E+,≤) or in (E−,≤) maximal if it has length n−1. The chain C is contained in
a maximal chain. As each coordinate permutation is an isometry of (Rn−1, ‖ · ‖H )

and the map x 7→−x is an isometry of (Rn−1, ‖ ·‖H ), we may assume without loss
of generality that C is contained in the maximal chain,

C∗ : (1, 0, 0, . . . , 0)≤ (1, 1, 0, . . . , 0)≤ · · · ≤ (1, 1, . . . , 1, 0)≤ (1, 1, 1, . . . , 1).

Let w ∈Rn−1 be such that w1 <w2 < · · ·<wn−1 < 0. Now if x is the k-th element
in the maximal chain and k < n− 1, then for all λ > 0 sufficiently small

‖x + λw‖H =
(
max

i
xi + λwi

)
∨ 0−

(
min

i
xi + λwi

)
∧ 0= 1+ λwk − λwk+1 < 1.

On the other hand, if x = (1, 1, . . . , 1), then clearly ‖x + λw‖H = 1+ λwn−1 < 1
for all λ > 0 small. Thus w illuminates each element of C∗ and we are done. �

To proceed we need to recall a few classical results in the combinatorics of finite
partially ordered sets; see [Jukna 2001, §9.1 and 9.2]. Firstly, we recall Dilworth’s
theorem, which says that if the maximum size of an antichain in a finite partially
ordered set (P,�) is r , then P can be partitioned into r disjoint chains. In the case
where the partially ordered set is ({0, 1}d ,≤), one can combine this result with
Sperner’s theorem, which says that the maximum size of an antichain in ({0, 1}d ,≤)
is
( d
dd/2e

)
. Thus, ({0, 1}d ,≤) can be partitioned into

( d
dd/2e

)
disjoint chains.

To obtain our result we need some more detailed information about the partitions.
In particular, we need a result by De Bruijn, Tengbergen, and Kruyswijk [de Bruijn
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et al. 1951] concerning symmetric chains; see also [Jukna 2001, Theorem 9.3]. A
chain x1

≤ · · · ≤ xk in ({0, 1}d ,≤) is said to be symmetric if

(a)
(∑d

j=1 xm
j

)
+ 1 =

∑d
j=1 xm+1

j for all 1 ≤ m < k, i.e., xm+1 is an immediate
successor of xm , and

(b)
∑d

j=1 xk
j = d −

∑d
j=1 x1

j .

Theorem 4.5 [de Bruijn et al. 1951]. The poset ({0, 1}d ,≤) can be partitioned into( d
dd/2e

)
disjoint symmetric chains.

Let us now prove the main result of the paper.

Proof of Theorem 3.2. First recall that by Corollary 4.3 it suffices to show that
i(BH ) ≤

( n
dn/2e

)
, as i(Bv) = i(BH ). In other words, we only need to show that

ext(BH ) can be illuminated by
( n
dn/2e

)
vectors.

There are two cases to consider: n ≥ 2 even, and n ≥ 2 odd.
Let us first consider the case where n ≥ 2 is even. By Dilworth’s theorem and

Sperner’s theorem we know that the partially ordered set ({0, 1}n−1,≤) can be
partitioned into

( n−1
d(n−1)/2e

)
disjoint chains. This implies that each of the partially

ordered sets (E+,≤) and (E−,≤) can be partitioned into
( n−1
d(n−1)/2e

)
disjoint chains.

It now follows from Lemma 4.4 that we need at most(
n− 1⌈ 1

2(n− 1)
⌉)+( n− 1⌈1

2(n− 1)
⌉)= ( n− 1⌊ 1

2(n− 1)
⌋)+( n− 1⌈1

2(n− 1)
⌉)= ( n

1
2 n

)
distinct vectors to illuminate ext(BH ). This implies that i(Bv)= i(BH )≤

( n
n/2

)
.

Now suppose n ≥ 2 is odd. By Theorem 4.5 we know that ({0, 1}n−1,≤) can be
partitioned into

( n−1
(n−1)/2

)
disjoint symmetric chains.

Let us consider such a symmetric chain decomposition, and let

Ak :=
{

x ∈ {0, 1}n−1
:
∑

i xi = k
}
,

which is an antichain of size
(n−1

k

)
. Each element of A(n+1)/2 is contained in a

distinct symmetric chain, and each of these chains contains an x ∈ {0, 1}n−1 with∑
i xi =

1
2(n − 1). Thus, the symmetric chain decomposition of ({0, 1}n−1,≤)

consists of (
n− 1

1
2(n+ 1)

)
chains containing a vector x with

∑
i xi =

1
2(n+ 1), and(

n− 1
1
2(n− 1)

)
−

(
n− 1

1
2(n+ 1)

)
chains consisting of a single vector x with

∑
i xi =

1
2(n− 1).
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By deleting (0, 0, . . . , 0) from {0, 1}n−1 we obtain a partition of (E+,≤) into
disjoint chains. Let S be the set of vectors x ∈ E+ which form a singleton chain
and

∑
i xi =

1
2(n− 1). So,

|S| =
(

n− 1
1
2(n− 1)

)
−

(
n− 1

1
2(n+ 1)

)
.

Now pair each x ∈ E+ with x ′ ∈ E−, where x ′i = 0 if xi = 1, and x ′i = −1 if
xi = 0. In this way we obtain a partition of (E−,≤) into disjoint chains with |S|
chains consisting of a single vector. In other words, for each x ∈ S we have that
x ′ ∈ E− forms a singleton chain in the chain decomposition of (E−,≤).

We know from Lemma 4.4 that we can illuminate the
( n−1
(n+1)/2

)
chains in (E+,≤)

containing a vector x with
∑

i xi =
1
2(n+1) using

( n−1
(n+1)/2

)
vectors. Likewise, we

can illuminate the corresponding
( n−1
(n+1)/2

)
chains in (E−,≤) with

( n−1
(n+1)/2

)
vectors.

So, it remains to illuminate the singleton chains in (E+,≤) and (E−,≤).
Note that if we can illuminate each pair {x, x ′}, with x ∈ S and x ′ the corre-

sponding vector in E−, by a single vector, then we need at most

2
(

n− 1
1
2(n+ 1)

)
+

(
n− 1

1
2(n− 1)

)
−

(
n− 1

1
2(n+ 1)

)
=

(
n− 1

1
2(n− 1)

)
+

(
n− 1

1
2(n+ 1)

)
=

(
n
d

1
2 ne

)
vectors to illuminate ext(BH ), and hence i(Bv)= i(BH )≤

( n
dn/2e

)
if n ≥ 2 is odd.

To see how this can be done we consider such a pair {x, x ′} with x ∈ S and let
I := {i : xi = 1} and J := {i : xi = 0}. So, I = {i : x ′i = 0} and J = {i : x ′i = −1}.
Now let w ∈ Rn−1 be such that wi < 0 for all i ∈ I and wi > 0 for all i ∈ J. Then
for all λ > 0 sufficiently small,

‖x + λw‖H =max
i∈I

(1+ λwi )− 0< 1

and
‖x ′+ λw‖H = 0−min

i∈J
(−1+ λwi ) < 1.

This shows that w illuminates x and x ′, which completes the proof. �
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Antiderivatives and linear differential equations
using matrices

Yotsanan Meemark and Songpon Sriwongsa

(Communicated by Kenneth S. Berenhaut)

We show how to find the closed-form solutions for antiderivatives of xneax sin bx
and xneax cos bx for all n ∈N0 and a, b ∈R with a2

+b2
6= 0 by using an idea of

Rogers, who suggested using the inverse of the matrix for the differential operator.
Additionally, we use the matrix to illustrate the method to find the particular solu-
tion for a nonhomogeneous linear differential equation with constant coefficients
and forcing terms involving xneax sin bx or xneax cos bx .

1. Matrix inversion

The concepts of basis and matrix for a linear transformation relative to bases are
fundamental in linear algebra. Rogers [1997] suggested an application of the inverse
of the matrix for the differential operator on C∞(R) relative to a given basis B to
obtain antiderivatives of functions in B. This idea was used with Chevbyshev’s
polynomials and some binomial identities to get a formula for integrating the power
of cosines [Meemark and Leela-apiradee 2011]. Also, the integrals of powers of
sine and tangent were obtained by Matlak et al. [2014]. This idea provides a useful
application of linear algebra to calculus.

Let n be a nonnegative integer and µ= a+ bi a nonzero complex number. In
this work, we apply the idea of Rogers with the complex approach to find the
antiderivatives of xneax sin bx and xneax cos bx for all n ∈ N0 and a, b ∈ R with
a2
+b2
6= 0. More precisely, xneµx

= xneax cos bx+ i xneax sin bx . The linearity of
the integral operator and comparing the real and imaginary parts yield the desired
integrals.

Consider the set of linearly independent functions

Bn = {eµx, xeµx, . . . , xneµx
}.
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Let V be the space with the basis Bn and D : V → V be the linear operator defined
by D( f ) = f ′ for all f ∈ V. Since V contains no nonzero constant function,
D : V → V is invertible. Note that for j ∈ {0, 1, 2, . . . , n}, we have

D(x j eµx)= µx j eµx
+ j x j−1eµx .

This yields the following theorem.

Theorem 1. The matrix for D relative to the basis Bn is

Dn = [D]Bn =


µ 1
µ 2
µ
.. .
. . . n

µ

 .

According to Rogers’ technique [1997], we shall use the inverse of Dn to find
the general formula for

∫
xneµx dx . From the above theorem, Dn is invertible and

D−1
n is the upper triangular matrix given by

D−1
n =


c0,0 c0,1 · · · c0,n

c1,1 · · · c1,n

. . .
...

cn,n

 .
Identifying

∫
xneµx dx with the value D−1

n (xneµx) ∈ V, we get∫
xneµx dx =

n∑
j=0

c j,nx j eµx ,

where the c j,n , j ∈ {0, 1, . . . , n}, satisfy the system of equations

µc0,n + c1,n = 0,

µc1,n + 2c2,n = 0,
...

µcn−1,n + ncn,n = 0,

µcn,n = 1,

because the product of Dn and D−1
n is the identity matrix. Clearly, cn,n = 1/µ. The

back-substitution yields

c j,n=cn−(n− j),n=

(
−n
µ

)(
−(n−1)

µ

)
· · ·

(
−( j−1)

µ

)(
1
µ

)
=

(
n!
j !

)(
(−1)n− j

µn− j+1

)
for all j ∈ {0, 1, . . . , n− 1}. Hence, we have shown:
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Theorem 2. For each j ∈ {0, 1, . . . , n}, we have

c j,n =

(
n!
j !

)(
(−1)n− j

µn− j+1

)
.

Note that the integration by parts provides the recursion∫
xneµx dx = 1

µ
xneµx

−
n
µ

∫
xn−1eµx dx .

It follows that the algorithm presented in Theorem 2, requiring only the last column
of D−1

n , is more efficient than integration by parts, which requires the computation
of the entire matrix D−1

n .

2. Applications

We use the result from Theorem 2 to find the closed-form of
∫

xneax sin bx dx and∫
xneax cos bx dx . Moreover, we also use the basis introduced in the above section

to find the particular solution for a nonhomogeneous linear differential equation
with constant coefficients and forcing terms involving xneax sin bx or xneax cos bx .

For real µ, the general form of
∫

xneµx dx derived in Theorem 2 is the final form.
Now, we assume that µ= a+ib with b 6= 0; the rectangular form of

∫
xneµx dx still

remains to be computed. First, we express
∫

xneµx dx = (pn(x)− iqn(x))eµx for
some polynomials pn(x) and qn(x) of degree n in R[x]. Let %=|µ| and ϕ= arg(µ).
Then we have

1
µ
=

1
%

e−iϕ and 1
µn− j+1 =

1
%n− j+1 e−iϕ(n− j+1)

;

hence

c j,n = (−1)n− j
(

n!
j !

)
(sn− j+1− i tn− j+1),

where
sm =

1
%m cos mϕ and tm =

1
%m sin mϕ for m ∈ N.

Since ∫
xneµx dx =

n∑
j=0

c j,k x j eµx
= (pn(x)− iqn(x))eµx ,

by comparing the real and imaginary parts, we have

pn(x)=
n∑

j=0

(−1)n− j
(

n!
j !

)
sn− j+1x j and qn(x)=

n∑
j=0

(−1)n− j
(

n!
j !

)
tn− j+1x j .

Moreover,∫
xneµx dx = (pn(x)−iqn(x))eµx

= (pn(x)−iqn(x))[eax(cos bx+i sin bx)]

= eax
[pn(x) cos bx+qn(x) sin bx]−ieax

[qn(x) cos bx−pn(x) sin bx]
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and ∫
xneµx dx =

∫
xneax cos bx dx + i

∫
xneax sin bx dx .

In conclusion, we obtain the antiderivatives of xneax sin bx and xneax cos bx .

Theorem 3. For n ∈ N∪ {0} and a, b ∈ R with a2
+ b2
6= 0,∫

xneax sin bx dx =−eax
[qn(x) cos bx − pn(x) sin bx] +C,∫

xneax cos bx dx = eax
[pn(x) cos bx + qn(x) sin bx] +C,

where pn(x) and qn(x) are polynomials of degree n computed above.

Finally, we remark that to apply the idea of Rogers [1997] and obtain the same
results, one may use the basis

Cn = {eax sin bx, eax cos bx, xeax sin bx, xeax cos bx,

x2eax sin bx, x2eax cos bx, . . . , xneax sin bx, xneax cos bx}

instead of Bn introduced above. But then the matrix for the differential operator
relative to Cn has the block matrix form

D =


A I2

A 2I2

A
. . .
. . . nI2

A

 ,
where

A =
[

a −b
b a

]
and I2 is the 2×2 identity matrix, and the computation for the matrix D−1 is tedious.
The use of the complex approach and the basis Bn reduce the complexity of the
computation. Moreover, our approach can be used to find the particular solution
for a nonhomogeneous linear differential equation with constant coefficients and
forcing terms involving xneax sin bx or xneax cos bx as follows.

Recall from Theorem 1 that the matrix for the differential operator relative to
the basis Bn is

Dn =


µ 1
µ 2
µ
.. .
. . . n

µ

 .
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It is immediate from the linearity of the differential operator that it suffices to find
the particular solution of the equation

ak y(k)+ · · ·+ a0 y = xneµx
= (xneax cos bx)+ i(xneax sin bx),

denoted by yp. Note that [xneµx
]Dn = (0, . . . , 0, 1)T. Let L = ak Dk

+ · · · + a0 I .
We shall find a solution of L[yp]Dn = (0, . . . , 0, 1)T. Then we get that y1 = Re yp

and y2 = Im yp are the particular solutions for the equations ak y(k)+ · · ·+ a0 y =
xneax cos bx and ak y(k)+ · · ·+ a0 y = xneax sin bx , respectively.

Example. Consider the equations y′′− 3y′+ 2y = xex sin x and y′′− 3y′+ 2y =
xex cos x . As per the set-up above,

µ= 1+ i, L =
[
µ2
− 3µ+ 2 2µ− 3

0 µ2
− 3µ+ 2

]
,

and so the solution [yp]D1 of L[yp]D1 = (0, . . . , 0, 1)T is(
−

2µ− 3
(µ2− 3µ+ 2)2

,
1

µ2− 3µ+ 2

)T

.

Then

yp =−
2µ− 3

(µ2− 3µ+ 2)2
eµx
+

1
µ2− 3µ+ 2

xeµx .

Hence, the particular solution of the first equation is

y1 = Im yp = ex((
−1− 1

2 x
)

sin x −
( 1

2 −
1
2 x
)

cos x
)
,

and the particular solution of the second equation is

y2 = Re yp = ex((
−1− 1

2 x
)

cos x +
(1

2 −
1
2 x
)

sin x
)
.
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Patterns in colored circular permutations
Daniel Gray, Charles Lanning and Hua Wang

(Communicated by Joshua Cooper)

Pattern containment and avoidance have been extensively studied in permutations.
Recently, analogous questions have been examined for colored permutations and
circular permutations. In this note, we explore these problems in colored circular
permutations. We present some interesting observations, some of which are direct
generalizations of previously established results. We also raise some questions
and propose directions for future study.

1. Background

Patterns are essentially subpermutations of a bigger permutation. For two permuta-
tions � and � of lengths n and k with n� k, we say that � contains � as a pattern
if there is a subsequence of entries of � , .�i1 ; �i2 ; �i3 ; : : : ; �ik /, which is order
isomorphic to � ; i.e., �is ��it if and only if �s� �t . Such a subsequence is called an
occurrence of � in � . If no occurrence of � is present in � , we say that � avoids � .

Most of the earlier work on patterns concerns pattern avoidance; see [Bóna 2012]
for a nice introduction. A more comprehensive study of pattern containment was
first proposed by H. Wilf in 1992 [Liendo 2012]. There are two natural questions
one might ask regarding pattern containment. First, what is the shortest permutation
that contains every element in some set of permutations? Second, for a given
pattern, in what permutation does this pattern occur the most? The former deals
with superpatterns, whereas the latter concerns pattern packing.

Superpatterns. For a set P of permutations we say that a permutation � is a
P-superpattern if it contains at least one occurrence of every � 2 P . We also define

sp.P/Dminfn W there is a P -superpattern of length ng

and sp.k/D sp.P/ when P is the set of all permutations of length k.
For results on the bounds of sp.k/, see [Arratia 1999; Eriksson et al. 2007; Miller

2009]. Bounds of sp.P / have also been studied for layered permutations [Gray
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2015], 321-avoiding permutations [Bannister et al. 2014], m-colored permutations
[Gray and Wang 2016], and words [Burstein et al. 2002/03].

Pattern packing. Letting f .�; �/ be the number of occurrences of � in � , we define

g.n; �/Dmaxff .�; �/ W � is a permutation of length ng:

and the packing density of � as

ı.�/D lim
n!1

g.n; �/�
n
k

� :

A permutation � (of length n) with f .�; �/D g.n; �/ is called � -optimal.
For packing densities of length-3 and length-4 patterns, see [Albert et al. 2002;

Price 1997; Stromquist 1993]. There are three length-4 patterns whose packing
densities remain open, as are any longer nonlayered patterns.

Pattern avoidance. Pattern avoidance has been well-studied for permutations; see
[Bóna 2012] for details. In the case of colored permutations, [Mansour 2001] pro-
vides a formula for the number of permutations avoiding all length-2 permutations
whose entries are colorable in r ways. For circular permutations, [Callan 2002]
counts the number of circular permutations avoiding 1324, 1342, and 1234. Both
topics are relatively new, and there are still many open questions.

Our contribution. There are two natural variations of permutations, colored permu-
tations and circular permutations, where the first one assigns colors to each entry and
the second arranges entries around a circle. In colored permutations, superpatterns
[Gray and Wang 2016], pattern packing [Just and Wang 2016], and pattern avoidance
[Mansour 2001] have been considered. Noncolored pattern containment [Gray et al.
2017] and pattern avoidance [Callan 2002] have been studied for circular patterns.
In this paper, we will consider the combination of these two variations, the colored
circular permutations. First, we will introduce the necessary terminology and
notation in Section 2. We then discuss “supercolored circular permutations” in
Section 3, where we point out that many of the results in [Gray and Wang 2016] can
be directly generalized to the colored circular permutations. In Section 4, we discuss
pattern packing in colored circular permutations, including some generalizations of
results in [Just and Wang 2016]. Lastly, in Section 5 we consider pattern avoidance
in colored circular permutations. We conclude our work by commenting on the
many remaining problems for future work in Section 6.

2. Terminologies in colored and circular permutations

We start with some formal terminologies and notations for colored permutations
and patterns.
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Definition 2.1. Let k and m be any positive integers. An m-colored permutation
of length k is any permutation of length k where each entry is colored one of m
given colors; we allow distinct entries of the permutation to be colored differently.
We denote the set of all permutations of length k in m colors by Sk;m.

In the case that there are only two or three colors, we will color the entries of a
permutation “red”, “green”, or “blue”; thus, we may have the colored permutation
2r1b3r , which denotes the permutation 213 whose first and third entries are colored
“red” and whose second entry is colored “blue”. If more than three colors are
allowed, we will just label the colors with natural numbers; hence, the colored
permutation 1134415322 is the permutation 13452 whose first and third entries are
colored 1, fifth entry is colored 2, fourth entry is colored 3, and second entry is
colored 4.

Definition 2.2. Let k and m be any positive integers. A monochromatic m-colored
permutation of length k is any m-colored permutation for which every entry is
colored the same color. We denote the set of all monochromatic m-colored permu-
tations of length k by Mk;m.

Definition 2.3. Let k and m be any positive integers. A nonmonochromatic m-
colored permutation of length k is any m-colored permutation for which there exist
at least two distinct entries that are colored differently. We denote the set of all
nonmonochromatic m-colored permutations of length k by Nk;m.

The union of Nk;m and Mk;m is Sk;m, the set of all m-colored permutations of
length k. For example, 1r2b3b is nonmonochromatic since the first entry and second
entry are colored differently, while 1r2r3r and 1b2b3b are both monochromatic.
For comparison, we list S2;2, N2;2, and M2;2 below:

S2;2 D f1r2r ; 1r2b; 1b2r ; 1b2b; 2r1r ; 2r1b; 2b1r ; 2b1bg;

N2;2 D f1r2b; 1b2r ; 2r1b; 2b1rg;

M2;2 D f1r2r ; 1b2b; 2r1r ; 2b1bg:

Definition 2.4. For colored permutations p and q we say that p contains q as
a colored pattern if there is some subsequence of p, say P, which satisfies the
following two conditions:

� The i -th entry of P is the same color as the i -th entry of q for all i .

� P is order isomorphic to q.

If there is no such P satisfying both conditions, we say that p avoids q as a colored
pattern.

We will usually drop the phrase “as a colored pattern” and just say “p contains q”
when it is obvious that we are dealing with colored permutations. For instance, if
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pD 1r3b2r and qD 2b1r , we see that p contains q since the subsequence .3b; 2r/
of p satisfies both of the conditions above. However, if q D 2r1b then p avoids q
since there is no subsequence of p simultaneously satisfying both conditions.

Similar to the noncolored case, for a collection P of colored permutations
we define the P-superpattern and sp.P/ accordingly. Note that the permutation
p D 1r2b6r5b4r3b contains every colored permutation in S2;2. Hence, p is an
S2;2-superpattern. Brute force shows that there is no shorter S2;2-superpattern;
therefore sp.S2;2/D 6.

Next we formalize the concept of pattern containment/avoidance in circular
permutations. Note that the following definition also applies to colored permutations.

Definition 2.5. Let p D p1p2 � � �pn be a permutation of length n. The circular
shift of p, denoted S.p/, is given by

S.p/D pnp1p2 � � �pn�1:

If we take a permutation, � , and wrap its entries clockwise around a circle, equally
spread out within one revolution, then we have created a circular permutation, �c .
We say that �c D �c if � is just a cyclic shift of � , i.e., S i .�/D � for some i .

Definition 2.6. For colored permutationsp and q we say thatp contains q circularly
if p contains S i .q/ as a colored pattern for some nonnegative integer i .

Definition 2.7. Let P be any collection of permutations. A circular P-superpattern
is a permutation which contains every p 2 P as a circular pattern. We let spc.P/
denote the length of the shortest circular P-superpattern. When P is the set of all
circular patterns of length k we simply write spc.k/.

A useful concept in the study of pattern packing in colored permutations will be
“colored blocks”, which we define below.

Definition 2.8. In a colored permutation � , a colored block is a maximal monochro-
matic segment �.a/i in which every entry in this segment has color a and every
entry not in this segment is either larger or smaller than each entry in �.a/i .

For example, the permutation � D 1r2r6b5b3b4r has four colored blocks. From
left to right, they are �.r/1 D 1r2r , �

.b/
2 D 6b5b , �.b/3 D 3b , �.r/4 D 4r . Indeed

every colored permutation has a unique decomposition into colored blocks: Given
a colored permutation, it can first be decomposed into maximal monochromatic
subsequences and it is easy to see that there is a unique way to do this. Within each
monochromatic subsequence there is a unique way to separate the entries according
to their numerical values.

When comparing the numerical values between different blocks, we say that
�
.r/
i < �

.b/
j when all entries of �.r/i are less than all entries of �.b/j . It is easy to

see that this concept generalizes naturally to the circular case.
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For colored patterns � and permutations � we define fc.�; �/ to be the number
of occurrences of � in � wrapped around a circle; i.e.,

fc.�; �/D f .�; �/Cf .�; S.�//Cf .�; S
2.�//C � � �Cf .�; Sk�1.�//:

Then, similar to before,

gc.n; �/Dmaxffc.�; �/ W � is a permutation of length ng:

If � is of length n and fc.�; �/D gc.n; �/, then we say that � is circular � -optimal.

Definition 2.9. Let � be a colored permutation of length k. The circular packing
density of � , denoted by ıc.�/, is defined by

ıc.�/D lim
n!1

gc.n; �/�
n
k

� :

3. Superpatterns

In this section we consider questions related to superpatterns in colored circular per-
mutations. We note that some of the results in this section are direct generalizations
from those in [Gray and Wang 2016]. For this reason some details will be omitted.

Theorem 3.1. For any positive integers k and m, we have that

spc.Sk;m/Dm spc.k/:

Proof. Let p0 be a circular Sk;m-superpattern and p0i be the longest monochromatic
subsequence in p0 in color i . It follows that p0 is a circular k-superpattern and
consequently jp0i j � spc.k/ for any 1� i �m. Hence

jp0j D

mX
iD1

jp0i j �m spc.k/:

Now, let p be a circular permutation of length spc.k/ that contains all noncolored
patterns of length k. Consider the m-colored circular permutation p00, constructed
from p by replacing each 1� j � spc.k/ in p with the sequence

sj D Œm.j � 1/C 1�1Œm.j � 1/C 2�2 � � � Œm.j � 1/Cm�m:

It is easy to see that
jp00j Dmjpj Dm spc.k/

and that p00is a Sk;m-superpattern. Thus,

spc.Sk;m/� jp
00
j Dm spc.k/: �

With Theorem 3.1, we can use previously established results [Gray et al. 2017]
on spc.k/ to bound spc.Sk;m/.
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Corollary 3.2. For positive integers k and m we have

spc.Sk;m/Dm spc.k/�mg.k/
k2

e2
;

where g.k/! 1 as k!1, and

spc.Sk;m/Dm spc.k/�m.sp.k� 1/C 1/�m
�
1
2
k.k� 1/C 1

�
:

Consequently,

mg.k/
k2

e2
� spc.Sk;m/�m

�
1
2
k.k� 1/C 1

�
;

where g.k/! 1 as k!1.

As expected, the bounds for spc.Sk;m/ are simplym times the bounds for spc.k/.
Next, we restrict our attention to only monochromatic or nonmonochromatic patterns.
First we note the following facts on the sizes of Mk;m and Nk;m:
� jSk;mj DmkkŠ .
� jMk;mj DmkŠ .

� jNk;mj D jSk;mj � jMk;mj D .m
k�1� 1/jMk;mj.

We now establish a lower bound for spc.Nk;m/.
Theorem 3.3. For positive integers k and m,

spc.Nk;m/�mg.k;m/
k2

e2
;

where g.k;m/! 1 as k!1.

Proof. Let nD spc.Nk;m/, and our Nk;m-superpattern of length n must contain a
circular shift of every permutation in Nk;m. Note that at most k such permutations
can be circular shifts of each other; hence at least jNk;mj=k permutations from
Nk;m must be contained in the superpattern. Consequently�n

k

�
�
jNk;mj
k
D
.mk �m/kŠ

k
D .mk �m/.k� 1/Š :

By the fact nk=kŠ�
�
n
k

�
and Stirling’s approximation kŠ�

p
2�k.kk=ek/, we have

nk

kŠ
� .mk �m/.k� 1/Š

and hence

n�

�
.mk�m/

.kŠ/2

k

�1=k
�

�
.mk�m/2�

k2k

e2k

�1=k
Dm

�
.1�m�kC1/2�

�1=k k2
e2
Dmg.k;m/

k2

e2

with g.k;m/D
�
.1�m�kC1/2�

�1=k
! 1 as k!1. �
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It is interesting to note that this lower bound is similar to that found for spc.Sk;m/
in Corollary 3.2. To bound spc.Nk;m/ from above, first note that a circular Mk;m-
superpattern must have m copies of a circular k-superpattern, one for each color.
Then, we have

spc.Nk;m/� spc.Sk;m/Dm spc.k/D spc.Mk;m/:

Given the fact that jNk;mj D .mk�1 � 1/jMk;mj, it is rather surprising that the
shortest Nk;m-superpattern is not longer than the shortest Mk;m-superpattern. The
following further analyzes the relationship between them.

Theorem 3.4. For any positive integers k � 2 and m, we have

spc.Mk�1;m/� spc.Nk;m/� spc.Mk;m/:

Proof. The second inequality follows from the discussion above.
On the other hand, let q be an m-colored pattern of length k with all but

one entry of color i . For some circular shift of q to be contained in a circular
Nk;m-superpattern, a circular shift of the length-.k�1/ monochromatic pattern in
color i must be contained in the superpattern. Hence all length-.k�1/ monochro-
matic patterns (of any color) must occur in a circular Nk;m-superpattern, and
spc.Mk�1;m/� spc.Nk;m/. �

4. Pattern packing

Our results in this section mainly concern the characteristics of the optimal colored
circular permutations when the pattern under consideration is described through
colored blocks. Again, some of our results here are direct generalizations of those
in noncircular case [Just and Wang 2016], for which reason we skip some details.

In the case of having only two colored blocks, we can see that a pattern must be
of the form � D �1�2 with �1 in red and �2 in blue. We will assume, without loss
of generality, that �1 < �2. In this case, we may simply say that the pattern is of
the form rb with r < b, and similarly for patterns with more colored blocks.

Theorem 4.1. For a pattern � with two colored blocks of the form rb with r < b,
there is an optimal circular permutation � of the form RB with R < B .

Proof. Let � be a �-optimal permutation of length nwith colored blocks �1�2 � � ��k .
We can assume without loss of generality that �1 is red.

Now, let us take all the red blocks �r1�r2 � � ��rs and blue blocks �b1�b2 � � ��bt ,
and form a new circular permutation � 0 D �r1 � � ��rs�b1 � � ��bt . It is easy to see
that any occurrence of � in � is also in � 0.

Next, since � is of the form rb with r < b, we claim that, in our optimal
permutation � 0, every red entry must be (numerically) less than every blue entry.
Otherwise, one may always “rearrange” the numerical values so that the numerical
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ordering stays the same among entries of the same color, and so that all red entries
are smaller than the blue ones. The resulting permutation can only contain more
occurrences of �.

Consequently, all red blocks together simply form a single block in � and so do
the blue blocks. Our conclusion, then, follows. �

Next, we consider patterns with three colored blocks. Note that for circular
patterns with three colored blocks and two colors, rb1b2 with b1 < r < b2 is the
only case that we needed to investigate: With three colored blocks and two colors
there are always one block with one color (say red) and two blocks with the other
(say blue). One of the circular shifts of this pattern must be of the form rb1b2. By
taking a circular shift of the reversed pattern (i.e., rb2b1) if necessary, we may also
assume that b1 < r < b2.

Theorem 4.2. For a pattern � with three colored blocks of the form rb1b2 and
b1 < r < b2, there is an optimal circular permutation � of the same form.

Proof. Let � be a �-optimal circular permutation of length n. First, we will show
that we can put all blue blocks in increasing order of their numerical values and
next to each other. Let �r1 ; �r2 ; : : : ; �rs be the red blocks of � .

Now, for an occurrence of � in � , suppose R� (in �) is the part corresponding
to r (in �). Let �b<R be the collection of all blue blocks (with numerical value)
less than R�, and let �b>R� be the set of all blue blocks greater than R�. Then,
any occurrence of rb1b2 with r � R� must have b1 occurring in �b<R� and b2
occurring in �b>R� . The maximum number of such occurrences (i.e., the maximum
possible contribution of R� to fc.�; �/) is

f .�b<R� ; b1/f .�b>R� ; b2/:

As far as the ordering of the blue blocks is concerned, arranging the blue blocks in
increasing order achieves the above maximum. At this point it is also easy to see that
putting blocks of the same color together will not reduce the number of occurrences
of �. Denote such an optimal permutation by � 0 D �r1 � � ��rs�b1 � � ��bt , with
�bi < �biC1 for any 1� i � t � 1.

Next, we show that all red entries form a single block, or equivalently, the
numerical value of any red block is between those of �bj0�1 and �bj0 for some
fixed j0. Let �b�j be the collection of blue blocks �bj ; �bjC1 ; : : : ; �bt , and let
�b<j be the collection of blocks �b1 ; : : : ; �bj . Then, there must exist some j0 that
maximizes the occurrences of b1 in �b<j and b2 in �b�j . In other words,

f .�b<j0
; b1/f .�b�j0

; b2/� f .�b<j ; b1/f .�b�j ; b2/

for any 1 < j � t . So,

fc.�
0; �/� f .�r1 � � ��rs ; r/f .�b<j0

; b1/f .�b�j0
; b2/
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with equality when �bj0�1 < �ri < �bj0 for any 1 � i � s. From this it follows
that there are exactly one single red block and two blue blocks in � DRB1B2 with
B1 <R < B2. �

It remains to consider the case when we have three colored blocks in three
different colors, i.e., the pattern rbg with r < b < g.

Theorem 4.3. For a pattern � of the form rbg with r < b < g, there is an optimal
circular permutation � of the same form.

Proof. Let � be a �-optimal circular permutation of length n with R0, B 0 and G0

being the collections of all red blocks (in their original order), blue blocks and
green blocks respectively. An occurrence of � in � must consist of an occurrence
of r in R0, an occurrence of b in B 0, and an occurrence of g in G0. Hence

f .�; �/� f .R0; r/f .B 0; b/f .G0; g/

with equality if each of R0, B 0 and G0 is a single block, arranged in this order, and
R0 < B 0 <G0. �

To summarize the above observations, we have the following.

Corollary 4.4. For any circular pattern with two or three colored blocks, there is a
corresponding optimal circular permutation of the same form.

Remark 4.5. After seeing the above results on patterns with two or three colored
blocks, it is natural to guess that the same holds for patterns with more blocks.
Consequently one can ask if there is always an optimal circular permutation of the
same form as the pattern. We have not been able to prove either way.

On the other hand, considering � D 1r2b , it is not hard to check that � D
.1r3b2r4b/c is an optimal length-4 circular permutation for �. Thus, there does
exist an optimal permutation that is not of the form RB with R < B . Evidence
seems to suggest that this is the only such case.

5. Pattern avoidance

The numbers of m-colored (noncircular) permutations that avoid one or two 2-letter
patterns were presented in [Mansour 2001], together with some discussion of the
connection between pattern avoidance in noncolored permutations and colored
permutations. In [Callan 2002], pattern avoidance in circular permutations was
studied. It was pointed out that, when considered as circular permutations, none
avoid any 2-letter patterns and the identity (reverse identity) is the only one avoiding
the pattern 132 (123). In this section we extend this study to colored circular
permutations, generalizing a little of both [Callan 2002] and [Mansour 2001].
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Avoiding a monochromatic length-2 pattern in Sk;m. Without loss of generality,
we may assume the monochromatic length-2 pattern is 1121. Then, to avoid such
a pattern, our permutation � in Sk;m can contain at most one entry of color 1.
Consider two cases:

� There is no entry with color 1 in � . Then, there are a total of .k�1/Š noncolored
circular permutations of length k, and each of the k entries has m� 1 choices of
colors (i.e., the colors 2; 3; : : : ; m); thus the number of such permutations is

.k� 1/Š .m� 1/k :

� There is exactly one entry with color 1. Out of the k entries 1; 2; : : : ; k there
are k choices for this particular entry of color 1. There are still .k � 1/Š ways to
wrap the k entries (regardless of their colors) around a circle. Now for each of the
remaining k � 1 entries that are not of color 1, there are m� 1 choices of colors.
Hence the number of such permutations is

kŠ .m� 1/k�1:

Consequently, we have the following.

Theorem 5.1. The number of circular permutations in Sk;m that avoid a given
monochromatic length-2 pattern is

.k� 1/Š .m� 1/kC kŠ .m� 1/k�1 D .k� 1/Š .m� 1/k�1.kCm/:

Avoiding nonmonochromatic length-2 pattern in Sk;m. Again, without loss of
generality, let us assume this pattern to be 1122. For a circular permutation �
in Sk;m, letE1 andE2 be the sets of entries in � that are colored 1 and 2 respectively.
It is easy to see that a 1122 pattern will occur if there is any entry in E1 that is
of smaller numerical value than one in E2. Thus, all entries in E1 are larger than
those in E2. Suppose jE1[E2j D i for some 0� i � k. Then, there are iC1 ways
to partition the entries into E1 and E2 (i.e., to find a j D 0; 1 : : : ; i such that the
smallest j entries are colored 2 and the rest are colored 1).

Thus, still with .k � 1/Š ways to wrap all entries around a circle, there are
�
k
i

�
ways to choose entries of E1[E2. After identifying j there are .m� 2/k�i ways
to color the remaining entries. Consequently the number of such permutations is

.k�1/Š

kX
iD0

�
.m�2/k�i .iC1/

�k
i

��
D .k�1/Š

kX
iD1

�
.m�2/k�i i

�k
i

��
C.k�1/Š

kX
iD0

�
.m�2/k�i

�k
i

��

D .k�1/Š

kX
iD1

�
.m�2/.k�1/�.i�1/k

�k�1
i�1

��
C.k�1/Š

kX
iD0

�
.m�2/k�i

� k

k�i

��
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D kŠ ..m�2/C1/k�1C.k�1/Š ..m�2/C1/k

D .k�1/Š .m�1/kCkŠ .m�1/k�1 D .k�1/Š .m�1/k�1.kCm/:

As a result we have the following.

Theorem 5.2. The number of circular permutations in Sk;m that avoid a given
nonmonochromatic length-2 pattern is

.k� 1/Š .m� 1/k�1.kCm/:

Avoiding monochromatic patterns of length 3 in Sk;m. All circular permutations
of length 3 are equivalent under circular shift and reverse. So we will only consider,
without loss of generality, the pattern 113121. It is known that in the noncolored
case the only circular permutation that avoids 132 is the identity permutation.

Let � be a permutation that avoids 113121 in Sk;m, and let E1 (of cardinality
i D 0; 1; : : : ; k) be the set of entries of color 1, then:

� If i � 3, there is only one way to order the entries in E1 (i.e., in increasing
order). Starting with .k�1/Š ways to wrap the k entries (regardless of color) around
a circle, only one of the .i � 1/Š orderings of the entries in E1 can be chosen.
Noting that there are

�
k
i

�
ways to pick the numerical values of the entries in E1 and

.m� 1/k�i ways to assign colors to the remaining entries, we have the number of
such permutations as

kX
iD3

��k
i

�.k� 1/Š
.i � 1/Š

.m� 1/k�i
�
:

� If i � 2, then there are
�
k
i

�
ways to pick these i entries, .k� 1/Š ways to wrap all

the entries around the circle and .m� 1/k�i ways to color the other entries. The
number of such permutations is

2X
iD0

��k
i

�
.k� 1/Š.m� 1/k�i

�
:

We may combine the above two formulas and conclude the following.

Theorem 5.3. The number of circular permutations in Sk;m that avoid a given
monochromatic length-3 pattern is

.k� 1/Š .m� 1/kC

kX
iD1

��k
i

�.k� 1/Š
.i � 1/Š

.m� 1/k�i
�
:

Wilf classes. Theorems 5.1 and 5.2 imply that for any m-colored pattern of
length 2, say �, the number of �-avoiding circular permutations in Sk;m is
.k � 1/Š.m � 1/k�1.k C m/. This interesting (and perhaps a little surprising)
observation is analogous to the findings in [Mansour 2001] in noncircular case.
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This also implies that there is only one Wilf class of colored circular permutations
when restricted by one pattern of length 2.

6. Concluding remarks and additional questions

In this short note, we considered questions related to superpatterns, pattern pack-
ing, and pattern avoidance in colored circular permutations. We presented some
elementary observations, especially those generalized from previously established
results on colored (but not circular) permutations, on each of these three questions.
Many interesting questions remain to be further explored.

In Section 3, we introduced generalizations of a few facts on colored superpatterns.
The arguments of these generalizations follow from direct adjustment of those in
[Gray and Wang 2016]. There are, however, also some constructive proofs that
cannot be directly generalized to circular cases. It would be interesting to further
investigate them.

The several theorems in Section 4 claim that for patterns with two or three
colored blocks their corresponding optimal colored circular permutations include at
least one with exactly the same format (in terms of the colored blocks). With these
facts, one may easily calculate the packing densities of various patterns. It is not
clear whether this is true for more colored blocks. It is also mentioned that, for the
pattern �D 1r2b , there exist optimal permutations that have a different format. It
seems likely that this is the only such case, though we do not have a proof yet.

The numbers of permutations avoiding various given patterns, as studied in
Section 5, lead to an interesting statement on the Wilf classes of colored circular
permutations restricted by 2-letter patterns. It appears to be much more complicated
to examine the same problem for colored circular permutations restricted by longer
patterns or more than one 2-letter patterns.
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Solutions of boundary value problems at resonance
with periodic and antiperiodic boundary conditions

Aldo E. Garcia and Jeffrey T. Neugebauer

(Communicated by Johnny Henderson)

We study the existence of solutions of the second-order boundary value problem
at resonance u′′ = f (t, u, u′) satisfying the boundary conditions u(0)+u(1)= 0,
u′(0)−u′(1)= 0, or u(0)−u(1)= 0, u′(0)+u′(1)= 0. We employ a shift method,
making a substitution for the nonlinear term in the differential equation so that
these problems are no longer at resonance. Existence of solutions of equivalent
boundary value problems is obtained, and these solutions give the existence of
solutions of the original boundary value problems.

1. Introduction

Consider the second-order boundary value problem

u′′ = f (t, u, u′), t ∈ (0, 1), (1-1)

satisfying a combination of antiperiodic and periodic boundary conditions; either

u(0)+ u(1)= 0, u′(0)− u′(1)= 0. (1-2)

or
u(0)− u(1)= 0, u′(0)+ u′(1)= 0. (1-3)

Here we assume f (t, x, y) : [0, 1]×R×R→R is continuous in each of its variables.
Since the boundary value problem u′′ = 0, (1-2) has the nontrivial solution

u(t)= t − 1
2 , the problem (1-1), (1-2) is said to be at resonance. Similarly, since

u′′ = 0, (1-3) has the nontrivial solution u(t)≡ 1, the problem (1-1), (1-3) is also at
resonance. Hence, standard methods employing Green’s functions cannot be used
to show the existence of solutions of these boundary value problems directly. Thus,
we consider a shifted boundary value problem so that Green’s functions can be
employed.

MSC2010: primary 34B15; secondary 34B27.
Keywords: boundary value problem, resonance, shift.
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Han [2007] employed a shift argument when studying a three-point boundary
value problem

x ′′(t)= f (t, x(t)), t ∈ (0, 1),

x ′(0)= 0, x(η)= x(1).

Here it was assumed g(t, x) = f (t, x)+ β2x and the equivalent boundary value
problem

x ′′(t)+β2x(t)= g(t, x(t)), x ′(0)= 0, x(η)= x(1),

was studied using the Krasnosel’skii–Guo fixed point theorem [Krasnosel’skii 1964].
Infante, Pietramala, and Tojo [Infante et al. 2016] also employed a shift argument

when studying Neumann boundary value problems at resonance

u′′(t)+ h(t, u(t))= 0, t ∈ (0, 1),

u′(0)= u′(1)= 0.

They assumed f (t, u) = h(t, u)+ ω2u and considered the equivalent boundary
value problem

−u′′(t)+ω2u(t)= f (t, u(t)), u′(0)= u′(1)= 0.

The Krasnosel’skii–Guo fixed point theorem was also used in their analysis.
More recently, Almansour and Eloe [2015] and Al Mosa and Eloe [2016] studied

two-point boundary value problems

y′′(t)= f (t, y(t)), t ∈ [0, 1],

y′(0)= 0, y′(1)= 0,

and

y′′(t)= f (t, y(t), y′(t)), t ∈ [0, 1],

y(0)= 0, y′(0)= y′(1),

using shift arguments and the Krasnosel’skii–Guo fixed point theorem, the Schauder
fixed point theorem, the Leray–Schauder nonlinear alternative [Zeidler 1990] in the
former, and monotone methods coupled with upper and lower solutions in the latter.

When considering the first boundary value problem, they assumed g(t, y) =
f (t, y)+β2 y and studied the equivalent boundary value problem

y′′(t)+β2 y(t)= g(t, y(t)), y′(0)= y′(1)= 0,

and when considering second, they assumed g(t, x, y)= f (t, x, y)+βy and studied
the equivalent boundary value problem

y′′(t)+βy′(t)= g(t, y(t), y′(t)), y(0)= 0, y′(0)= y′(1).
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Here, we make use of two substitutions, one of which has not been used previously
in the literature. In Section 2, we study solutions of (1-1), (1-2) by employing
the substitution g(t, x, y) := f (t, x, y)+βy. The shifted boundary value problem
is no longer at resonance, and so a Green’s function can be constructed. An
appropriate integral operator is defined and fixed point methods are used to show
the existence of solutions. In Section 3, we study solutions of (1-1), (1-3). The
substitutions mentioned above do not help because in both cases the shifted boundary
value problem is still at resonance. Thus, we use the substitution k(t, x, y) =
f (t, x, y)+ 2αy + (α2

+ β2)x . This substitution has not been used in the prior
literature. A similar approach to that in Section 2 is then used to show existence of
solutions. The construction of the two Green’s functions and the shift employed in
Section 3 can both lead to more research in this area.

2. Solutions of (1-1), (1-2)

Notice that for β > 0, β 6= nπ , n ∈ N, the boundary value problem u′′+β2u = 0,
(1-2) is at resonance, since u(t)= cosβt− ((1+cosβ)/ sinβ) sinβt is a nontrivial
solution. If β=nπ , n∈N, then u(t)= sinβt is a nontrivial solution of the boundary
value problem. Thus the substitution g(t, x, y)= f (t, x, y)+β2x cannot be applied.

Let β > 0 be a constant and assume g(t, x, y) := f (t, x, y)+βy. We study the
shifted differential equation

u′′+βu′ = g(t, u, u′), t ∈ (0, 1), (2-1)

satisfying boundary conditions (1-2). The boundary value problem (2-1), (1-2) is
not at resonance, since the unique solution of u′′+βu′ = 0, (1-2), is u ≡ 0. Notice
if u(t) is a solution of (2-1), (1-2), then

u′′(t)= g(t, u(t), u′(t))−βu′(t)= f (t, u(t), u′(t)),

implying u is a solution of (1-1), (1-2).
We first construct the Green’s function associated with u′′+βu′ = 0, (1-2).

Lemma 2.1. Let h(t) be a continuous function. Then u(t) is the unique solution of
the boundary value problem

u′′+βu′ = h(t), t ∈ (0, 1), (2-2)

satisfying boundary conditions (1-2) if and only if

u(t)=
∫ 1

0
G(t, s) h(s) ds,

where

G(t,s)=
1

2β(1−e−β)

{
2e−β(1−s)

−2e−βe−β(t−s)
+e−β−1, 0≤ t ≤ s ≤ 1,

2e−β(1−s)
−2e−β(t−s)

−e−β+1, 0≤ s ≤ t ≤ 1.
(2-3)
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Proof. Using Laplace transforms, one can show the general solution of (2-2) is
given by

u(t)= c1+ c2e−βt
+

1
β

∫ t

0
(1− e−β(t−s)) h(s) ds.

Since u′(0)− u′(1)= 0, we have

−c2β + c2βe−β −
∫ 1

0
e−β(1−s) h(s) ds = 0.

Solving for c2 gives

c2 =−
1

β(1− e−β)

∫ 1

0
e−β(1−s) h(s) ds.

The boundary condition u(0)+ u(1)= 0 gives

c1+ c2+ c1+ c2e−β +
1
β

∫ 1

0
(1− e−β(t−s)) h(s) ds = 0.

By substituting c2 from above, solving for c1, and simplifying, we have

c1 =
1

2β(1− e−β)

∫ 1

0
(−1+ e−β + 2e−β(1−s)) h(s) ds.

Thus

u(t)=
1

2β(1− e−β)

∫ 1

0
(−1+ e−β + 2e−β(1−s)) h(s) ds

−
e−βt

β(1− e−β)

∫ 1

0
e−β(1−s) h(s) ds+

1
β

∫ t

0
(1− e−β(t−s)) h(s) ds

=

∫ 1

0
G(t, s) h(s) ds,

where

G(t,s)=


−1+e−β+2e−β(1−s)

2β(1−e−β)
−

e−βt e−β(1−s)

β(1−e−β)
, 0≤ t ≤ s ≤ 1,

−(1−e−β)+2e−β(t−s)

2β(1−e−β)
−

e−βt e−β(1−s)

β(1−e−β)
+

1−e−β(t−s)

β
, 0≤ s ≤ t ≤ 1.

Simplifying G(t, s) gives (2-3).
The reverse direction of the proof can be shown by direct computation. �

Notice that

∂

∂t
G(t, s)=

1
1− e−β

{
e−βe−β(t−s), 0≤ t ≤ s ≤ 1,
e−β(t−s), 0≤ s ≤ t ≤ 1.

(2-4)

We point out several properties of the Green’s function.
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Lemma 2.2. G(t, s) satisfies the following properties:

(1) G ∈ C([0, 1]× [0, 1]).

(2) G(0, s)=− 1
2β

< 0 for all s ∈ [0, 1].

(3) G(1, s)= 1
2β

> 0 for all s ∈ [0, 1].

(4) ∂

∂t
G(t, s) > 0 for all (t, s) ∈ [0, 1]× [0, 1].

(5) maxt∈[0,1] |G(t, s)| = 1
2β

for all s ∈ [0, 1].

(6) max
t∈[0,1]

∂

∂t
G(t, s)≤ 1

1−e−β
for all s ∈ [0, 1].

(7) max
t∈[0,1]

∫ 1

0
|G(t, s)| ds ≤

(4+β)eβ +β − 4
2β2(eβ − 1)

.

(8) max
t∈[0,1]

∫ 1

0

∂

∂t
G(t, s) ds = 1

β
.

All of these properties can be shown directly, so a proof is not given. We point out
that property (8) is obtained by making all the terms in G(t, s) positive, integrating,
and finding an upper bound when t ∈ [0, 1].

We employ Schauder’s fixed point theorem in our analysis. Because of the fact
that G(t, s) changes sign, many fixed point theorems using cones cannot be used.

Theorem 2.3 (Schauder fixed point theorem [Hale and Verduyn Lunel 1993]). If
M is a closed, bounded, convex subset of a Banach space B and T :M→M is
completely continuous, then T has a fixed point in M.

Let B = C (1)
[0, 1] be the Banach space of functions whose first derivatives are

continuous endowed with the norm

‖u‖ =max{|u|0, |u′|0},

where |u|0 =maxt∈[0,1] |u(t)|. Let M > 0. Define M= {u ∈ B : ‖u‖ ≤ M}. Notice
that M is a closed, bounded, convex subset of B.

Define the operator T : B→ B by

T u(t)=
∫ 1

0
G(t, s) g(s, u(s), u′(s)) ds.

Thus if u is a fixed point of T , then u is a solution of (2-1), (1-2). A standard
application of the Arzelà–Ascoli theorem gives us that T is completely continuous.

Define

max
t∈[0,1]

∫ 1

0
|G(t, s)| ds := G and max

t∈[0,1]

∫ 1

0

∂

∂t
G(t, s) ds := G ′.
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Theorem 2.4. Assume f (t, x, y) is continuous in [0, 1]×R×R with

| f (t, x, y)+βy| ≤min
{

M

G
,

M

G ′

}
for all (t, x, y) ∈ [0, 1] × [−M,M] × [−M,M]. Then (1-1), (1-2) has a solution
u∗ ∈M.

Proof. Since g(t, x, y)= f (t, x, y)+βy,

|g(t, x, y)| ≤min
{

M

G
,

M

G ′

}
for all (t, x, y) ∈ [0, 1]× [−M,M]× [−M,M].

Now, for u ∈M,

|T u(t)| ≤
∫ 1

0
|G(t, s)||g(s, u(s), u′(s))| ds ≤

M

G

∫ 1

0
|G(t, s)| ds = M,

|(T u)′(t)| ≤
∫ 1

0

∂

∂t
G(t, s)|g(s, u(s), u′(s))| ds ≤ βM

∫ 1

0

∂

∂t
G(t, s) ds = M.

So ‖T u‖ ≤ M , and T :M→M. Thus T has a fixed point u∗ ∈M which is a
solution of (2-1), (1-2). Therefore, u∗ is a solution of (1-1), (1-2). �

Example 2.5. Define

f (t, x, y)=
5x2t2

y2+ 2
− 5y.

Let β = 5. Then from Lemma 2.2

min
{

M

G
,

M

G ′

}
≤min

{
2β2(eβ − 1)

(4+β)eβ +β − 4
M, βM

}
= 5M.

So

| f (t, x, y)+ 5y| =
5x2t2

y2+ 2
≤ 5M2

≤ 5M

if M ≤ 1. So the boundary value problem

u′′ =
5u2t2

(u′)2+ 2
− 5u′, t ∈ (0, 1),

u(0)+ u(1)= 0, u′(0)− u′(1)= 0,

has a solution u∗ with ‖u∗‖ ≤ 1.
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3. Solutions of (1-1), (1-3)

For β > 0, the boundary value problem u′′+β2u = 0, (1-3) is at resonance, since

u(t)= cosβt −
(

1− cosβ
sinβ

)
sinβt

gives a nontrivial solution. If β = nπ , n ∈ N, then u(t) = cosβt is a nontriv-
ial solution of the boundary value problem. Thus the substitution k(t, x, y) =
f (t, x, y)+β2x cannot be applied. Also, the boundary value problem u′′+βu′= 0,
(1-3) is at resonance, since u(t) ≡ 1 gives a nontrivial solution. This implies the
substitution k(t, x, y)= f (t, x, y)+β2 y cannot be used. Thus, neither substitution
used in previous literature can be employed.

Let α > 0, β ∈
(
0, π2

)
and define

k(t, x, y)= f (t, x, y)+ 2αy+ (α2
+β2)x .

Here we consider the equivalent boundary value problem

u′′+ 2αu′+ (α2
+β2)u = k(t, u, u′), t ∈ (0, 1), (3-1)

satisfying boundary conditions (1-3), which is not at resonance, since the unique
solution of u′′+ 2αu′+ (α2

+β2)u = 0, (1-3) is u ≡ 0. If u is a solution of (3-1),
(1-3), then u is a solution of (1-1), (1-3).

Again, we construct a corresponding Green’s function.

Lemma 3.1. The unique solution of

u′′+ 2αu′+ (α2
+β2)u = h(t), t ∈ (0, 1), (3-2)

satisfying the boundary conditions (1-3) is given by

u(t)=
∫ 1

0
H(t, s) h(s) ds,

where

H(t, s)=
1

2β(β sinhα−α sinβ)
9(t, s), (3-3)

with

9(t,s)=


e−α(t−s)

[
−βe−α sin(β(s−t))+2α sin(β(1−s))sin(βt)
−β sin(βt)cos(β(1−s))+β cos(βt)sin(β(1−s))

]
, 0≤ t ≤ s ≤ 1,

e−α(t−s)
[
βeα sin(β(t−s))+2α sin(βs)sin(β(1−t))
−β sin(βs)cos(β(1−t))+β cos(βs)sin(β(1−t))

]
, 0≤ s ≤ t ≤ 1.

Proof. If u satisfies (3-2), then, using Laplace transforms,

u(t)= e−αt(c1 cos(βt)+ c2 sin(βt))+
1
β

∫ t

0
(e−α(t−s) sin(β(t − s))) h(s) ds.
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Solving the system u(0)− u(1)= 0, u′(0)+ u′(1)= 0 gives

c1=−
1

2αe−α sin(β)+βe−2α−β

×

[∫ 1

0
[e−α(1−s) sin(β(1−s))−e−α(2−s) sin(βs)]h(s)ds

]
,

c2=−
1

βe−α sin(β)(2αe−α sin(β)+βe−2α−β)

×

[∫ 1

0

[
βe−α(3−s)

[cos(β)sin(βs)+sin(β(1−s))]

−e−α(2−s)[β cos(β)sin(β(1−s))
+β sin(βs)−2α sin(β)sin(β(1−s))

]]
h(s)ds

]
The Green’s function given in (3-3) can then be obtained. �

Notice
∂

∂t
H(t, s)=

1
2β(β sinhα−α sinβ)

8(t, s), (3-4)

where

8(t,s)=



e−α(t−s)
[
e−αβ2 cos(β(s−t))+2αβ sin(β(1−s))cos(βt)
−β2 sin(β(1−s))sin(βt)−β2 cos(β(1−s))cos(βt)

]
−αe−α(t−s)

[
2α sin(β(1−s))sin(βt)−e−αβ sin(β(s−t))
+β sin(β(1−s))cos(βt)−β cos(β(1−s))sin(βt)

]
, 0≤ t ≤ s ≤ 1,

e−α(t−s)
[
eαβ2 cos(β(t−s))−2αβ sin(βs)cos(β(1−t))
−β2 sin(βs)sin(β(1−t))−β2 cos(βs)cos(β(1−t))

]
−αe−α(t−s)

[
2α sin(βs)sin(β(1−t))+eαβ sin(β(t−s))
−β sin(βs)cos(β(1−t))+β cos(βs)sin(β(1−t))

]
, 0≤ s ≤ t ≤ 1.

We point out several properties of the Green’s function.

Lemma 3.2. H(t, s) satisfies the following properties:

(1) H ∈ C([0, 1]× [0, 1]).

(2) H(0, s)= H(1, s)=
eαs(β sin(β(1− s))− e−αβ sin(βs))

2β(β sinhα−α sinβ)
for all s ∈ [0, 1].

(3) max
t∈[0,1]

|H(t, s)| ≤
βeα + 2α+ 2β

2β(β sinhα−α sinβ)
for all s ∈ [0, 1].

(4) max
t∈[0,1]

∣∣∣ ∂
∂t

H(t, s)
∣∣∣≤ αβeα + 2α2

+ 2β2
+ 2αβ +β2eα

2β(β sinhα−α sinβ)
for all s ∈ [0, 1].

(5) max
t∈[0,1]

∫ 1

0
|H(t, s)| ds ≤

β +β sinhα
(α2+β2)(β sinhα−α sinβ)

.
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(6) max
t∈[0,1]

∫ 1

0

∣∣∣ ∂
∂t

H(t, s)
∣∣∣ ds ≤

α2eα +α2
+β2
+β2eα +αeα +αβ + 3β

(α2+β2)(β sinhα−α sinβ)
.

Again, a proof is not given, since all these properties can be verified directly. Prop-
erties (5) and (6) are obtained by making all the terms in H(t, s) and (∂/∂t)H(t, s),
respectfully, positive, integrating, and finding an upper bound when t ∈ [0, 1].

Define the operator T : B→ B by

T u(t)=
∫ 1

0
H(t, s) k(s, u(s), u′(s)) ds.

Thus if u is a fixed point of T , then u is a solution of (3-1), (1-3). A standard
application of the Arzelà–Ascoli theorem gives us that T is completely continuous.

Define

max
t∈[0,1]

∫ 1

0
|H(t, s)| ds := H and max

t∈[0,1]

∫ 1

0

∣∣∣ ∂
∂t

H(t, s)
∣∣∣ ds := H ′.

Theorem 3.3. Assume f (t, x, y) is continuous in [0, 1]×R×R with∣∣ f (t, x, y)+ 2αy+ (α2
+β2)x

∣∣≤min
{

M

H
,

M

H ′

}
for all (t, x, y) ∈ [0, 1] × [−M,M] × [−M,M]. Then (1-1), (1-3) has a solution
u∗ ∈M.

The proof is similar to the proof of Theorem 2.4 and is therefore omitted.
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