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Offshore catenary risers are used in the exploitation of deep-water oil and gas fields. They are subjected to severe dynamical loads, such as high-pressure inside-flow of fluids, sea-current external flow, and sea-wave motion of the floating production platform. This paper addresses the dynamic instability caused by vortex-induced vibrations (VIV). For simplicity, the touchdown-point motion and the mooring compliance are neglected in this introductory study. The nonlinear normal modes of a finite element model of the riser are determined, following the invariant manifold procedure, and a mode that is particularly prone to be excited by VIV is selected. A reduced mathematical model that couples the structural response and the fluid dynamics is used to foresee the vibration amplitudes when the instability caused by VIV takes over. Active control is introduced and the linear quadratic regulator is employed to determine gain matrices for the system and the observer. Results are compared with those from a linear analysis.

1. Introduction

The oil and gas industry has faced new challenges since several onshore and offshore fields have matured, aggravated by the growing global demand for energy and the volatility in oil prices. This scenario has led the operating companies to focus on deep and ultradeep water exploitation, bringing forth new concerns on reducing costs via advanced technological developments. Consequently, the offshore industry has increased its attention to new realms of research such as nonlinear dynamics of structures and computational fluid dynamics.

If subsea exploration has always been a complex and demanding activity, from now on, in view of the upcoming developments in deep and ultradeep water, it will be even more challenging. In fact, the offshore industry has already begun to explore in water depths at the limits of current technology and has plans to access depths over 2,500 m. It is already developing subsea production systems in preparation for ultradeep water production that include more flexible and lighter risers that operate under harsher environmental conditions. From this standpoint, nonlinear effects are expected to play a major role in riser global dynamics.

The objective of this paper is to present a numerical study on the fluid-structure interaction and structural nonlinear dynamic behavior of a deep-water catenary riser subjected to in-plane vortex-induced vibration (VIV), employing the van der Pol oscillator proposed in [Blevins 1990] to represent the fluid dynamics and to the nonlinear modal analysis technique, respectively. A computational model is initially proposed using the finite element method. Geometrically nonlinear finite elements are employed so that the equations of motion take into consideration quadratic and cubic nonlinearities, expressed in terms
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of third and fourth-order tensors, respectively. These nonlinear equations allow for the assessment of both cable and beam behavior. In this work, the motion of the floating production unit (FPU) and the unilateral contact at the touchdown zone (TDZ) have been neglected. Hence, the catenary riser has been modeled with fixed pinned ends, just allowing for rotation. Further advances, regarding a numerical approach for the TDZ, are under development, since considerable programming effort is required to take into consideration contact at the TDZ. It is worth mentioning that an analytical study of the local dynamics of steel catenary risers (SCR), considering unilateral contact at the TDZ, led to an approximate evaluation of the associated nonlinear normal modes of vibration [Mazzilli and Lenci 2008]. Nonlinear modes seem to play an important role in the structural representation of deep-water risers by models with small numbers of degrees of freedom. A free-hanging catenary is addressed in a case study, considering a certain nonlinear normal mode of vibration, which is seen to be relevant for the analysis of the VIV motion. The ultimate goal is to develop a coupled fluid-riser low-dimensional model, to which active control can be added in a simple way.

2. Nonlinear modes

This paper should be regarded as an initial effort to assess the nonlinearly coupled fluid-riser interaction. The riser will be modeled as a plane frame with geometric nonlinearities due to the coupling of tangential and transversal displacements. Material linearity will be assumed. Torsion and 3D effects, as well as FPU motion and unilateral contact at the TDZ, will be neglected.

Although internal resonance may come into play, which would require the consideration of the so-called nonlinear multimodes, the paper will concentrate on the nonlinear normal modes.

It is believed that the nonlinear normal modes and multimodes may play an important role in generating reliable models with few degrees of freedom, still keeping the essential behavior of risers under different sea-loading conditions, such as in cases of high-frequency VIV and low-frequency drifting.

2.1. FEM formulation. Typically, the equations of motion of a general n-degree of freedom finite element model of an elastic plane frame with geometric nonlinearities under free vibrations read [Soares and Mazzilli 2000]:

\[
M_{rs} \ddot{p}_s + D_{rs} \dot{p}_s + K_{rs} p_s = 0, \quad r, s = 1, \ldots, n,
\]  

(1)

where Einstein’s convention for summation is employed; \(p_s\) are the generalized coordinates. The matrices of mass \(M_{rs}\), equivalent damping \(D_{rs}\), and stiffness \(K_{rs}\) depend on the generalized coordinates and velocities as follows:

\[
M_{rs} = 0M_{rs} + 1M^i_{rs} p_i + 2M^{ij}_{rs} p_i p_j,
\]

\[
D_{rs} = 0D_{rs} + 1D^i_{rs} \dot{p}_i + 2D^{ij}_{rs} \dot{p}_i \dot{p}_j,
\]

\[
K_{rs} = 0K_{rs} + 1K^i_{rs} p_i + 2K^{ij}_{rs} p_i p_j,
\]

(2)

where \(0M_{rs}, 1M^i_{rs}, 2M^{ij}_{rs}, 0D_{rs}, 1D^i_{rs}, 2D^{ij}_{rs}, 0K_{rs}, 1K^i_{rs}, \) and \(2K^{ij}_{rs} (r, s, i, j = 1, \ldots, n)\) are constants.

2.2. Linear and nonlinear modes. During a modal motion, the phase trajectories of a discretized linear system remain confined to a 2D eigenplane, in much the same way as the phase trajectory of a one-degree-of-freedom system with generalized coordinate \(x\) remains confined to the plane \(x \times \dot{x}\). Due to this invariance property, such an eigenplane is an invariant manifold of the dynamical system.
In nonlinear systems the invariant manifolds are no longer planes, and the motions whose trajectories are confined to them are called nonlinear normal modes. Normally, there are \( n \) invariant manifolds, each one corresponding to a different mode; these manifolds contain the equilibrium point at which they are tangent to the eigenplanes of the linearized system.

Such a geometric characterization of a modal motion suggests the so-called invariant-manifold procedure to determine normal modes, which was proposed in [Shaw and Pierre 1993] and applied to systems of few degrees of freedom. In [Soares and Mazzilli 2000] the procedure was extended to full finite element models of plane frames.

An alternative technique to evaluate nonlinear normal modes of finite element models was proposed in [Mazzilli and Baracho Neto 2002], based on the method of multiple scales.

To handle cases of coupled modal motions of nonlinear systems subjected to internal resonance, the multiple-scales procedure has also been successfully extended in [Baracho Neto and Mazzilli 2005]. Here, the ensuing vibration takes place in an invariant manifold embedded in the phase space, whose dimension is twice the number of the normal modes that interact. This manifold contains a stable equilibrium point at which it is tangent to the subeigenspace of the linearized system, which characterizes the corresponding coupled linear modes. On this manifold, the system behaves like an \( M \)-degree of freedom oscillator, where \( M \) is the number of coupled normal modes.

2.3. Invariant manifold procedure. Here, the fundamental steps of the invariant-manifold procedure are followed [Shaw and Pierre 1993], keeping in mind its application to finite element models of risers.

Introducing the notation \( x_i = p_i \) and \( y_i = \dot{p}_i = \dot{x}_i \), the system (1) can be written in first-order form as

\[
\dot{x}_i = y_i, \quad \dot{y}_i = f_i(x_1, \ldots, x_n, y_1, \ldots, y_n), \quad i = 1, \ldots, n. \tag{3}
\]

Series expansions for the functions \( f_i(x_1, \ldots, x_n, y_1, \ldots, y_n) \) in the neighborhood of the equilibrium point are introduced in (4):

\[
f_i(x_1, \ldots, x_n, y_1, \ldots, y_n) = B_{ij}x_j + C_{ij}y_j + E_{ijm}x_jx_m + F_{ijm}x_jy_m + G_{ijm}y_jy_m
+ H_{ijmp}x_jx_p + L_{ijmp}x_jx_my_p + N_{ijmp}x_jy_my_p + R_{ijmp}y_jy_my_p, \tag{4}
\]

where \( B_{ij}, C_{ij}, E_{ijm}, F_{ijm}, G_{ijm}, H_{ijmp}, L_{ijmp}, N_{ijmp}, \) and \( R_{ijmp} \) \((i, j, m, p = 1, \ldots, n)\) are known constants that depend on the previously introduced \( 0M_{rs}, 1M_{rs}, 2M_{rs}^{ij}, 0D_{rs}, 1D_{rs}, 2D_{rs}^{ij}, 0K_{rs}, 1K_{rs}, \) and \( 2K_{rs}^{ij} \) \((r, s, i, j = 1, \ldots, n)\), as detailed in [Soares and Mazzilli 2000].

If, during a modal motion, the trajectory of the solution in the phase-space is restricted to a 2D surface, then it must be possible to express each generalized displacement or velocity as a function of two of them, for instance \( u = x_k \) and \( v = y_k \), for a certain degree of freedom \( k \), at least in the neighborhood of the equilibrium point.

By substituting the expressions

\[
x_i(t) = X_i(u(t), v(t)), \quad y_i(t) = Y_i(u(t), v(t)), \quad i = 1, \ldots, n, \tag{5}
\]
in (3), one arrives at

\[
\frac{\partial X_i}{\partial u} v + \frac{\partial X_i}{\partial v} f_k(X_1, \ldots, X_n, Y_1, \ldots, Y_n) = Y_i,
\]

\[
\frac{\partial Y_i}{\partial u} v + \frac{\partial Y_i}{\partial v} f_k(X_1, \ldots, X_n, Y_1, \ldots, Y_n) = f_i(X_1, \ldots, X_n, Y_1, \ldots, Y_n), \quad i = 1, \ldots, n, \tag{6}
\]
which is a nonlinear system of partial differential equations having the functions $X_i$ and $Y_i$ as unknowns, which may be as difficult to solve as the original equations. However, if we look for an approximate solution, these functions can be written as polynomials up to cubic terms:

\[
X_i(u, v) = a_{1i}u + a_{2i}v + a_{3i}u^2 + a_{4i}uv + a_{5i}v^2 + a_{6i}u^3 + a_{7i}u^2v + a_{8i}uv^2 + a_{9i}v^3,
\]

\[
Y_i(u, v) = b_{1i}u + b_{2i}v + b_{3i}u^2 + b_{4i}uv + b_{5i}v^2 + b_{6i}u^3 + b_{7i}u^2v + b_{8i}uv^2 + b_{9i}v^3,
\]

where $a_{ji}$ and $b_{ji}$ ($j = 1, \ldots, 9$ and $i = 1, \ldots, n$) are constants to be determined.

Now, if we substitute (7) and (4) in (6), a system of nonlinear polynomial equations having the $a$’s and $b$’s as unknowns is formed. In general, there are $n$ solutions to this system, each one corresponding to a different set of modal relations (5), that is, a different invariant manifold. Moreover, substituting any one of these solutions in (7) and the resulting expressions in (5), the $k$-th equation in (3)–(4) — called the modal oscillator equation — characterizes the dynamics of the corresponding mode.

Details of the procedure just outlined are avoided here for brevity, but can be found in [Soares and Mazzilli 2000], where it is also shown that the solution of the system of nonlinear polynomial equations mentioned above can be avoided, provided the eigenvalues and eigenvectors of the linearized system are known.

### 3. Fluid-structure interaction

Among the possible scenarios for the fluid-structure interaction, the case of vortex-induced vibrations (VIV) is here addressed [Williamson and Govardhan 2004]. In the subcritical regime, the flow with free-stream velocity $U = U_\infty$ around a circular cylinder of diameter $D$ forms a von Kármán vortex street as the one shown in Figure 1 [Assi 2009]. The Strouhal number, $St$, is the predominant frequency of vortex shedding $f_s$ multiplied by the cylinder diameter $D$ and divided by the free-stream velocity:

\[
St = \frac{f_s D}{U}.
\]

![Figure 1. Visualization of von Kármán vortex street [Assi 2009].](image-url)
In the subcritical regime, the Reynolds number, \( \text{Re} \), based on the cylinder diameter is in the range \( 200 \leq \text{Re} \leq 5 \times 10^5 \). In this range, experimental results found in the literature indicate that the Strouhal number is almost constant \( \text{St} = 0.20 \) and the drag coefficient is \( \text{C}_d = 1.2 \).

A classical approach to characterizing the dynamics of the coupled fluid-structure system [Facchinetti et al. 2004] is to employ phenomenological models, a thorough review of which can be found in [Gabbai and Benaroya 2005]. In this paper a very simple phenomenological model based in [Blevins 1990] has been considered, leading to the following system of differential equations, the first of which refers to the nonlinear dynamics of the reduced-order model of the structural system and the second of which to the fluid dynamics:

\[
\frac{d^2 u}{dt^2} + 2\omega_n (\zeta_s + \zeta_F) \frac{du}{dt} + \omega_n^2 u + \text{nonlinear terms} = \left( \frac{\rho D^2}{m} \right) \frac{U}{D} a_4 \frac{dw}{dt}, \tag{9}
\]

\[
\frac{d^2 w}{dt^2} + \omega_s^2 w = \left( \frac{a_1 - a_4}{a_0} \right) \frac{U}{D} \frac{dw}{dt} - \frac{a_2}{a_0} \frac{1}{U D} \left( \frac{dw}{dt} \right)^3 + \frac{a_4}{a_0} \frac{U}{D} \frac{du}{dt}, \tag{10}
\]

where \( u \), as before, is the modal generalized coordinate, \( \omega_n \) is the linear natural frequency of the chosen vibration mode, \( \zeta_s \) is the structural damping ratio, \( \zeta_F \) is the fluid damping ratio, \( \rho \) is the seawater specific mass, \( m \) is the modal mass including both the structure and the fluid added mass, \( w \) is the fluid hidden variable [Blevins 1990], \( \omega_s = 2\pi f_s \) is the vortex shedding frequency, and \( a_0, a_1, a_2, \) and \( a_4 \) are known constants.

In this paper, (9) is sought by using the invariant manifold approach. Therefore, second and third-order nonlinear terms will arise as a consequence of the nonlinear structural formulation.

### 4. Case study: Part A

Table 1 presents the riser data used to model the structural system. Figure 2 shows the riser finite element model with 77 degrees of freedom and 26 nonlinear Bernoulli–Euler-based elements. The reduced number of elements used is due to the considerable computational effort required to work out third and fourth-order tensors that led this FEM model to allocate approximately 2 GB of RAM. It took 17 hours of processing time using a 1.6 GHz processor to obtain the nonlinear normal modes of the system.

<table>
<thead>
<tr>
<th>Young’s modulus</th>
<th>( E = 2.1 \times 10^{11} ) N/m²</th>
</tr>
</thead>
<tbody>
<tr>
<td>Riser length</td>
<td>( l = 1.800 ) m</td>
</tr>
<tr>
<td>Cross-section area</td>
<td>( A = 1.1021 \times 10^{-2} ) m²</td>
</tr>
<tr>
<td>Cross-section moment of inertia</td>
<td>( I = 4.72143 \times 10^{-5} ) m⁴</td>
</tr>
<tr>
<td>Riser external diameter</td>
<td>( D = 2.032 \times 10^{-1} ) m</td>
</tr>
<tr>
<td>Riser thickness</td>
<td>( e = 19.05 ) mm</td>
</tr>
<tr>
<td>Initial tension (at the top)</td>
<td>( T_{0t} = 2 \times 10^6 ) N</td>
</tr>
<tr>
<td>Initial tension (at the bottom)</td>
<td>( T_{0b} = 6.914 \times 10^5 ) N</td>
</tr>
<tr>
<td>Riser mass per unit length (water inside and added mass)</td>
<td>( m = 108 ) kg/m</td>
</tr>
<tr>
<td>Riser weight per unit length</td>
<td>( p = 727 ) N/m</td>
</tr>
</tbody>
</table>

**Table 1.** Typical steel riser data.
VIV calculations were performed assuming the Strouhal number to be \( St = 0.20 \) and the free-stream velocity \( U = 0.5 \text{ m/s} \) (normal to the motion plane). Taking this into account, the vortex-shedding frequency approaches the natural frequency of the 26th vibration mode. Therefore, it is assumed that the lock-in occurs for this mode. As a result, the following system of equations is sought to represent the dynamics of the coupled fluid-structure system herein addressed:

\[
\ddot{u} + 8.1921u + 39v + 22.16u^2 - 3.0673v^2 - 70.823u^3 + 533.54uv^2 = 38.95\dot{w}, \\
\dot{w} + 9.8696w = 4.17\dot{w}^3 + 0.3125\dot{w} + 1.98v,
\]

where \( u \) and \( v \) are respectively the modal displacement and the modal velocity, so \( \dot{u} = v \). The chosen modal displacement is \( u = p_{50} \), as shown in Figure 2.

In Figure 3, a phase portrait, for both “linear” and nonlinear responses, can be observed. The “linear” response is the response of the coupled fluid-structure system when only the structural system is linearized. Thus, the dynamics of the fluid remain nonlinear even when the linear structural system is considered. The total nonlinear amplitude amounts to 0.565 m whilst the “linear” response leads to a total amplitude of 0.567 m. Although there is no noteworthy difference in the total amplitudes, it’s interesting to stress that the nonlinear amplitude extremes are different with the maximum of 0.3057 m and the minimum of \(-0.2596\) m. On the other hand, the “linear” system gives the same absolute values for the extremes (0.2834 m and \(-0.2834\) m). Hence, the nonlinear system is able to capture the asymmetric stiffness, due to the riser static curvature.

5. Active control

The Luenberger observer [Luenberger 1979] is employed in what follows. Here, only one specific nonlinear normal mode will be considered when modeling the controlled system. Therefore, this should
be regarded as an initial investigation of the behavior of a SCR riser under VIV. Emphasis is placed on the system design, namely the system and the observer gain matrices. Considerations regarding actuators, sensors, or physical installations are not within the scope of this work. A simple example regarding controlled VIV will be addressed in Section 6. Although the structural system will be modeled as nonlinear, the employed observer will still be assumed to be linear. A nonlinear observer would lead to a much more complex model, but the control system would present a larger stability window. However, it will be seen that the linear observer already leads to stable responses, even when large amplitudes and considerable nonlinear effects are taken into consideration. Optimal control is employed via the linear quadratic regulator [Ogata 1995; Preumont 2002]. Figure 4 represents the control system.

The matrix equation of the structural system with the actuator term can be written as

$$\dot{z} = Az + Bf,$$

where $z = \{\hat{x}^T \ (\hat{x})^T\}^T$ is the $2n \times 1$ phase-space vector for a $n$-degree of freedom system, $\hat{x}$ is the $n \times 1$
vector of principal generalized coordinates in the configuration space, \( f = G(z_{ref} - \hat{z}) \) is the input control force, \( G \) is the \( 1 \times 2n \) system gain matrix, and \( A = A(z) \) is the \( 2n \times 2n \) nonlinear system matrix. Let \( T \) be the \( n \times n \) linear eigenvector matrix of the structural system and \( b = T^T n \) an \( n \times 1 \) vector, where \( n \) is the \( n \times 1 \) actuator position vector. Hence, the \( 2n \times 1 \) vector \( B = \{\{b\}^T \{0\}^T\}^T \) is defined.

The system of differential equations presented in Figure 4 can be rewritten as follows:

\[
\begin{bmatrix}
\dot{z} \\
\dot{\hat{z}}
\end{bmatrix} = \begin{bmatrix}
A & -BG \\
LC & A_c - BG
\end{bmatrix} \begin{bmatrix}
z \\
\hat{z}
\end{bmatrix} + \begin{bmatrix}
B \\
B
\end{bmatrix} f_{ref},
\]

where \( A_c = A - LC \), \( f_{ref} \) is an arbitrary force related to an arbitrary state vector \( z_{ref} \), and \( L \) is the \( 2n \times 1 \) observer gain matrix. Defining the \( 1 \times 2n \) matrix \( C = \{c \} \), where \( c = h^T \) is a \( 1 \times n \) matrix and \( h \) is the \( n \times 1 \) sensor position vector, then \( y = Cz \). For further details see [Ogata 1995]. The solution of (14) is pursued via the Runge–Kutta method.

5.1. Linear quadratic regulator. A linear state feedback with constant system gain \( G \) is sought, such that the following quadratic cost functional is minimized:

\[
\min J = \int_0^\infty \left( \frac{1}{2} z^T Q z + \frac{1}{2} f^T R f \right) dt,
\]

such that \( \dot{z} = Az + Bf \),

where \( Q \) is semipositive definite and \( R \) is strictly positive definite. The matrices \( Q \) and \( R \) are, at first, unknown and should be calibrated according to experimental results [Preumont 2002]. It is possible to show that the system gain matrix ends up being

\[
G = R^{-1} B^T P,
\]

where \( P \) is a symmetric positive definite matrix that can be obtained from Riccati’s equation:

\[
Q + A^T P + PA - PB R^{-1} B^T P = 0.
\]

6. Case study: Part B

To provide an introductory example of a forced controlled system, the coupled structural and fluid equations (accordingly to Section 3) for a SCR are written as follows:

\[
\ddot{u} + 8.1921u + 39v + 22.216u^2 - 3.0673v^2 - 70.823uv^2 = 38.95\dot{w} + f_u,
\]

\[
\ddot{w} + 9.8696w = 0.3125\dot{w} + 4.17\dot{w}^3 + 1.98v,
\]

where \( u \) is the chosen modal displacement, \( v = \dot{u} \) the respective modal velocity, \( f_u \) the actuator modal force, and \( w \) the fluid hidden variable. As before, the data for the SCR are from Table 1 and Figure 2 depicts the finite element model. The nonlinear modal oscillator, (18), was obtained via the invariant manifold technique. It corresponds to the 26th nonlinear vibration mode. The control influence is introduced in the system as, mainly, a variation in the riser tension. As seen in Section 4, the simulation of the uncontrolled system, considering the nonlinear structural behavior, leads to a maximum displacement of 0.3057 m and a minimum displacement of \(-0.2596 \) m. The time response and the phase diagram for the controlled system are presented in Figure 5, from which it is seen that the maximum displacement for the controlled system, considering the nonlinear structural behavior, is 0.2571 m and the minimum is
−0.2277 m. Therefore, the amplitude of the controlled system is 14.16% smaller than the uncontrolled, but in order to reach such an amplitude reduction, an increase of approximately 50% in the riser tension is seen to be necessary. Consequently, it is questionable if the adoption of the riser tension as a control parameter is suitable for SCRs. It could be further argued that the tension variation for control purposes would affect the riser natural frequencies, so that the vortex shedding frequency might be detuned with respect to the previously locked-in mode, but could be tuned to another nearby mode. Of course, this behavior cannot be detected by the single-degree of freedom reduced-order model considered here and would require a more realistic analysis [Silveira et al. 2007; Josefsson and Dalton 2010].

7. Conclusion

We introduce tools of nonlinear dynamics, such as nonlinear normal modes and reduced-order modeling, based on which the analysis of offshore risers, considering geometrical nonlinearities, vortex-induced vibrations, and active control, may be pursued in a simple way. The case study addresses the response of a SCR, revealing not only remarkable quantitative differences in the estimates of maximum amplitudes between linear and nonlinear, uncontrolled and controlled models, but also qualitatively distinct behavior, due to the nonlinear effect of the riser statical curvature.
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