ANALYSIS OF NONSTATIONARY RANDOM PROCESSES USING SMOOTH DECOMPOSITION
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Orthogonal decompositions provide a powerful tool for stochastic dynamics analysis. The most popular decomposition is the Karhunen–Loève decomposition (KLD), also called proper orthogonal decomposition. KLD is based on the eigenvectors of the correlation matrix of the random field. Recently, a modified KLD called smooth Karhunen–Loève decomposition (SD) has appeared in the literature. It is based on a generalized eigenproblem defined from the covariance matrix of the random process and the covariance matrix of the associated time-derivative random process. SD appears to be an interesting tool to extend modal analysis. Although it does not satisfy the optimality relation of KLD, and maybe is not as good a candidate for building reduced models as KLD is, SD gives access to the modal vectors independently of the mass distribution. In this paper, the main properties of SD for nonstationary random processes are explored. A discrete nonlinear system is studied through its linearization, for uncorrelated and correlated excitation, and the SD of the nonlinear system and of the linearization are compared. It seems that SD detects not only mass inhomogeneities but also nonlinearities.

1. Introduction

The Karhunen–Loève decomposition (KLD) method has been extensively used as a tool for analyzing random fields [Holmes et al. 1996; Lin et al. 2002; Wolter et al. 2002; Kerschen et al. 2005]. KLD reveals some coherent structures which have been advantageously used in different domains such as, for example, the stochastic finite elements method, simulation of random fields, modal analysis of nonlinear systems, and construction of reduced-order models. Depending on the discipline and the properties of the random field under study, but also on the averaging operator used to build the KLD [Bellizzi and Sampaio 2006; 2007], this decomposition has been called principal component analysis, singular value decomposition (these two in finite dimensions), and proper orthogonal decomposition. In the definition of KLD there are two inner products, one given by the normalization condition involving the standard inner product and another by the correlation; the latter, like the former, is a symmetric operator. Orthogonality is meant with respect to the normalization condition. In structural vibration, KLD has been principally applied to the displacement field, but it can be applied also to the velocity, acceleration, and displacement-velocity fields [Bellizzi and Sampaio 2009a].

Recently, a new multivariable data analysis method called smooth orthogonal decomposition (SOD) has been proposed [Chelidze and Zhou 2006]. SOD is defined from a maximization problem associated with a scalar time series of measurement but subject to a minimization constraint acting on the associated
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time derivative of the time series. SOD can be used to extract normal modes and natural frequencies of multi-degree of freedom vibration systems [Zhou 2006]. Free and forced sinusoidal responses have been considered in [Chelidze and Zhou 2006] and randomly excited systems have been analyzed in [Farooq and Feeny 2008]. SOD has been formulated in term of a smooth Karhunen–Loève decomposition (SKLD) to analyze time-continuous stationary random processes in [Bellizzi and Sampaio 2009b]. The SKLD is obtained solving a generalized eigenproblem defined from the covariance matrix of the random process and the covariance matrix of its time derivative. In this paper the SKLD will be referred to as smooth decomposition (SD) since it neither has the properties of a Karhunen–Loève decomposition nor is it orthogonal in the sense of the standard inner product. There is, indeed, orthogonality with respect to inner products defined by the two correlations, displacement and velocity, as we shall see.

This work presents and discusses a nontrivial generalization of SD for time-continuous nonstationary random processes. This generalization is based on an averaging operator combining the temporal mean and mathematical expectation to build the covariance matrices of the random process and of its time derivative.

This paper is organized as follows: Section 2 extends the SD for nonstationary processes, Section 3 extends the proprieties of the SD for the nonstationary case, Section 4 gives a mechanical interpretation of the SD, Section 5 shows some numerical examples, and, finally, Section 6 presents some conclusions.

2. Smooth decomposition

Our goal here is to extend to nonstationary time processes the smooth decomposition introduced in [Bellizzi and Sampaio 2009b] as a smooth Karhunen–Loève decomposition for stationary random processes.

Let \( \{U(t), t \in \mathbb{R}\} \) be a \( \mathbb{R}^n \)-valued random process indexed by \( \mathbb{R} \). We assume that \( \{U(t), t \in \mathbb{R}\} \) is a second-order process and admits a time-derivative process \( \{\dot{U}(t), t \in \mathbb{R}\} \) which is also a second-order process. With these assumptions, the covariance matrices of \( \{U(t), t \in \mathbb{R}\} \) and \( \{\dot{U}(t), t \in \mathbb{R}\} \), denoted \( R_U(t) = \mathbb{E}(U(t)^T U(t)) \) and \( R_{\dot{U}}(t) = \mathbb{E}(\dot{U}(t)^T \dot{U}(t)) \), respectively, are time dependent. Without loss of generality, we will also assume that \( \{U(t), t \in \mathbb{R}\} \) is a zero-mean random process and that \( R_U(t) \) and \( R_{\dot{U}}(t) \) are symmetric positive definite.

In the case of stationary processes (that is, \( R_U(t) \) and \( R_{\dot{U}}(t) \) do not depend on time), the smooth decomposition of \( \{U(t), t \in \mathbb{R}\} \) is defined (see [Bellizzi and Sampaio 2009b]) recursively by the maximum optimization problem

\[
\max_{\Gamma \in \mathbb{R}^n} \frac{\mathbb{E}(\langle U(t), \Gamma \rangle^2)}{\mathbb{E}(\langle \dot{U}(t), \Gamma \rangle^2)},
\]

where \( \langle \cdot \rangle \) denotes the inner product in \( \mathbb{R}^n \).

In the case of nonstationary processes, the objective function (see (2-1)) is time dependent and as in [Bellizzi and Sampaio 2006], where KLD has been proposed for nonstationary random processes, the time variable has to be included in the averaging operation. Let \( t_i \) and \( t_f \) be two positive constants with \( t_i < t_f \). The ratio

\[
\frac{1}{t_f - t_i} \int_{t_i}^{t_f} \mathbb{E}(\langle U(t), \Gamma \rangle^2) dt
\]

\[
= \frac{1}{t_f - t_i} \int_{t_i}^{t_f} \mathbb{E}(\langle \dot{U}(t), \Gamma \rangle^2) dt
\]

(2-2)
can be considered to define the smooth decomposition. The objective function (2-2) can be written

$$\frac{\Gamma^T \mathcal{R}_{t_i, t_f}^{t_i, t_f} \Gamma}{\Gamma^T \mathcal{R}_{t_i, t_f}^{t_i, t_f} \Gamma},$$

(2-3)

where

$$\mathcal{R}_{t_i, t_f}^{t_i, t_f} = \frac{1}{t_f - t_i} \int_{t_i}^{t_f} R_U(t) dt, \quad \mathcal{R}_{t_i, t_f}^{t_i, t_f} = \frac{1}{t_f - t_i} \int_{t_i}^{t_f} \dot{R}_U(t) dt,$$

(2-4)

showing that the quotient depends on the covariance matrices of \{U(t), t \in [t_f, t_i]\} and \{\dot{U}(t), t \in [t_f, t_i]\}. The vectors that yield the extrema of

$$\max_{\Gamma \in \mathbb{R}^n} \frac{\Gamma^T \mathcal{R}_{t_i, t_f}^{t_i, t_f} \Gamma}{\Gamma^T \mathcal{R}_{t_i, t_f}^{t_i, t_f} \Gamma}$$

(2-5)

are solutions of the eigenproblem

$$\mathcal{R}_{t_i, t_f}^{t_i, t_f} \Gamma_k = \sigma_k \mathcal{R}_{t_i, t_f}^{t_i, t_f} \Gamma_k.$$

(2-6)

The SD of the random process will then be given by

$$U(t) = \sum_{k=1}^{n} \zeta_k(t) \Gamma_k,$$

(2-7)

where the vectors \(\Gamma_k\) solve the generalized eigenproblem (2-6) and the scalar random processes, \(\zeta_k(t)\), are given by

$$\zeta_k(t) = \frac{\Gamma_k^T \mathcal{R}_{t_i, t_f}^{t_i, t_f} U(t)}{\Gamma_k^T \mathcal{R}_{t_i, t_f}^{t_i, t_f} \Gamma_k} = \frac{\Gamma_k^T \mathcal{R}_{t_i, t_f}^{t_i, t_f} U(t)}{\Gamma_k^T \mathcal{R}_{t_i, t_f}^{t_i, t_f} \Gamma_k}.$$

(2-8)

Note that the scalar processes \(\{\zeta_k(t)\}\) can be defined from either \(\mathcal{R}_{t_i, t_f}^{t_i, t_f}\) or \(\mathcal{R}_{t_i, t_f}^{t_i, t_f}\); that is, they do not depend on which of these two covariance matrices is used.

The following notation is used: the eigenvalues \(\sigma_k\) are called the smooth values (SVs) \((\Sigma = \text{diag}(\sigma_k))\), the eigenvectors \(\Gamma_k\) are called the smooth modes (SMs) \((\Gamma = [\Gamma_1 \Gamma_2 \cdots \Gamma_n])\), and the scalar random processes \(\{\zeta_k(t)\}\) are called the smooth components (SCs). All these quantities depend on the time interval \([t_i, t_f]\).

The generalized eigenproblem (2-6) is a temporal version (for nonstationary random processes) of the generalized eigenvalue problem introduced in [Bellizzi and Sampaio 2009b] to characterize the SD of the stationary process. In addition, in the definition (2-6) only the generalized covariance matrices \(\mathcal{R}_{t_i, t_f}^{t_i, t_f}\) and \(\mathcal{R}_{t_i, t_f}^{t_i, t_f}\) are used, no other operator is necessary. It is important (and trivial) to note that, if the random process is stationary, the covariance matrices reduce to the stationary ones (as described in [Bellizzi and Sampaio 2009b]) and, if the vector signal is deterministic, the covariance matrices reduce to the time-average ones (as described in [Chelidze and Zhou 2006]). We will show that the results are, of course, similar to the ones presented in [Chelidze and Zhou 2006; Farooq and Feeny 2008; Bellizzi and Sampaio 2009b], but now, since one relies on the covariance matrices, one has a powerful computation tool not available before (see, for example, [Quaranta et al. 2008]).

Finally, the quotient used to define the SD differs significantly from that used to define the classical Karhunen–Loève decomposition [Bellizzi and Sampaio 2006]. In the SD case, the denominator takes
the covariance matrix of the time-derivative process \( \{\dot{U}(t), t \in \mathbb{R}\} \) into account which justifies the name *smooth* decomposition since the idea is to have a small rate-of_variation of the process.

3. Some properties of smooth decomposition

The classical properties as established in the case of stationary processes [Bellizzi and Sampaio 2009b] are extended to the nonstationary case.

3A. Properties of SV, SM, and SC. The matrices \( R_U^{i,t} \) and \( R_U^{l,t} \) being symmetric positive definite implies that all the SVs (eigenvalues) \( \nu_k \) are strictly positive and the set of the vectors \( \Gamma_k \) (the SMs) constitutes a basis which is orthogonal with respect to both covariance matrices \( R_U^{i,t} \) and \( R_U^{l,t} \). Note that the SMs are unique up to a scaling constant.

The scalar processes \( \{\xi_k(t), t \in \mathbb{R}\} \) are correlated:

\[
\frac{1}{t_f-t_i} \int_{t_i}^{t_f} \mathbb{E}(\xi_k(t)\xi_l(t)) dt = \frac{\Gamma_k^T R_U^{i,t} R_U^{l,t} \Gamma_l}{\Gamma_k^T R_U^{i,t} \Gamma_k \Gamma_l^T R_U^{l,t} \Gamma_l} \Gamma_l \quad (3-1)
\]

So, the SVs are not related to energy distribution and, of course, the SD does not satisfy the standard optimality relationship as the Karhunen–Loève decomposition does. So, properly speaking, the SD is not a Karhunen–Loève decomposition. The introduction of regularity has then its drawbacks.

3B. Linear transformation of the SD. Let \( \{V(t), t \in [t_i, t_f]\} \) be a \( \mathbb{R}^n \)-valued random process defined as

\[
V(t) = AU(t), \quad (3-2)
\]

where \( A \) is an invertible matrix.

From the relations \( R_V(t) = AR_U(t)A^T \) and \( R_V(t) = AR_U(t)A^T \) it can be shown that the SVs of \( \{V(t), t \in [t_i, t_f]\} \) coincide with the SVs of \( \{U(t), t \in [t_i, t_f]\} \) and the sets of the SMs satisfy

\[
\Gamma_k(V) = A^{-T} \Gamma_k(U), \quad (3-3)
\]

where \( \Gamma_k(U) \) (respectively, \( \Gamma_k(V) \)) denotes a SM of \( \{U(t), t \in [t_i, t_f]\} \) (respectively, of \( \{V(t), t \in [t_i, t_f]\} \)).

Finally, following (2-8), the SCs are invariant with respect to linear change of variables if and only if \( AA^T = I \).

4. Mechanical interpretation of the SD

4A. Discrete linear case. Consider a discrete mechanical system with \( n \) degrees of freedom. Let \( U(t) \) be the displacement vector at instant \( t \). We assume that \( U(t) \) satisfies the initial-value problem

\[
M \ddot{U}(t) + C \dot{U}(t) + K U(t) = F(t), \quad t \in [0, t_f], \quad (4-1)
\]

\[
U(0) = U_0, \quad \dot{U}(0) = \dot{U}_0, \quad (4-2)
\]

where \( M, C, \) and \( K \) are symmetric square matrices with dimensions \( n \times n \). The vectors \( U_0 \) and \( \dot{U}_0 \) define the initial conditions of the motion at \( t = 0 \), and \( \{F(t), t \in [0, t_f]\} \) is a random vector process. Without loss of generality, we have assumed that \( t_i = 0 \).
The linear normal modes (LNM) are classically defined from the free responses of the associated undamped system as

\[ K \mathbf{8} = M \mathbf{8} \Omega^2, \]

where \( \mathbf{8} = [\mathbf{8}_1 \cdots \mathbf{8}_i \cdots \mathbf{8}_n] \) denotes the modal matrix with the normalization condition \( \mathbf{8}^T M \mathbf{8} = I \) which implies that \( \mathbf{8}^T K \mathbf{8} = \Omega^2 = \text{diag}(\omega_i^2) \) (\( \omega_i^2 \) and \( \mathbf{8}_i \) denote the squared resonance frequencies and the associated normal-mode vectors).

Here we focus on (4-1) with proportional damping. Note that in this case the matrix \( \mathbf{8}^T C \mathbf{8} \) is also diagonal. In this section the aim is to establish when and how the SMs and the SVs, defined in Section 2 (which were based on forced responses), can be used to determine the LNM. This part of the study, which is in line with the results presented in [Kerschen and Golinval 2002; Wolter et al. 2002; Feeny and Liang 2003; Chelidze and Zhou 2006], will be restricted to the case where the excitation is a white-noise random process with zero mean (that is, \( \mathbf{R}_F(\tau) = \mathbb{E}(\mathbf{F}(t + \tau)\mathbf{F}^T(t)) = \mathbf{S}_F \delta(\tau) \), where \( \mathbf{S}_F \) is a constant symmetric matrix) and the initial conditions (\( \mathbf{U}_0 \) and \( \dot{\mathbf{U}}_0 \)) are two random vectors with zero mean.

**4A1. SD and modal analysis.** Introducing the modal-displacement vector \( \mathbf{Q}(t) \) with

\[ \mathbf{U}(t) = \Phi \mathbf{Q}(t) = \sum_{i=1}^{n} \Phi_i \mathbf{Q}_i(t), \quad (4-3) \]

the equation of motion (4-1) can be equivalently replaced by

\[ \ddot{\mathbf{Q}}(t) + \Theta \dot{\mathbf{Q}}(t) + \Omega^2 \mathbf{Q}(t) = \Phi^T \mathbf{F}(t), \quad t \in [0, t_f], \quad (4-4) \]

with \( \Theta = \Phi^T C \Phi = \text{diag}(2\tau_i \omega_i) \).

The evolution of the covariance matrix, \( \mathbf{R}_Q(t) = \mathbb{E}(\mathbf{Q}(t)\mathbf{Q}^T(t)) \), of \( \mathbf{Q}(t) = (\mathbf{Q}^T(t), \dot{\mathbf{Q}}^T(t)) \) is given by (see, for example, in [Bellizzi and Sampaio 2006])

\[ \dot{\mathbf{R}}_Q(t) = \mathbf{A}_Q \mathbf{R}_Q(t) + \mathbf{R}_Q(t) \mathbf{A}_Q^T + \mathbf{D}_Q, \quad t \in [0, t_f], \quad (4-5) \]

\[ \mathbf{R}_Q(0) = \mathbf{R}_{Q_0}, \quad (4-6) \]

where

\[ \mathbf{A}_Q = \begin{pmatrix} 0 & \mathbf{I} \\ -\Theta & -\Omega^2 \end{pmatrix}, \quad \mathbf{D}_Q = \begin{pmatrix} 0 & 0 \\ 0 & \Phi^T S_F \Phi \end{pmatrix}, \]

and \( \mathbf{R}_{Q_0} \) is easily deduced from \( \mathbf{R}_{U_0} = \mathbb{E}(\mathbf{U}_0\mathbf{U}_0^T) \) with \( \mathbf{U} = (\mathbf{U}_0^T, \dot{\mathbf{U}}_0^T)^T \).

If the matrix \( \Phi^T S_F \Phi \) is diagonal (that is, if the modal-excitation terms \( \Phi_i^T \mathbf{F}(t) \) in (4-4) are uncorrelated) and if \( \mathbf{R}_{Q_0} \) is also diagonal then, from (4-5), it can be shown that the covariance matrix \( \mathbf{R}_Q(t) \) is partitioned into four blocks and each block is a \( n \times n \) diagonal matrix. Hence, for all \( t \in [0, t_f] \), the covariance matrices \( \mathbf{R}_Q(t) \) and \( \dot{\mathbf{R}}_Q(t) \) of the transient responses \( \{\mathbf{Q}(t), t \in [0, t_f]\} \) and \( \{\dot{\mathbf{Q}}(t), t \in [0, t_f]\} \) are diagonal. Integrating over \( [0, t_f] \) we deduce that the generalized covariance matrices \( \mathbf{R}_Q^{0, t_f} \) and \( \mathbf{R}_Q^{0, 0} \) are also diagonal.

Solving (2-6), the SMs associated with \( \{\mathbf{Q}(t), t \in [0, t_f]\} \) are equal to the vectors of the canonical basis of \( \mathbb{R}^n \). Now using the linear relation (4-3), we can easily deduce (see (3-3)) that the SMs of \( \{\mathbf{U}(t), t \in [0, t_f]\} \) are given by

\[ \mathbf{\Gamma} = \Phi^{-T}, \quad \text{where} \quad \mathbf{\Gamma} = [\Gamma_1 \cdots \Gamma_n]. \quad (4-7) \]
We have here extended the result established in [Bellizzi and Sampaio 2009b] for the stationary case. Unfortunately, in the case of transient responses, it is not possible to relate the SVs ($\Sigma$) to natural frequencies of the mechanical system as it is the case for stationary responses where, under the same assumption on $\Phi^T S_F \Phi$, the following relationship holds:

$$
\Sigma = (\Omega^2)^{-1}.
$$

(4-8)

It is interesting to note that, as indicated in [Chelidze and Zhou 2006], no assumption on the mass matrix $M$ is needed to relate the LNMs to the SMs.

**4A2. Influence of the mass inhomogeneity on the SM.** An interesting property of the SMs is their sensitivity to mass inhomogeneity. Combining the two equations

$$
\Gamma = \Phi^T, \quad \Phi^T M \Phi = I,
$$

the SM matrix reads as $\Gamma = M \Phi$. In the case of mass inhomogeneity — that is, when the mass matrix is diagonal with entries $m_i$, with not all the $m_i$ equal — then each SM $\Gamma_k$ differs from a LNM $\Phi_k$ by a scaling vector factor characterizing the mass inhomogeneity, that is,

$$
\Gamma_k = V_M \Phi_k.
$$

(4-9)

where $V_M = (m_1, \ldots, m_n)^T$ and “.” denotes the element-by-element product.

This relationship can be used in practice to localize the mass dispersion comparing the SMs and the column vectors of $\Gamma^{-T}$. This analysis can be implemented knowing only the covariance matrices of the displacement and velocity processes.

**4A3. Influence of the correlation coefficient between modal excitation terms.** As we have seen above SD can be used to obtain the LNM if the modal excitation terms $\Phi_i^T F(t)$ are uncorrelated. In this section we will discuss the influence of the correlation coefficient between modal excitation terms considering transient responses.

Let us take a two-degree of freedom linear system of (4-1) and (4-2) with proportional damping. We assume that the matrix $\Phi^T S_F \Phi$ is not diagonal and reads

$$
\Phi^T S_F \Phi = \begin{pmatrix}
\sigma_{11} & \rho \sqrt{\sigma_{11}\sigma_{22}} \\
\rho \sqrt{\sigma_{11}\sigma_{22}} & \sigma_{22}
\end{pmatrix},
$$

(4-10)

where $\sigma_{11}$ and $\sigma_{22}$ denote the modal input level and $\rho$ the associated correlation coefficient.

We focus on the associated modal equation (4-4) where $\omega_i$ and $\tau_i$ (for $i = 1, 2$) denote the resonance frequencies and the associated damping ratios.

We first consider the stationary case. The covariance matrix $\hat{R}_Q$ of the stationary response is defined from the following Lyapunov equation:

$$
A_Q \hat{R}_Q + \hat{R}_Q A_Q^T + D_Q = 0.
$$

(4-11)
As introduced in Section 2, the SD is defined from the generalized covariance matrices

\[ \hat{\mathbf{Q}} \mathbf{r} = \frac{\omega_1}{4\tau_1 \omega_1^3}, \quad \hat{\mathbf{Q}}_{22} = \frac{\sigma_{22}}{4\tau_2 \omega_2^3}, \quad \hat{\mathbf{Q}}_{12} = \rho_{Q_{12}} \sqrt{\hat{\mathbf{Q}}_{11} \hat{\mathbf{Q}}_{22}}, \quad (4-12) \]

\[ \hat{\mathbf{Q}}_{11} = \frac{\sigma_{11}}{4\tau_1 \omega_1^3}, \quad \hat{\mathbf{Q}}_{22} = \frac{\sigma_{22}}{4\tau_2 \omega_2^3}, \quad \hat{\mathbf{Q}}_{12} = \rho_{Q_{12}} \sqrt{\hat{\mathbf{Q}}_{11} \hat{\mathbf{Q}}_{22}}, \quad (4-13) \]

with

\[ \rho_{Q_{12}} = \rho \frac{8\tau_1^2 r_0 \sqrt{r_0 r_0 (1 + r_0 r_0)}}{(1 - r_0^2)^2 + 4\tau_1^2 (1 + r_0 r_0) (r_0 + r_0) r_0}, \quad \rho_{Q_{12}} = \frac{4\sqrt{r_0 r_0}}{1 + r_0 r_0}, \quad r_0 = \frac{\tau_2}{\tau_1}, \quad r_0 = \frac{\omega_2}{\omega_1}. \]

Introducing the ratio \( r_\sigma = \sigma_{22}/\sigma_{11}, \) the stationary covariance matrices take the form

\[ \hat{\mathbf{Q}} = \frac{\sigma_{11}}{4\tau_1 \omega_1^3} \left( \frac{1}{\rho_{Q_{12}} \sqrt{r_\sigma}} \frac{r_\sigma}{r_\sigma} \frac{r_\sigma}{r_\sigma} \right), \quad \hat{\mathbf{Q}} = \frac{\sigma_{11}}{4\tau_1 \omega_1^3} \left( \frac{1}{\rho_{Q_{12}} \sqrt{r_\sigma}} \frac{r_\sigma}{r_\sigma} \frac{r_\sigma}{r_\sigma} \right), \quad (4-14) \]

showing that the SVs of the stationary response defined from the generalized eigenproblem,

\[ \hat{\mathbf{Q}} \mathbf{r} = \sigma_k \hat{\mathbf{r}} \mathbf{r}, \quad (4-15) \]

depend only on the modal damping (\( \tau_1, \tau_2 \)), modal frequency ratio \( r_\omega \), modal input level ratio \( r_\sigma \), and the correlation coefficient \( \rho \). Moreover, the SMs (that is, the eigenvectors \( \mathbf{r}_k \)) do not depend on the absolute values of the modal frequencies \( (\omega_1, \omega_2) \).

We now consider the nonstationary case assuming zero initial conditions \( (\mathbf{Q}(t) = 0 \text{ and } \dot{\mathbf{Q}}(t) = 0) \). As introduced in Section 2, the SD is defined from the generalized covariance matrices

\[ \mathbf{R}_0 = \frac{1}{t_f} \int_0^{t_f} \mathbf{R}_{\mathbf{Q}}(t) dt, \quad \mathbf{R} = \frac{1}{t_f} \int_0^{t_f} \mathbf{R}_{\dot{\mathbf{Q}}}(t) dt, \quad (4-16) \]

where \( \mathbf{R}_\mathbf{Q}(t) \) and \( \mathbf{R}_{\dot{\mathbf{Q}}}(t) \) solve \( (4-5) \) over \([0, t_f]\). Numerical investigations are reported below for \( \omega_1 = 1, r_\omega = 1.5, \tau_1 = 0.01, r_\tau = 1, \sigma_{11} = 1, \) and \( r_\sigma = 1. \) We discuss the influence of the correlation coefficient \( \rho \) between the modal excitations and the influence of \( t_f \) on the SD. The time constant of the mechanical system is used as a time unit. The time constant is defined by \( T_c = \max(1/(\tau_1 \omega_1), 1/(\tau_2 \omega_2)). \)

Figure 1 shows the relative errors between the canonical vectors \( e_1 = (1, 0)^T \) and \( e_2 = (0, 1)^T \) (the LNMs of \( (4-4) \)) and the approximations of these LNMs given by the SMs of the transient response \( \{ \mathbf{Q}(t), t \in [0, t_f] \} \) using \( (4-7) \), plotted versus the correlation coefficient \( \rho \) and for different values of \( t_f \) \( (t_f = 0.1T_c, 0.2T_c, 0.5T_c, T_c, \text{ and } 10T_c). \) First of all, in all the simulation results, the relative errors are small (less than 0.1) and, of course, the worse case corresponds to \( \rho = 1 \) and \( t_f \) small. As expected, for a given \( t_f, \) the relative error decreases as \( \rho \) decreases. When \( t_f \) increases the SD coincides with the SD given by the stationary response (see the continuous line in Figure 1).

Under the same simulation conditions, Figure 2 shows the relative errors between the resonance frequencies \( \omega_1 = 1 \) and \( \omega_2 = 1.5 \) and the approximation of these resonance frequencies given by the SMs of the transient response \( \{ \mathbf{Q}(t), t \in [0, t_f] \} \) using \( (4-8) \). Here also the relative errors are very small (less than 0.001). Moreover, for fixed \( t_f, \) the relative error does not depend on \( \rho \) and decreases when \( t_f \) increases.
**Figure 1.** Relative error (using Euclidean norm vector) between the canonical vector \(e_1 = (1, 0)^T\) (left) and \(e_2 = (0, 1)^T\) (right) and the approximation of these LNMs given by the SMs of the transient response \(\{Q(t), t \in [0, t_f]\}\) using (4-7) (dotted lines) and the approximation of these LNMs given by the SMs of the stationary response (continuous line).

**Figure 2.** Relative error between the natural resonance-frequency vector \(\omega_1\) (left) and \(\omega_2\) (right) and the approximation of these LNMs given by the SMs of the transient response \(\{Q(t), t \in [0, t_f]\}\) using (4-8) (dotted lines) and the approximation of these LNMs given by the SMs of the stationary response (continuous line).

### 4B. Discrete nonlinear case

Consider a discrete mechanical system with \(n\) degrees of freedom. Let \(U(t)\) be the displacement vector at the instant \(t\). We assume that \(U(t)\) satisfies the initial-value problem

\[
M \dddot{U}(t) + H(\dot{U}(t), U(t)) = F(t), \quad t \in [0, t_f]
\]

\[
U(0) = U_0, \quad \dot{U}(0) = \dot{U}_0,
\]

where \(M\) is the mass matrix, \(H\) is the nonlinear damping matrix, and \(F\) is the external force vector.
where $M$ is a symmetric square matrix with dimension $n \times n$ and $H$ is an $n$-vector smooth nonlinear function. The vectors $U_0$ and $\dot{U}_0$ define the initial conditions of the motion at $t = 0$, and $\{F(t), t \in [0, t_f]\}$ is a random vector process.

One rather interesting result was the difference between the SM obtained using the SD of the stationary response of the nonlinear system and the SM obtained using the SD of the stationary response of the equivalent linear system obtained using statistical linearization, as described in [Kozin 1988].

Rewriting (4-17) as a nonlinear first-order differential equation (for $\ddot{U}(t) = (U(t)^T, \dot{U}(t)^T)^T$)

$$\ddot{U}(t) = N(\dot{U}(t)) + G(t), \quad (4-19)$$

with external random excitation $G(t) = (0, (M^{-1}F(t))^T)^T$. A suitable equivalent linear system can be written as

$$\ddot{U}(t) = L_{eq}\dot{U}(t) + G(t), \quad (4-20)$$

where the constant matrix $L_{eq}$ is determined by

$$\min_L E(\|N(\dot{U}(t)) - L\dot{U}(t)\|^2). \quad (4-21)$$

Under the assumption that the nonlinear system (4-19) admits a stationary ergodic probability measure, it can be shown [Kozin 1988] that the stationary covariance matrix of the nonlinear response (4-19) coincides with the stationary covariance matrix of the equivalent linear response (4-20). Hence, the SD analysis of the stationary response of the nonlinear system (4-17) gives the same results as the SD analysis of the stationary response of the equivalent linear system except for the SCs. Following the modal analysis described in the previous sections, the SD can also be viewed as a tool for modal analysis of the nonlinear system, the SMs and SVs of the nonlinear system being interpreted as in reference to the modal characteristics of the linearized system.

### 5. Numerical example

We consider a finite chain of $n$ mass points with the first one linked by a linear spring to a fixed point, the others consecutively linked one to the other, and the last one linked only to the previous mass. All the stiffness coefficients of the strings are equal and their common value is 1. The mass values are denoted by $m_i$ ($m_i > 0$). The system can also include isolated nonlinearities between consecutive masses of the form $\lambda_i(U_i(t) - U_{i-1}(t))^3$ for $i = 2, \ldots, n$. The associated equations of motion are of the form of (4-17), with

$$M = \begin{pmatrix} m_1 & 0 & 0 & \cdots & 0 & 0 \\ 0 & m_2 & 0 & \cdots & 0 & 0 \\ 0 & 0 & m_3 & \cdots & 0 & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & 0 & \cdots & m_{n-1} & 0 \\ 0 & 0 & 0 & \cdots & 0 & m_n \end{pmatrix}, \quad K = \begin{pmatrix} 2 & -1 & 0 & \cdots & 0 & 0 \\ -1 & 2 & -1 & 0 & 0 \\ 0 & -1 & 2 & 0 & \cdots \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & \cdots & 2 & -1 \\ 0 & 0 & 0 & \cdots & -1 & 1 \end{pmatrix}. \quad (5-1)$$

$H$, which only depends on $U(t)$, is easily deduced from the form of the nonlinearity. The damping matrix is chosen to be $C = 2\tau_1\omega_1 M$, with $\tau_1 > 0$, which assures that the damping is proportional and
fixes the damping ratio of the first linear mode. Note that the linear version of this system has been discussed in [Farooq and Feeny 2008].

Two excitation conditions will be considered:

- Uncorrelated excitation: the system is excited by a standard vector-valued white-noise process with matrix intensity
  \[ S_F = S_0 M, \]  
  with \( S_0 > 0 \). This choice ensures that, for all mass values \( m_i \), \( \Phi^T S_F \Phi = S_0 I \) is always diagonal.

- Correlated excitation: the system is excited by a white-noise scalar process applied to the mass numbered \( i_{\text{excit}} \), that is,
  \[ F(t) = (0 \cdots 010 \cdots 0)^T f(t) = P f(t), \]  
  with \( \{ f(t), t \in \mathbb{R} \} \) being a white-noise process with intensity \( S_0 > 0 \). The intensity matrix of \( \{ F(t), t \in \mathbb{R} \} \) is given by \( S_F = S_0 PP^T \) and hence \( \Phi^T S_F \Phi = S_0 (\Phi_{ii_{\text{excit}}} \Phi_{ji}) \) is not a diagonal matrix.

The displacement and velocity histories were obtained from excitation histories by solving (4-17) over \([0, t_f]\) numerically using the Newmark method. The excitation histories were simulated using the procedure described in [Poirion and Soize 1989]. The following values of parameters were used: \( n = 10, m_2 = 2, \) and \( m_i = 1 \) for \( i \neq 2, \tau_1 = 0.05, \lambda_5 = 10, \) and \( \lambda_i = 0 \) for \( i \neq 5, S_0 = 1 \), and for the correlated case, \( i_{\text{excit}} = 1 \). Zero initial displacement and velocity were assumed. The time-discretization parameter value was chosen equal to \( \Delta t = 0.1 \) (that is, \( f_e = 10 \)) and 65536 instants were simulated. The last-half points of the displacement and velocity histories were used to approximate the covariance matrices \( R_U \) and \( R_\dot{U} \) of the stationary response. The simulated data were also used to estimate \( L_{\text{eq}} \) solving (4-21) and the SDs of the stationary response of the equivalent linear system (4-20) were computed solving the associated equation (4-11).

The estimated values of the resonance frequencies obtained from SD analysis are reported in Table 1. Note that the expression “resonance frequency” is a misnomer because the system is nonlinear; we will

<table>
<thead>
<tr>
<th>( \omega )</th>
<th>Underlying linear system</th>
<th>Uncorrelated case SD from: (4-17)</th>
<th>Correlated case SD from: (4-17)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \omega_1 )</td>
<td>0.0236</td>
<td>0.0246</td>
<td>0.0243</td>
</tr>
<tr>
<td>( \omega_2 )</td>
<td>0.0665</td>
<td>0.0705</td>
<td>0.0696</td>
</tr>
<tr>
<td>( \omega_3 )</td>
<td>0.1068</td>
<td>0.1077</td>
<td>0.1076</td>
</tr>
<tr>
<td>( \omega_4 )</td>
<td>0.1515</td>
<td>0.1656</td>
<td>0.1626</td>
</tr>
<tr>
<td>( \omega_5 )</td>
<td>0.1960</td>
<td>0.1984</td>
<td>0.1977</td>
</tr>
<tr>
<td>( \omega_6 )</td>
<td>0.2327</td>
<td>0.2430</td>
<td>0.2418</td>
</tr>
<tr>
<td>( \omega_7 )</td>
<td>0.2491</td>
<td>0.2519</td>
<td>0.2513</td>
</tr>
<tr>
<td>( \omega_8 )</td>
<td>0.2740</td>
<td>0.2862</td>
<td>0.2850</td>
</tr>
<tr>
<td>( \omega_9 )</td>
<td>0.2980</td>
<td>0.3010</td>
<td>0.2996</td>
</tr>
<tr>
<td>( \omega_{10} )</td>
<td>0.3132</td>
<td>1.0234</td>
<td>0.4533</td>
</tr>
</tbody>
</table>

Table 1. Estimated values of the resonance frequencies obtained from SD analysis.
use it in reference to the associated linearized system. As expected in the uncorrelated case, the estimates obtained from the nonlinear system coincide with those given by the linearized system. These values are very close to the resonance-frequency values of the underlying linear system (that is, with $\lambda_5 = 0$) except for the last value which is larger due to the nonlinear term. The same comments hold also for the correlated case showing that the SD properties are robust to the loss of the noncorrelation assumption. Here also the numerical value of $\omega_{10}$ is large, resulting in the effect of the nonlinear term which is however smaller than the uncorrelated case.

For the uncorrelated case, the SMs obtained from the stationary responses of the nonlinear system and the linearized system are plotted in Figure 3. As expected in the uncorrelated case (see Section 4A1), the SMs obtained from the nonlinear system coincide with those given by the linearized system. The SMs differ significantly from the normal modes of the underlying linear system, also plotted in the figure. For the first modes, the difference occurs only around the mass number 2 where the mass inhomogeneity is

![Figure 3](image-url)

**Figure 3.** Uncorrelated case: the SMs (dashed lines and point markers) and the associated normal modes given by $\Gamma^{-T}$ (dotted-dashed lines and square markers), see (4-7), obtained from the nonlinear system. The normal modes of the underlying linear system are also reported (dotted lines and circle markers).
present. The relationship between the normal modes and the SMs is in line with (4-9). For the last mode (corresponding to $\omega_{10}$), the difference between the normal mode and the SM occurs around the mass numbers 5 and 6, where there is local nonlinearity. At these two masses the amplitudes of the SMs are very large and have opposite signs. The SMs, then, seem to be also sensitive to the nonlinearity of the system. In Figure 4, the modes obtained from the SMs of the stationary responses of the nonlinear system and the linearized system are plotted and compared to the normal modes of the underlying linear system. The first modes are very similar. The difference increases for the middle and higher modes. For the correlated case, the SMs obtained from the stationary responses of the nonlinear system and the linearized system are plotted in Figure 5 and compared to the normal modes of the underlying linear system. For the middle modes (vector 4 to vector 8), the nonlinear SMs differ from the linearized SMs. Here also, the SMs differ from the normal modes of the underlying linear system where the mass inhomogeneity is present (mass number 2) and where the local nonlinear term acts (mass numbers 5 and 6).

Figure 4. Uncorrelated case: the normal modes obtained from the nonlinear system (dashed lines and point markers), $\Gamma^{-T}$ (see (4-7)), and form the linearized system (dotted-dashed lines and square markers). The normal modes of the underlying linear system are also reported (dotted lines and circle markers).
Figure 5. Correlated case: the SMs (dashed lines and point markers) and the associated normal modes given by $\Gamma^{-T}$ (dotted-dashed lines and square markers), see (4-7), obtained from the nonlinear system. The normal modes of the underlying linear system are also reported (dotted lines and circle markers).

In Figure 6, the SMs of the stationary responses of the nonlinear system are compared to the modes obtained from the SMs of the stationary responses of the nonlinear system. Here also, the SMs differ from the approximate normal modes where the mass inhomogeneity is present (mass number 2) and where the local nonlinear term acts (mass numbers 5 and 6). Note that these modes have been obtained only from data. This shows the ability of SD analysis to extract frequency, mode, and mass information.

6. Conclusions

In this paper, the smooth orthogonal decomposition method introduced in [Chelidze and Zhou 2006] was formulated in terms of a smooth decomposition (SD) (also called smooth Karhunen–Loève decomposition in [Bellizzi and Sampaio 2009b]) to analyze time-continuous nonstationary random processes. The SD is obtained by solving a generalized eigenproblem defined by combining the covariance matrix.
Figure 6. Correlated case: the SMs obtained from the nonlinear system (dashed lines and point markers) and the associated normal modes given by $\mathbf{\Gamma}^{-T}$ (dotted-dashed lines and square markers), see (4-7).

of the random field with that of the associated time-derivative random field, a constraint in the rate of variation of the field that originates the term *smooth*. The covariance operator is defined from an averaging operator combining the temporal mean and mathematical expectation which reduces to the mathematical expectation in the case of time-stationary random processes. Note that in this case, the definition has several computational advantages, for example, the use of Lyapunov equations to compute the covariances (see [Bellizzi and Sampaio 2006]). SD does not have the best-decomposition properties of the Karhunen–Loève decomposition (KLD) and its orthogonality is with respect to the two covariance matrices used in its definition. In the context of output-only modal analysis (that is, without excitation data), SD has several advantages with respect to KLD. If the modal forcing components are not correlated and if the damping is proportional it is possible to estimate, without condition on the mass distribution, normal modes and also, in the stationary case, resonance frequencies directly. This is true independently of the damping level. Note that if the modal forcing components are correlated, the efficiency of the SD
method to estimate resonance frequencies and normal modes rapidly decreases when the damping level increases. Beyond the modal analysis, another interesting property of the SD is that it is possible to extract the mass distribution from the SD comparing the smooth modes (SMs) and the normal modes estimated also from the SMs. Finally, the SD can also be viewed as a tool for modal analysis of nonlinear systems. In the stationary case, the SMs and smooth values (SVs) of the nonlinear response coincide with the SMs and SVs of the response of the equivalent linear system obtained by a statistical linearization approach. Moreover under a constant mass matrix assumption, the SMs give access to the mass distribution.
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