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A rigid, cup-shaped die translates at constant subcritical speed on a thermoelastic half-space that exhibits thermal relaxation and convection. The die surface is held at a temperature different from ambient temperature, and sliding friction exists in a contact zone that is not simply connected. A three-dimensional dynamic steady state model is assumed and, based on an approximation for inversion of integral transforms, a solution in analytic form is obtained. Auxiliary conditions for sliding contact are satisfied; in particular, contact zone traction is stationary with respect to compression force. Among other results, it is found that a dynamic steady state is precluded if die-ambient temperature difference is too large. Similar results are known, but only for die temperatures that exceed the ambient value.

Introduction

Sliding of a rigid die on the surface of elastic half-spaces is a basic model in isothermal [Craggs and Roberts 1967; Churilov 1978; Ahmadi et al. 1983; Rahman 1996] and dynamic thermoelastic contact [Jang 2000; 2005]. In [Brock 2012a] the 3D problem of an ellipsoid moving at constant sub critical speed is considered. An exact solution for the dynamic steady state shows that the projection of the die profiles onto the half-space is not necessarily replicated in contact zone shape. In particular, friction and sliding speed play a role in contact zone shape. An asymptotic solution [Brock 2012b] is obtained for the corresponding 3D case of a half-space governed by the Fourier model of thermoelasticity [Boley and Weiner 1985]. Expressions in analytic form lead to conclusions about the contact zone that mirror those in [Brock 2012a].

A more recent 3D study [Brock 2014b] treats various die shapes. Friction is neglected, but the half-space exhibits both thermal relaxation and convection, and the dies are maintained at a fixed temperature. Again expressions in analytic form are obtained by using an asymptotic transform inversion. It is found that a dynamic steady state cannot in fact occur when die temperature exceeds ambient temperature by a critical value. This result is consistent with transient work [Jang 2000; 2005].

In the aforementioned references, however, the die shapes considered give simply connected contact zones. Such a situation is not always assured [Bayer 1994; Blau 1996]. Die surfaces may exhibit curvature reversals that preclude simple connectivity and, as an example, this paper considers a cup-shaped rigid die. The half-space exhibits thermal relaxation and convection, and the die surface is maintained at a fixed temperature that differs from the ambient. A dynamic steady state is assumed, and sliding friction exists. A contact zone traction distribution is not assumed and contact zone geometry parameters are obtained by imposing standard [Barber 1992; Brock and Georgiadis 2000] auxiliary conditions. Here,
these conditions lead to algebraic equations of fifth- and sixth-order, but valid approximate solutions are possible. Among other results, this analysis indicates that, in contrast to [Jang 2000; 2005; Brock 2014b] restrictions apply for die temperature values both above and below ambient temperature.

The 3D analysis begins by considering the unmixed boundary value problem for surface loads applied to an area that translates on the half-space surface. The area is ring-like, but axial symmetry is not assumed. An exact solution for the integral transform is obtained in terms of (somewhat arbitrary) loads. An approximate transform inversion technique that is especially valid when thermal relaxation effects are of interest is applied. The resulting expressions are analytic, and their use reduces the mixed boundary value problem for sliding contact to the solution of classical singular integral equations [Erdogan 1978]. Imposition of auxiliary conditions, and study of the results, follows.

Translating surface load: governing equations

In terms of Cartesian basis $x = x(x_k)$ a solid occupies region $x_3 > 0$. The solid is isotropic, homogeneous and linear thermoelastic. It is at rest at uniform (absolute) temperature $T_0$, when a finite, ring-like area $C$ on surface $x_3 = 0$ is subjected to traction and a temperature field $T_C \neq T_0$. Curves $f(x_1, x_2) = 0$ and $\Im(x_1, x_2) = 0$ define, respectively, the inner and outer boundaries of $C$. Neither curve is necessarily circular, but is closed, with a tangent and normal that vary continuously. Each radius of curvature also varies continuously, without inflection. Surface point $(x_1, x_2) = 0$ lies within contour $f$, and any straight line through this point lies within contour $\Im$.

Area $C$ then translates in the positive $x_1$-direction with constant subcritical speed $V$. The geometry of $C$ does not change, and imposed temperature $T_C$ and the traction distribution remain invariant with respect to $C$. It is assumed that a dynamic steady state ensues for which solid response is invariant in the frame of translating $C$. Thus, by translating the Cartesian basis with $C$, displacement $u(u_k)$, traction $T(\sigma_{ik})$ and change $\theta$ in temperature vary only with $x(x_k)$, and time differentiation becomes $-V \partial_1$, where $\partial_1$ signifies $x_k$-differentiation. For $x_3 > 0$ governing equations for $(u, \theta)$ can be written as [Brock 2009; Ignaczak and Ostoja-Starzewski 2010]

$$u = u_D + u_S,$$

$$\nabla^2 u_S = 0, \quad \nabla \cdot u_S = 0,$$

$$c_D \nabla^2 u_D - \alpha V \nabla \theta = 0, \quad \nabla \times u_D = 0,$$

$$h_0(c^2 - c^2_D)(c^2 \nabla^2 - c^2_D \nabla^2_D) - c_D (c^2_F \nabla^2 - c^2_D \nabla^2_D) u_D, \theta = 0.$$  (1d)

Here $(\nabla, \nabla^2)$ are the gradient and Laplacian. Traction $T$ is defined by

$$\frac{1}{\mu} T = [(c^2_D - 2)(\nabla \cdot u_D - \alpha V \nabla \theta)] I + 2(\nabla u + u \nabla).$$  (2)

Term $1$ is the identity tensor, and $(c, c_D, c_F, c_\pm)$ are dimensionless ratios

$$c = \frac{V}{V_S}, \quad c_D = \frac{V_D}{V_S}, \quad c_F = \frac{V_F}{V_S}, \quad c_\pm = \frac{V_\pm}{V_S}.$$  (3)

Here $(V, V_S, V_D, V_F, V_\pm)$ are, respectively, translation speed, isothermal shear wave speed, isothermal and Fourier dilatational wave speed and thermal relaxation speeds, where...
A double bilateral transform [Sneddon 1972] can be defined as
\[ c_D = \sqrt{\frac{1-v}{1-2v}}, \quad c_F = \sqrt{c_D^2 + \epsilon}, \quad c_\pm = \frac{1}{2}(\Gamma_+ \pm \Gamma_-), \quad (4a) \]
\[ \Gamma_\pm = \sqrt{(c_D \pm \sqrt{h/h_0})^2 + \epsilon}, \quad (4b) \]
\[ h = \frac{k}{C_V \sqrt{\mu \rho}}, \quad h_0 = V_S t_0, \quad \epsilon = \frac{T_0}{C_V} (\alpha_V V_S), \quad (4c) \]
\[ \alpha_V = (3c_D^2 - 4)\alpha, \quad V_S = \sqrt{\mu / \rho}. \quad (4d) \]

In (2)–(4) \((\nu, \mu, \rho)\) are Poisson’s ratio, shear modulus and mass density, respectively. Terms \((k, C_V, \alpha, \alpha_V)\) are thermal conductivity, specific heat at constant strain, and linear and volumetric thermal expansion coefficients, respectively. Terms \((\epsilon, h)\) are dimensionless thermal coupling constant and thermoelastic characteristic length. Terms \((t_0, h_0)\) are thermal relaxation time and corresponding characteristic length [Brock 2009]. They are features of the Lord and Shulman [1967] model for thermal relaxation that is incorporated in (1)–(4). Calculations [Achenbach 1973; Brock and Georgiadis 2000; Brock 2009; Ignaczak and Ostoja-Starzewski 2010] indicate that, in general, \(1 < c_D < c_F < c_\pm\).

On surface \(x_3 = 0\) heat flux and surface traction for \((x_1, x_2) \notin C\) are
\[ h_B \partial_3 \theta + \theta = 0, \quad \sigma_{31} = \sigma_{32} = \sigma_{33} = 0. \quad (5a) \]

For \((x_1, x_2) \in C\), however:
\[ h_B \partial_3 \theta + \theta = T_C - T_0 = \theta_C, \quad (5b) \]
\[ \sigma_{31} = \tau_1, \quad \sigma_{32} = \tau_2, \quad \sigma_{33} = \sigma. \quad (5c) \]

Field \(T_C\) is bounded and continuous, and \(h_B\) is a characteristic convection length that incorporates conductivity and Biot number [Boley and Weiner 1985]. Traction \((\tau_1, \tau_2, \sigma)\) can be singular but integrable on contours \(f(x_1, x_2) = 0\) and \(\Im(x_1, x_2) = 0\). In addition \((u, T, \theta)\) should remain finite for \(|x| \rightarrow \infty, x_3 > 0\).

**General transform solution**

A double bilateral transform [Sneddon 1972] can be defined as
\[ \hat{F} = \iiint F(x_1, x_2) \exp(-p_1 x_1 - p_2 x_2) \, dx_1 \, dx_2. \quad (6) \]

Integration is along the entire \(\Re(x_1)\) and \(\Re(x_2)\)-axes. Application of (6) to (1) gives
\[ \hat{u}_S = V \exp(-B x_3), \quad (7a) \]
\[ \hat{u}_D = U_+ \exp(-A_+ x_3) + U_- \exp(-A_- x_3), \quad (7b) \]
\[ \hat{\theta} = D_+ U_+ \exp(-A_+ x_3) + D_- U_- \exp(-A_- x_3). \quad (7c) \]

Coefficients \(D_\pm\) and the components of vectors \((V, U_\pm)\) are governed by
\[ D_\pm = c_D^2 (p_2^2 + A_\pm^2) + (c_D^2 - c_\pm^2) p_1^2, \quad (8a) \]
\[ p_1 V_1 + p_2 V_2 - B V_3 = 0, \quad U_\pm = (p_1, p_2, -A_\pm) \alpha_V U_\pm. \quad (8b) \]
Terms \((B, A_\pm)\) are roots of the transforms of, respectively, \((1b)\) and \((1d)\):

\[
B = \sqrt{-p_1^2 - p_2^2 + c^2 p_1^2},
\]

\[
A_\pm = \sqrt{-p_1^2 - p_2^2 - \frac{c p_1}{2h c_D^2} (D_F \pm D)},
\]

\[
D_F = c_F^2 (1 - h_0 c p_1) - h c p_1, \quad D = \sqrt{D_F^2 + 4 h c_D^2 (1 - h_0 c p_1) c p_1}.
\]

Equation \((7)\) is bounded for \(x_3 > 0\) if branch cuts are introduced so that \(\text{Re}(B, A_\pm) \geq 0\) in the cut complex \((p_1, p_2)\)-planes. Application of \((6)\) to \((2)\) and substitution of \((8)\) and \((9)\) gives for \(x_3 = 0\) quantities relevant to the transform of \((5)\). In particular,

\[
\begin{align*}
\frac{1}{\mu} \hat{\sigma}_{31} &= -2 \alpha v p_1 (A_+ U_+ + A_- U_-) + \frac{1}{B} [p_1 p_2 V_2 + (p_1^2 - B^2) V_1], \\
\frac{1}{\mu} \hat{\sigma}_{32} &= -2 \alpha v p_2 (A_+ U_+ + A_- U_-) + \frac{1}{B} [p_2 p_1 V_1 + (p_2^2 - B^2) V_2], \\
\frac{1}{\mu} \hat{\sigma}_{33} &= -\alpha v (2B^2 + c^2 p_1^2)(U_+ + U_-) - 2(p_1 V_1 + p_2 V_2).
\end{align*}
\]

In view of \((7c)\) and \((9)\), the transform of \((5)\) gives the four equations required to obtain \((U_\pm, V_1, V_2)\). The transforms \((\hat{u}, \hat{T}, \hat{\theta})\) then follow as linear combinations of \((\hat{r}_1, \hat{r}_2, \hat{\sigma}, \hat{\theta}_C)\). Displacement \(u\) for \(x_3 = 0\) is required to address the mixed boundary value problem of the sliding die.

**Transform inversion: general formulas**

Inhomogeneous terms \((\tau_1, \tau_2, \sigma, \theta_C)\) arise only for \((x_1, x_2) \in C\). Thus, when \(x_3 = 0\) the inversion operation corresponding to \((6)\) gives \(u\), and also \((T, \theta)\), as linear combinations of expressions

\[
\int \int_C d\xi_1 d\xi_2 \int dp_1 \int 2\pi i \int K_\Sigma dp_2 \exp[p_1(x_1 - \xi_1) + p_2(x_2 - \xi_2)].
\]

Here \(\Sigma = \Sigma(\xi_1, \xi_2)\) represents \((\tau_1, \tau_2, \sigma, \theta_C)\) and \(K_\Sigma = K_\Sigma(p_1, p_2)\) is the corresponding coefficient. Subscript \(C\) signifies integration over area \(C\), and single integration is over the entire \(\text{Im}(p_1)\) and \(\text{Im}(p_2)\)-axes. The form of \((11)\) suggests definitions and transformations [Brock 2012a; 2012b].

\[
\begin{align*}
p_1 &= p \cos \psi, \quad p_2 = p \sin \psi, \\
\begin{bmatrix} x, \xi \\ y, \eta \end{bmatrix} &= \begin{bmatrix} \cos \psi & \sin \psi \\ -\sin \psi & \cos \psi \end{bmatrix} \begin{bmatrix} x_1, \xi_1 \\ x_2, \xi_2 \end{bmatrix}.
\end{align*}
\]

In \((12)\), \(\text{Re}(p) = 0+, \text{Im}(p), x, y, \xi, \eta < \infty\) and \(|\psi| < \pi/2\). Parameters \((p, \psi), (x, \psi; y = 0)\) and \((\xi, \psi; \eta = 0)\) resemble quasipolar coordinate systems, i.e.,

\[
d\xi_1 d\xi_2 = |\xi| d\xi d\psi, \quad dp_1 dp_2 = |p| dp d\psi.
\]

In light of \((12), (13)\) and conditions for contour functions \((f, \Sigma)\), \((11)\) can be written as

\[
\frac{1}{i\pi} \int_\psi d\psi \int \int_C d\eta d\xi \Sigma(\xi, \eta) \int |p| dp \int K_\Sigma(p, \psi) \exp(p(x - \xi)).
\]
Figure 1. Schematic of area of revolution for sliding cup.

Here subscript $\Psi$ signifies integration over range $|\psi| < \pi/2$, $p$-integration is along the positive side of the entire imaginary axis, and

$$\int \int \pm d\eta d\xi = \left[ \int_{N^-}^{\eta^-} + \int_{\eta^+}^{N^+} \right] d\eta \int_{X^-}^{X^+} d\xi + \int_{\eta^-}^{\eta^+} d\eta \left[ \int_{\xi^-}^{\xi^+} + \int_{\xi^+}^{\xi^-} \right] d\xi. \quad (14b)$$

Here affixed symbol $\pm$ signifies integration over range $x_+ < \xi < X_+$ and $X_- < \xi < x_-$, respectively. Limits $N^\pm(\psi)$ and $\eta^\pm(\psi)$ in (14b) are defined by

$$\Im(\xi_1(\xi, N^\pm), \xi_2(\xi, N^\pm)) = 0, \quad \frac{dN^\pm}{d\xi} = 0, \quad (15a)$$

$$f(\xi_1(\xi, \eta^\pm), \xi_2(\xi, \eta^\pm)) = 0, \quad \frac{d\eta^\pm}{d\xi} = 0. \quad (15b)$$

That is, for given $\psi$ limits $(N^\pm, \eta^\pm)$ are the maximum and minimum values of $\eta$ on, respectively, the outer and inner contours of $C$. For given $\eta$, therefore, limits $X^\pm(\psi, \eta)$ and $x^\pm(\psi, \eta)$ locate the ends of lines that run parallel to the $\xi$-axis and span the interiors of, respectively, the outer and inner contours of $C$. Conditions on $C$ imply that these limits exist, are single-valued, and vary continuously in $\psi$.

**Transform inversion: asymptotic results**

Equations (9b), (9c) and (12a) suggest that, in general, a numerical procedure is required for $p$-integration in (14a). This is a common situation in coupled thermoelasticity and often, for example, [Wang and Dhaliwal 1993; Brock 2009], an asymptotic inversion is used to produce an analytic result. Calculations [Brock and Georgiadis 2000; Ignaczak and Ostoja-Starzewski 2010] indicate that, typically,

$$h \approx O(10^{-9}) \text{ m}, \quad t_0 \approx O(10^{-13}) \text{ s}, \quad V_S \approx O(10^3) \text{ m/s}, \quad 0.1 < h_0/h < 1.0.$$  

Therefore, use of expansions for (8) and (9) in (14a) that are valid for $|hp| \gg 1$ give results that are especially relevant [Brock 2009] to the study of thermal relaxation effects. In light of (12), (9) gives,
respectively, the exact result and first-order expansion

\[ B \rightarrow B \sqrt{p} \sqrt{-p}, \quad B = \sqrt{1 - c^2 \cos^2 \psi}, \quad (16a) \]

\[ A_\pm \rightarrow A_\pm \sqrt{p} \sqrt{-p} + O(1/\hbar p), \quad A_\pm = \sqrt{1 - \frac{c^2}{c^2_\pm} \cos^2 \psi}. \quad (16b) \]

Boundedness for \( x_3 > 0 \) now requires that \((c, \psi)\) give nonnegative arguments for radical \((B, A_\pm), \) branch cuts \( \text{Re}(p) < 0, \text{Im}(p) = 0 \) and \( \text{Re}(p) > 0, \text{Im}(p) = 0 \) be introduced for \( \sqrt{\pm p}, \) respectively, and \( \text{Re}(\sqrt{\pm p}) \geq 0 \) in the corresponding cut \( p\)-plane. In view of (12) and (16), the linear combination of products \( K_\Sigma(p, \psi) \Sigma(\xi, \eta) \) in (14a) for displacement \( u_k \) when \( x_3 = 0 \) is

\[ u_1: \quad \frac{B}{pR_A} \cos \psi \left[ \frac{2\alpha_V}{h_B p\omega} (A_--A_+) \theta_C - N \frac{\sigma}{\mu} \right] + \frac{1}{p\omega R_A} \left( N_1 \frac{\tau_1}{\mu} + N_{12} \frac{\tau_2}{\mu} \right), \quad (17a) \]

\[ u_2: \quad \frac{B}{pR_A} \sin \psi \left[ \frac{2\alpha_V}{h_B p\omega} (A_--A_+) \theta_C - N \frac{\sigma}{\mu} \right] + \frac{1}{p\omega R_A} \left( N_2 \frac{\tau_2}{\mu} + N_{12} \frac{\tau_1}{\mu} \right), \quad (17b) \]

\[ u_3: \quad \frac{K\alpha_V}{h_B p^2 R_A} (A_--A_+) \theta_C + \frac{N_3}{p\omega R_A} \frac{\sigma}{\mu} + \frac{N}{pR_A} \left( \cos \psi \frac{\tau_1}{\mu} + \sin \psi \frac{\tau_2}{\mu} \right). \quad (17c) \]

In (17) \( \tau_k = \tau_k(\xi, \eta), \sigma = \sigma(\xi, \eta), \theta_C = \theta_C(\xi, \eta) \) and

\[ \omega = \frac{\sqrt{-p}}{\sqrt{p}}. \quad (18) \]

Other terms in (17) are independent of \( p: \)

\[ R_A = K_+ A_+ R_- - K_- A_- R_+, \quad (19a) \]

\[ N = K_+ A_+ N_- - K_- A_- N_+, \quad (19b) \]

\[ N_1 = -R_A + M \cos^2 \psi, \quad N_2 = -R_A + M \sin^2 \psi, \quad N_{12} = M \sin \psi \cos \psi, \quad (19c) \]

\[ M = K_+ A_+ M_- - K_- A_- M_+; \quad N_3 = (K_+ - K_-) A_+ A_- c^2 \cos^2 \psi. \quad (19d) \]

Terms in (19) with \( \pm \) subscript are given by

\[ R_\pm = 4A_\pm B - K^2, \quad N_\pm = 2A_\pm B + K, \quad M_\pm = 4A_\pm B + K - B^2, \quad (20a) \]

\[ K = c^2 \cos^2 \psi - 2, \quad K_\pm = 1 - \frac{c^2}{c^2_\pm}. \quad (20b) \]

Equation (17) shows that \( K_\Sigma\)-terms in (14a) have the forms \((1/p, 1/p^2, 1/p\omega).\) The respective \( p\)-integration in (14a) gives [Brock 2012a; 2012b]

\[ -i\delta(x - \xi), \quad -i H(x - \xi), \quad \frac{1}{i\pi(x - \xi)}. \quad (21) \]

Here \((\delta, H)\) is the Dirac and step function. Displacement \( u_3 \) for \( x_3 = 0 \) is of particular interest, and an expression is given in an explicit form in Appendix A.

Component \( R_\pm \) of \( R_A \) in (20a) resembles in form the isothermal Rayleigh function [Achenbach 1973]. Indeed, for \( \psi = 0 \) \( R_A \) exhibits roots \( c = 0 \) and \( c = \pm c_A, \) where \( 0 < c_A < 1, \) and is positive for \( 0 < |c| < c_A, \)
and thus is also a Rayleigh function. Radicals \((A_\pm, B)\) have nonnegative arguments for \(0 < c \cos \psi < 1\), \(|\psi| \leq \pi/2\) and, as noted in connection to (4), \(1 < c_D < c_- < c_+\). Therefore \(V = c_A V_S < V_S < c_\pm V_S\) is the critical speed for translation of area \(C\). The results of this section are now applied to a study of sliding contact with friction.

**Sliding contact**

Consider the half-space treated above, and a rigid die that is a body of revolution with a W-like profile, i.e., it is cup-shaped. Surface temperature of the die is maintained at \(T_C = T_0 + \Theta_C \cos \psi\), where \(\Theta_C\) is constant. Constant compressive force \(F_3\) is applied to the die and, resisted by sliding friction, the die translates at constant subcritical speed \(V\) in the positive \(x_1\)-direction. A dynamic steady state is assumed, and the process also satisfies (5a) and (5b). However (5c) is modified: For \(x_3 = 0, (x_1, x_2) \in C\), \((\tau_1, \tau_2)\) now represent frictional resistance and so are defined by

\[
\tau_1 = \gamma \sigma, \quad \tau_2 = 0. \tag{22}
\]

Here \(\gamma\) is the coefficient of sliding friction, and normal traction \(\sigma\) is now an unknown, the last condition in (5c) being replaced by

\[
u_3 = u_3^0 = U_0 - X_3(x_1, x_2), \tag{23a}
\]

\[
X_3(x_1, x_2) = \frac{1}{2r_0^2} \left[ x_1^2 + x_2^2 - \frac{1}{2r_0^2} (x_1^2 + x_2^2)^2 \right] - \frac{r_0^2}{4}. \tag{23b}
\]

Here \(u_3^0\) is the indentation imposed by the die, with \(U_0\) being the rigid body displacement of the die. Polynomial \(X_3(x_1, x_2)\) gives the die its W-like cross-section, where \(r_0\) is the radial distance between the die axis of symmetry and the “feet” of the W. Results obtained above apply under several conditions: First, area \(C\) includes the initial \((U_0 = 0)\) contact contour \(\sqrt{x_1^2 + x_2^2} = r_0\). Then \(C\) has a ring thickness.
that, in light of the fourth-order nature of \( X_3(x_1, x_2) \), is much smaller than \( r_0 \). Finally, \( \sigma \) must be such that (A1) and (22) give the displacement in (23a). In view of [Brock 2012a; 2012b]

\[
u_3' = -\frac{1}{\pi} \int_{\psi} d\psi \int_C d\eta \frac{d\delta}{dx}(x - \xi)u_3^0(x_1(\xi, \eta), x_2(\xi, \eta)).
\]

(24)

So, \( \sigma \) is obtained by matching the integrands of \((\psi, \eta)\)-integration. In \( \sigma(\xi, \eta) \xi \) is an integration variable representing parameter \( x \) that itself depends on \((x_1, x_2)\) and integration variable \( \psi \). As noted in view of (13) for \( y = 0 \) however, coordinates \((x_1, x_2)\) can be replaced by \((x, \psi)\). Thus, every point \((x_1, x_2) \subseteq C\) lies on an integration path \( \eta = 0 \) that passes through all four limit points of the \( \xi \)-integral. Thus (A1) and (22)–(25) give for \( x_+ < x < X_+ \) and \( X_- < x < x_- \), respectively, singular integral equation

\[
-\frac{N_3}{\mu R_A \pi} \left[ \int_-+(vp) \int_+ \frac{\sigma(\xi, \eta)}{\xi - x} d\xi + \frac{\gamma N}{R_A} \sigma(x, \psi) \cos \psi = \frac{x}{r_0} \left( 1 - \frac{x^2}{r_0^2} \right) - \frac{T}{r_0} (X_+ - x), \right.
\]

(25a)

\[
-\frac{N_3}{\mu R_A \pi} \left[ (vp) \int_- + \int_+ \frac{\sigma(\xi, \eta)}{\xi - x} d\xi + \frac{\gamma N}{R_A} \sigma(x, \psi) \cos \psi = \frac{x}{r_0} \left( 1 - \frac{x^2}{r_0^2} \right) - \frac{T}{r_0} (x_+ - x), \right.
\]

(25b)

\[
T = -\frac{r_0 K \alpha_v}{h_B R_A (A_+ - A_-) \Theta_C} \cos \psi.
\]

(25c)

In (25) affixed symbol \( \pm \) signifies integration over, respectively, \( x_+ < \xi < X_+ \) and \( X_- < \xi < x_- \), where \( x_\pm = x_\pm(\psi) \) and \( X_\pm = X_\pm(\psi) \), and \((vp)\) signifies Cauchy principal value integration. Equation (25) is a classic type [Erdogan 1978], with inhomogeneous terms of polynomial form. The solution is a linear combination of terms

\[
x_N^N \cos \pi \Omega + \frac{\sin \pi \Omega}{\pi} \left( x - x_- \right)^\Omega \left( x - x_+ \right)^\Omega I_+(x_N^N) \quad (x_+ < x < X_+),
\]

(26a)

\[
x_N^N \cos \pi \Omega + \frac{\sin \pi \Omega}{\pi} \left( x_- - x_+ \right)^\Omega \left( x - x_- \right)^\Omega I_-(x_N^N) \quad (X_- < x < x_-).
\]

(26b)

In (26) \( N = 0, 1, 3 \) and

\[
I_+(x_N^N) = \int_- \frac{t_N dt}{t - x} \left( \frac{x_+ - t}{X_+ - t} \right)^\Omega \left( \frac{t - x_-}{X_- - t} \right)^\Omega + (vp) \int_+ \frac{t_N dt}{t - x} \left( \frac{t - x_-}{X_- - t} \right)^\Omega \left( \frac{t - x_+}{X_+ - t} \right)^\Omega,
\]

(27a)

\[
I_-(x_N^N) = (vp) \int_- \frac{t_N dt}{t - x} \left( \frac{x_+ - t}{X_+ - t} \right)^\Omega \left( \frac{t - x_-}{X_- - t} \right)^\Omega + \int_+ \frac{t_N dt}{t - x} \left( \frac{t - x_-}{X_- - t} \right)^\Omega \left( \frac{t - x_+}{X_+ - t} \right)^\Omega,
\]

(27b)

\[
\Omega = -\frac{1}{2} + \frac{1}{\pi} \tan^{-1} \left( -\frac{\gamma N}{N_3} \cos \psi \right).
\]

(27c)

For sliding contact at subcritical speed (see discussion above) it can be shown that \( N \leq 0 \) and \( N_3 \geq 0 \), so that dimensionless exponent satisfies \(-\frac{1}{2} < \Omega < 0\). Integration formulas (B1)–(B3) in Appendix B lead to, for \( x_+ < x < X_+ \) and \( X_- < x < x_- \), respectively, contact zone normal traction in analytic
In light of (C1), (C2), (C3a) and (C4) in Appendix C, imposing (29) on (28) gives

\[
\frac{\sigma_+}{\mu} = -\frac{R_A}{r_0S} \left( \frac{x-x_+}{x-X_+} \right)^\Omega \left( \frac{X_+-x}{x-x_+} \right)^\Omega \left[ (1+T)G_1(x) - TX_+ - \frac{G_3(x)}{r_0^2} \right],
\]

(28a)

\[
\frac{\sigma_-}{\mu} = -\frac{R_A}{r_0S} \left( \frac{X_+-x}{x+X_-} \right)^\Omega \left( \frac{x-x_-}{x+X_-} \right)^\Omega \left[ (1+T)G_1(x) - TX_- - \frac{G_3(x)}{r_0^2} \right],
\]

(28b)

\[
S = \sqrt{(\gamma N \cos \psi)^2 + N_3^2}.
\]

Equation (28) involves contact zone parameters \((X_\pm, x_\pm)\). These can be determined by satisfying auxiliary conditions that must be imposed on the solution.

**Auxiliary conditions**

Because the die is not flat-bottomed, contact zone traction should be continuous at the zone boundaries:

\[
\sigma_\pm (X_\pm, \psi) = \sigma_\pm (x_\pm, \psi) = 0.
\]

(29a)

Continuity of the contact zone contour functions \((3, f)\) requires that

\[
X_+ (\pi/2) + X_- (\pi/2) = 0, \quad x_+ (\pi/2) + x_- (-\pi/2) = 0.
\]

(29b)

In light of (C1), (C2), (C3a) and (C4) in Appendix C, imposing (29) on (28) gives

\[
\frac{\sigma_+}{\mu} = \frac{R_A}{S} \left( \frac{Z_+ - z}{z + Z_-} \right)^\Omega \left( \frac{Z_+ - z}{z - Z_+} \right)^\Omega \left[ T - (Z_+ + z_- + \Omega l)(z - z_-) \right],
\]

(30a)

\[
\frac{\sigma_-}{\mu} = \frac{R_A}{S} \left( \frac{Z_+ - z}{z - Z_+} \right)^\Omega \left( \frac{Z_- - z}{z - Z_-} \right)^\Omega \left[ T - (Z_+ + z_- + \Omega l)(Z_+ - z) \right].
\]

(30b)

In (30) Equations (B3), (C2) and (C5) are used to introduce dimensionless parameters

\[
z = \frac{x}{r_0}, \quad Z_\pm = \frac{X_\pm}{r_0}, \quad z_\pm = \frac{x_\pm}{r_0},
\]

(31a)

\[
l_\pm = L_\pm / r_0 = \frac{1}{2} (l + \bar{l}), \quad l_- = L_- / r_0 = \frac{1}{2} (l - \bar{l}),
\]

(31b)

\[
\bar{l} = 0 (|\psi| = \pi/2).
\]

(31c)

Here \(L_\pm\) is the thickness of the two contact zone ring segments measured along a line that passes through \(x = 0\) at angle \(|\psi| \leq \pi/2\). Under the reasonable assumption that the contact zone ring is “thin” \((l_\pm \ll 1)\), imposition of (29a) is shown in Appendix C to give the valid approximations

\[
Z_+ = 1 + \frac{1}{2} \Omega (Tl - l - \bar{l}), \quad z_+ = 1 + \frac{1}{2} \Omega (Tl - (1 + \Omega)(l + \bar{l})],
\]

(32a)

\[
z_- = -1 + \frac{1}{2} \Omega (Tl - l + \bar{l}), \quad Z_- = -1 + \frac{1}{2} \Omega (Tl - (1 + \Omega)(l - \bar{l})],
\]

(32b)

\[
Z_+ + z_- + \Omega l = \Omega Tl.
\]

(32c)
The resultant of contact zone traction must be the compressive force $F_3$ on the die:

$$
\int \int_C \sigma(x_1, x_2) \, dx_1 \, dx_2 = r_0^2 \int_\psi d\psi \left[ \int_\sigma^\sigma \left| \sigma_-(z, \psi) \right| \, dz + \int_\sigma^\sigma \left| \sigma_+(z, \psi) \right| \, dz \right] = -F_3. \quad (33)
$$

Affixed symbol $\pm$ now signifies integration over range $z_+ < z < Z_+$ and $Z_- < z < z_-$. Traction $\sigma_\pm(z, \psi)$ should be stationary with respect to $F_3$ [Brock 2012a; 2012b; 2014b]:

$$
\delta \sigma_\pm = \frac{\partial \sigma_\pm}{\partial z} \delta z + \frac{\partial \sigma_\pm}{\partial \psi} \delta \psi = 0. \quad (34)
$$

Because $(\delta z, \delta \psi)$ are arbitrary, (34) requires for $|\psi| < \pi/2$ that

$$
\frac{\partial \sigma_\pm}{\partial z}(z, \psi) = 0(z = z^*_\pm), \quad \frac{\partial \sigma_\pm}{\partial \psi}(z^*_\pm, \psi) = 0. \quad (35)
$$

The process for obtaining $z^*_\pm$ is outlined in Appendix D. In keeping with (32), valid approximations are sufficient:

$$
z^*_+ = 1 + \frac{\Omega}{2} (T I - l - \bar{l}) - \frac{2(1 + \Omega) - T}{2 + (1 - \Omega) T} \frac{l + \bar{l}}{2}, \quad (36a)
$$

$$
z^*_- = -1 + \frac{\Omega}{2} (T I - l + \bar{l}) - \frac{2(1 + \Omega) - T}{2 + (1 - \Omega) T} \frac{l - \bar{l}}{2}. \quad (36b)
$$

Use of (32) and (36) in (30) give

$$
\frac{\sigma^*_\pm}{\mu} = \frac{R_A}{2S} \frac{\Omega - 2}{2 + (1 - \Omega) T} \frac{[2(1 + \Omega) - T]^{1 + \Omega}}{[-2\Omega + (2 - \Omega) T]^{\Omega}} (l \pm \bar{l}). \quad (37)
$$

For sliding without surface bonding, the contact zone cannot be in tension. Moreover, the radicals in (37) must have positive arguments. Thus unilateral constraints are required. Because $(R_A, S)$ defined in (19a) and (28c) are positive for subcritical sliding, these are

$$
-\frac{2}{1 - \Omega} < \frac{2\Omega}{2 - \Omega} < T < 2(1 + \Omega) < 2. \quad (38)
$$

In view of (25c), therefore, sliding contact by the die has a dynamic steady state only if the difference in ambient $(T_0)$ and die $(T_C)$ temperature satisfies (38). Similar phenomena are noted for a flat contact surface [Jang 2000; 2005] and sliding dies of various profiles in the absence of friction [Brock 2014b]. However, contact zones are simply connected, and restrictions apply only if die temperature exceeds the ambient value.

The second condition in (35) requires that $\sigma^*_\pm$ be invariant with respect to $\psi$. In view of (19), (20), (25c), (27c), (28c) and (31c), when $|\psi| = \pi/2$, we have

$$
\Omega = -\frac{1}{2}, \quad T = 0, \quad \bar{l} = 0, \quad \frac{R_A}{S} = \frac{2(c^2_D - 1)}{\sqrt{c^2_D + \gamma^2}}. \quad (39)
$$
Thus (37) gives two equations for \((l, \tilde{l})\) at any \(|\psi| < \pi/2\) in terms of the unknown \(l\) at \(|\psi| = \pi/2\). We identify it as \(l_2\), i.e., a measurement taken along the \(x_2\)-axis, and find that

\[
l = \frac{2(c_D^2 - 1)S}{R_A\sqrt{c_D^2 + \gamma^2}} Ql_2, \quad \tilde{l} = 0,
\]

\[
Q = \frac{2 + (1 - \Omega)T [-2\Omega + (2 - \Omega)T]^\Omega}{2 - T} / [2(1 + \Omega) - T]^{1+\Omega}.
\]

A valid approximation to the \(z\)-integration in (33) involving (30) can, under (again) the expectation that \((l, \tilde{l}) \ll 1\), be obtained. In view of (40a) this leads to an equation for the unknown \(l_2\). Introduction of the integration variable \(t = c \cos \psi\) renders this as

\[
\frac{F_3}{\mu r_0^2} = \frac{\pi (c_D^2 - 1)^2}{c_D^4 + \gamma^2} l_2^2 \int_0^c \frac{R_A \, dt}{S \sqrt{c^2 - t^2}} \sin \pi \Omega Q^2.
\]

With \(l_2\) in hand, the solution process is complete.

**Sample calculations**

For insight into restriction (38), die-ambient temperature difference is examined along the translating \(x_1\)-axis, that is, \(\psi = 0\), \(T_C - T_0 = \Theta_C\). Values of parameter \(\Omega\) and the relevant maximum and minimum \(\Theta_C^\pm\) defined by (25c) and (38), for subcritical (dimensionless) translation speed \(c\) and friction coefficient \(\gamma\), appear in Table 1. The half-space is modeled as a generic thermoelastic solid with properties

\[
V_S = 3094 \text{ m/s}, \quad \mu = 75 \text{ GPa}, \quad \alpha_V = 89.6(10^{-6})\text{K}^{-1},
\]

\[
h = 2.1862(10^{-10}) \text{ m}, \quad h_0 = 2.3206(10^{-9}) \text{ m}, \quad \epsilon = 0.05794,
\]

\[
c_D = 2.0, \quad c_F = 2.0144, \quad c_+ = 3.0856, \quad c_- = 2.3151, \quad c_A = 0.933.
\]

The effect of die geometry and surface convection is represented by ratio

\[
\frac{h_B}{r_0} = 4(10^{-4}).
\]

Generic properties used in [Brock 2009; 2012b; 2014b] represent solids with more pronounced thermal relaxation. Thus, the dimensionless speeds \(c_\pm\) are somewhat larger than the values given above. Table 1 shows that die temperatures that lie below the ambient value are the more restricted. For given friction level \((\gamma\)) the range of allowable \(\Theta_C\) decreases as die translation speed \((c)\) increases. For given translation speed, the range decreases as friction level increases. Equations (25c) and (38) show, however, that the range will increase when convection ratio \(h_B/r_0\) is increased. The ranges indicated by Table 1 entries seems narrow, but the governing equations (1)–(4) themselves are based on the assumption that temperature change in the solid renders a small ratio \(|\theta/T_0|\).

For insight into contact zone geometry, calculations for ratio \(l/l_2\) are given in Table 2 for the same generic solid. Parameters \((l, l_2)\) are the widths of the ring formed by the contact zone as measured along lines \(|\psi| \neq 90^\circ\) and \(|\psi| = 90^\circ\). In view of (40a), the ring of initial contact \(\sqrt{x_1^2 + x_2^2} = r_0\) (approximately) bisects these widths. Formulas such as (38) are based on the assumption that \((l, l_2)/r_0 \ll 1\). Thus, Table 2 entries show that the contact zone ring generated by compression and die translation is only approximately
Table 1. Parameter $\Omega$, maximum (+) and minimum (−) $\Theta_C$ for $(\gamma, c)(\psi = 0)$.

<table>
<thead>
<tr>
<th>$l/l_2$</th>
<th>$c = 0.1$</th>
<th>$c = 0.2$</th>
<th>$c = 0.3$</th>
<th>$c = 0.4$</th>
<th>$c = 0.5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\psi = 0^\circ$</td>
<td>1.4247</td>
<td>1.4882</td>
<td>1.5654</td>
<td>1.6984</td>
<td>1.9199</td>
</tr>
<tr>
<td>$\psi = 45^\circ$</td>
<td>1.4366</td>
<td>1.4578</td>
<td>1.4936</td>
<td>1.5490</td>
<td>1.6289</td>
</tr>
<tr>
<td>$\psi = 90^\circ$</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
</tbody>
</table>

Table 2. Ratio $l/l_2$ for $\gamma, \psi, c$ when $\Theta_C = 10^\circ C (\Theta_C^- < \Theta_C < \Theta_C^+)$.

<table>
<thead>
<tr>
<th>$l/l_2$</th>
<th>$c = 0.1$</th>
<th>$c = 0.2$</th>
<th>$c = 0.3$</th>
<th>$c = 0.4$</th>
<th>$c = 0.5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\psi = 0^\circ$</td>
<td>1.4243</td>
<td>1.4885</td>
<td>1.565</td>
<td>1.698</td>
<td>1.9194</td>
</tr>
<tr>
<td>$\psi = 45^\circ$</td>
<td>1.4356</td>
<td>1.4567</td>
<td>1.4928</td>
<td>1.5481</td>
<td>1.6278</td>
</tr>
<tr>
<td>$\psi = 90^\circ$</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$l/l_2$</th>
<th>$c = 0.1$</th>
<th>$c = 0.2$</th>
<th>$c = 0.3$</th>
<th>$c = 0.4$</th>
<th>$c = 0.5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\psi = 0^\circ$</td>
<td>1.4213</td>
<td>1.4850</td>
<td>1.5625</td>
<td>1.6957</td>
<td>1.9179</td>
</tr>
<tr>
<td>$\psi = 45^\circ$</td>
<td>1.4295</td>
<td>1.4506</td>
<td>1.4865</td>
<td>1.5417</td>
<td>1.6275</td>
</tr>
<tr>
<td>$\psi = 90^\circ$</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
</tbody>
</table>

Circular. Parameter $l_2$ is the minimum width, but $l$ along the travel direction ($\psi = 0$) is not the maximum width. This behavior is consistent with that for the simply connected contact zones considered in [Rahman 1996] and [Brock 2012a; 2012b; 2014b]. That is, the contact zone does not replicate the projection of the die profile onto the surface, and friction and direction and speed of translation are factors. Table 2 data indicate that here the friction effect is not as noticeable as that for translation speed and direction.
Summary comments

This 3D, thermoelastic study indicates that a simply connected and a ring-like contact zone created by a sliding die share some characteristics: Die sliding speed and temperature, thermal relaxation and convection, and friction influence zone shape. The projection of die profile onto the surface may not adequately describe zone shape. In two respects, they may differ: For the simply connected zone, a dynamic steady state will not occur if die temperature exceeds ambient temperature by a critical value. For the ring-like zone, a critical value also exists for a die temperature that lies below ambient temperature. The influence of friction is less pronounced for the ring-like zone.

A cup-shaped die implies the ring-like contact zone, and an asymptotic transform inversion process renders solutions in analytic form. The assumption that contact zone size is “small” is manifest here in terms of ring width, and is used to justify robust, but approximate, expressions for contact zone geometry parameters. In [Brock 2012b] the asymptotic inversion process highlights solution behavior associated with the Fourier model [Boley and Weiner 1985]. Here and in [Brock 2014b], the process highlights behavior associated with the Lord and Shulman [1967] thermal relaxation model. In general, (see [Boley and Weiner 1985; Wang and Dhaliwal 1993], for example), and corresponds to the inversion process for the long-time transient solution. The latter is less so, and inversion corresponds to that for the short-time transient solution.

This work is part of a dynamic steady state study of 3D contact problems on isothermal and thermoelastic half-spaces. Anisotropy is also included, for example, [Brock 2014a]. The dynamic steady state is simpler to analyze than the transient, and is often sufficient to model sliding contact processes [Bayer 1994; Blau 1996].

The study makes use of exact expressions for multiple integral transforms associated with a related unmixed boundary value problem. The basis is Cartesian, but the inversion process — whether exact or asymptotic — introduces quasipolar coordinates. This hybridization produces expressions that lead readily to the formulation of the mixed 3D contact problem in terms of classical singular integral equations [Erdogan 1978]. Axial symmetry is not required.

The study — including this work — does involve contact zones for which the singular integral equations hold over the span of the zone, in whatever direction that span is taken. Inflections in contact zone contour, or multiple “holes” in the zone, create equation forms that are span-dependent. However, this complication need not preclude use of the basic approach.

Appendix A

An expression for displacement $u_3$ when $x_3 = 0$ can be obtained from (12b), (14a), (17c) and (21) in an explicit form:

$$u_3 = -\frac{1}{\pi} \int_\psi \frac{N_3}{\mu \pi R_A} d\psi \times \left[ \int_{-N}^{+N} \int_{N-}^{N+} d\eta \int_{X-}^{+X} \frac{\sigma(\xi, \eta)}{\xi - x} d\xi + \int_{-N}^{N+} d\eta \left[ \int_{-}^{+} \right] \frac{\sigma(\xi, \eta)}{\xi - x} d\xi + \int_{-N}^{N+} d\eta \left[ \int_{-}^{+} \right] \frac{\sigma(\xi, \eta)}{\xi - x} d\xi \right. $$

$$+ \frac{\alpha_V}{h_B} \int_\psi \frac{K}{\pi R_A} (A_- - A_+) d\psi \times \left[ \int_{N-}^{N+} d\eta \int_{X-}^{X+} \theta_C(\xi, \eta) d\xi H(X+ - x) \right. $$

$$+ \int_{N-}^{N+} d\eta \left[ \int_{-}^{X-} H(x_3 - x) \right. + \int_{+}^{X+} H(X+ - x) \theta_C(\xi, \eta) d\xi \right. + (continued)$$

$$+ \int_{-N}^{+N} d\eta \left[ \int_{-}^{+} \theta_C(\xi, \eta) d\xi \right. + (continued)$$
\[ + \int_{\psi}^{N} \frac{N \cos \psi}{\mu \pi R_A} d\psi \times \left[ \int_{-\eta}^{\eta} + \int_{\eta}^{N+} \right] d\eta \int_{-\tau}^{\tau} \tau_1(\xi, \eta) \delta(\xi - x) d\xi \\
+ \int_{\eta-}^{\eta+} d\eta \left[ \int_{-\tau}^{\tau} + \int_{\tau}^{\tau+} \right] \tau_1(\xi, \eta) \delta(\xi - x) d\xi \\
+ \int_{\psi}^{N} \frac{N \sin \psi}{\mu \pi R_A} d\psi \times \left[ \int_{-\eta}^{\eta} + \int_{\eta}^{N+} \right] d\eta \int_{-\tau}^{\tau} \tau_2(\xi, \eta) \delta(\xi - x) d\xi \\
+ \int_{\eta-}^{\eta+} d\eta \left[ \int_{-\tau}^{\tau} + \int_{\tau}^{\tau+} \right] \tau_2(\xi, \eta) \delta(\xi - x) d\xi. \quad (A1) \]

Here affixed symbol \( \pm \) indicates that integration is over the range \( x_+ < \xi < X_+ \) and \( X_- < \xi < x_- \). For \( (x_1, x_2) \in C \) Cauchy principal value integration (\( \text{vp} \)) is necessary when \( x \) lies the range of \( \xi \)-integration for \( \sigma \). In corresponding fashion \( \xi \)-integration of \( (\tau_1, \tau_2) \) is replaced with \( \tau_1(x, \eta) \) and \( \tau_2(x, \eta) \), respectively.

**Appendix B**

Application of Cauchy theory to integrals (26a) and (26b) leads to the result

\[ G_N(x) = x^N \left( \frac{x - X_-}{x - x_-} \right)^\Omega \left( \frac{x - x_+}{X_+ - x} \right)^\Omega \cos \frac{\pi \Omega}{\pi} I_+(x^N) \]

\[ G_N(x) = x^N \left( \frac{x_+ - x}{X_+ - x} \right)^\Omega \left( \frac{x - X_-}{x_- - x} \right)^\Omega \cos \frac{\pi \Omega}{\pi} I_-(x^N). \quad (B1) \]

In (B1) we have

\[ G_0(x) = 1, \quad (B2a) \]

\[ G_1(x) = x G_0(x) + \Omega L, \quad (B2b) \]

\[ G_2(x) = x G_1(x) + \frac{1}{2} \Omega (\Omega L^2 - L_+^2 - L_-^2) + \Omega (X_+ L_+ + x_- L_-), \quad (B2c) \]

\[ G_3(x) = x G_2(x) + \Omega [X_+ L_+ (X_+ + \Omega L - L_+) + x_- L_- (x_- + \Omega L - L_-)] + \frac{1}{6} \Omega (1 - \Omega) (2 - \Omega) L^3. \quad (B2d) \]

In (B2) the lengths are

\[ L = L_+ + L_-, \quad L_+ = X_+ - x_+, \quad L_- = x_- - X_. \quad (B3) \]

Terms \( L_\pm \) give the thickness of the two sides of the contact zone ring measured along the line passing through \( x = 0 \) at a given angle \( -\pi/2 < \psi < \pi/2 \).

**Appendix C**

Because \( \Omega < 0 \), (28) shows that (29a) is satisfied only if

\[ X_+ + (1 + T) L - \frac{G_3(X_+)}{r_0^2} = 0, \quad x_- + (1 + T) L - \frac{G_3(x_-)}{r_0^2} = 0. \quad (C1) \]
At this point it is convenient to introduce dimensionless parameters

\[
\begin{align*}
  z &= \frac{x}{r_0}, \\
  Z_\pm &= \frac{X_\pm}{r_0}, \\
  z_\pm &= \frac{x_\pm}{r_0}, \\
  l &= \frac{L}{r_0}, \\
  l_\pm &= \frac{L_\pm}{r_0}.
\end{align*}
\]

(C2)

In light of (B2) and (B3), (C1) can be written as

\[
\begin{align*}
  &Z_+ + (1 + T)l - \bar{G}_3(Z_+) = 0, \\
  &z_- + (1 + T)l - \bar{G}_3(z_-) = 0,
\end{align*}
\]

(C3a)

\[
\bar{G}_1(z) = z + \Omega l,
\]

(C3b)

\[
\begin{align*}
  &\bar{G}_2(z) = z\bar{G}_1(z) + \frac{1}{2}\Omega(\Omega l^2 - l_+^2 - l_-^2) + \Omega(Z_+ l_+ + z_- l_-), \\
  &\bar{G}_3(z) = z\bar{G}_2(z) + \Omega[Z_+ l_+(Z_+ + \Omega l - l_+) + z_- l_-(z_- + \Omega l - l_-)] + \frac{1}{6}\Omega(1 - \Omega)(1 - \Omega)l^3.
\end{align*}
\]

(C3d)

Either of the equations in (C3a) can be replaced by the difference in the two:

\[
Z_+^2 + z_-^2 + Z_+ z_- + \Omega l\left[Z_+ + z_- + \frac{\Omega l}{2}\right] + \Omega\left[l_+(Z_+ - \frac{l_+}{2} + l_-(z_- - \frac{l}{2})\right] - 1 = 0.
\]

(C4)

Equation (C3a) are coupled equations for \((Z_+, z_-)\) in terms of (dimensionless) contact zone ring thickness \((l, l_\pm)\). Parameters \((Z_+ Z_-)\) then follow as

\[
z_+ = Z_+ - l_+, \quad Z_- = z_- - l_-.
\]

(C5)

Because (C4) is quadratic, it is not difficult to rewrite (C3a) as uncoupled sixth-order equations for \(Z_+\) and \(z_-\). For small deformation, however, (23b) implies that the ring is “thin”, with mean radius \(r_0\). That is, \(l_\pm \ll 1\) and we assume that \(Z_+ \approx 1 + P_+(l_\pm) + O(l_\pm^2, l_+ l_-)\) and \(z_- \approx -1 + P_-(l_\pm) + O(l_\pm^2, l_+ l_-)\). It can then be shown that (C3a) and (C5) give

\[
Z_+ \approx 1 + \Omega\left(\frac{T}{2}l - l_+\right), \quad z_- \approx -1 + \Omega\left(\frac{T}{2}l - l_-\right).
\]

(C6)

Parameters \((l, l_\pm)\) are not independent, so it is convenient to use \((l, \bar{l})\), where

\[
l = l_+ + l_-, \quad \bar{l} = l_+ - l_-.
\]

(C7)

Then (C5) and (C6) give

\[
\begin{align*}
  l_\pm &= \frac{1}{2}(l \pm \bar{l}), \\
  Z_+ &\approx 1 + \frac{1}{2}\Omega(Tl - l - \bar{l}), \\
  Z_- &\approx -1 + \frac{1}{2}\Omega(Tl - l + \bar{l}),
\end{align*}
\]

(C8a)

\[
\begin{align*}
  z_+ &\approx 1 + \frac{1}{2}\Omega[Tl - (1 + \Omega)(l + \bar{l})], \\
  z_- &\approx -1 + \frac{1}{2}\Omega[Tl - (1 + \Omega)(l - \bar{l})].
\end{align*}
\]

(C8b)

In view of (25c) and (27c), Equation (C8) indicates that condition (29b) is satisfied when

\[
\bar{l} = 0 (|\psi| = \pi/2).
\]

(C9)

Appendix D

Use of (28a) in the first equation in (35) gives the fifth-order equation for \(Z_+^4\):
\[(z_+^* - z_+)(Z_+ - z_+^*)(z_+^* - Z_-)(z_+ - z_-)^2 + (z_+^* + \Omega T l)(z_+ - z_-)(Z_+ - z_+^*)(z_+^* - z_+)[z_+^* + \Omega z_- - (1 + \Omega) Z_-] - (z_+^* - z_-)(z_+^* - Z_-)[z_+^* + \Omega Z_+ - (1 + \Omega) z_+] + T[\Omega (z_+ - Z_+)(z_+^* - z_-)(z_+^* - Z_-) + \Omega (Z_+ - z_-)(z_+^* - z_+)(z_+^* - Z_-)] + T[\Omega (z_- - Z_-)(z_+^* - z_+)(z_+^* - z_-) - (z_+^* - z_-)(z_+^* - z_+)(z_+^* - Z_-)] = 0. \quad (D1)\]

In the expectation that \(l, \lbar \ll 1\), approximations (C8) and \(z_+^* \approx 1 + P^*(l, \lbar)\) are employed in (D1), with result
\[
z_+^* \approx 1 + \frac{\Omega}{2}(T l - l - \lbar) - \frac{2(1 + \Omega) - T l + \lbar}{2 + (1 - \Omega) T} \cdot \frac{2}{2}. \quad (D2a)\]

In similar fashion use of (28b) in (35) gives
\[
z_-^* \approx -1 + \frac{\Omega}{2}(T l - l + \lbar) - \frac{2(1 + \Omega) - T l - \lbar}{2 + (1 - \Omega) T} \cdot \frac{2}{2}. \quad (D2b)\]
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