gap> g := SymmetricGroup( 4 );
Sym( [ 1 .. 4 ] )
gap> tbl := CharacterTable( g );  HasIrr( tbl );
false
gap> tblmod2 := CharacterTable( tbl, 2 );
BrauerTable( Sym( [ 1 .. 4 ] ), 2 )
gap> tblmod2 := CharacterTable( tbl, 2 );
true
gap> tblmod2 := BrauerTable( tbl, 2 );
true
gap> libtbl := CharacterTable( "M" );
CharacterTable( "M" )
gap> CharacterTableRegular( libtbl );
CharacterTable( "M" )
gap> BrauerTable( libtbl, 2 );
fail
gap> CharacterTable( "Symmetric", 4 )
CharacterTable( "Sym(4)" )
gap> ComputedBrauerTables( tbl );
[ , BrauerTable( Sym( [ 1 .. 4 ] ), 2 ) ]
option(noprot);
timer=1;
ring r1 = 32003,(x,y,z),ds;
int a,b,c,t=11,5,3,0;
poly f = x^a+y^b+z^c+x^(c+2)*y^(c-1)+x^c*y^c*(y^2+t*x)^2;
option(noprot);
timer=1;
ring r2 = 32003,(x,y,z),dp;
poly f=imap(r1,f);
ideal j=jacob(f);
vdim(std(j));
== 536
vdim(std(j+f));
== 195
timer=0;  // reset timer
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ABSTRACT: We introduce the package PhylogeneticTrees for Macaulay2, which allows users to compute phylogenetic invariants for group-based tree models. We provide some background information on phylogenetic algebraic geometry and show how the package PhylogeneticTrees can be used to calculate a generating set for a phylogenetic ideal as well as a lower bound for its dimension. Finally, we show how methods within the package can be used to compute a generating set for the join of any two ideals.

MOTIVATION. A central problem in phylogenetics is to describe the evolutionary history of \( n \) species from their aligned DNA sequences. One way to do this is through a model-based approach. A phylogenetic model is a statistical model, specified parametrically, of molecular evolution at a single DNA site. We can regard the aligned sequences as a collection of \( n \)-tuples of the four DNA bases, one from each site. Each choice of parameters results in a probability distribution on the \( 4^n \) possible \( n \)-tuples. The goal of model-based reconstruction is to find a choice of parameters that yields a distribution close to the empirical distribution. If we are able to do so then it is reasonable to assume that the model is an accurate reflection of the underlying evolutionary process. Most significantly, we can infer that the underlying tree parameter of the phylogenetic model is the evolutionary tree of the species under consideration.

MATHEMATICAL BACKGROUND. In phylogenetic algebraic geometry, the statistical models under consideration are tree-based Markov models. This means that we assume a Markov process proceeds along a tree with a transition matrix associated to each edge. A \( \kappa \)-state phylogenetic model on an \( n \)-leaf tree \( \mathcal{T} \) induces a polynomial map from the parameter space \( \Theta_{\mathcal{T}} \subseteq \mathbb{R}^m \) to the probability simplex \( \Delta^{\kappa^n-1} \),

\[
\psi_{\mathcal{T}} : \Theta_{\mathcal{T}} \to \Delta^{\kappa^n-1} \subseteq \mathbb{C}^n.
\]

The image of this map is the set of all probability distributions we obtain by varying the entries of the transition matrices; we refer to the image as the model \( \mathcal{M}_{\mathcal{T}} \). For phylogenetic applications, usually \( \kappa = 2 \) or \( \kappa = 4 \).

The Zariski closure of the model \( V_{\mathcal{T}} := \overline{\mathcal{M}_{\mathcal{T}}} \subseteq \mathbb{C}^n \) is an affine algebraic variety. For the models we consider, the entries of \( \psi_{\mathcal{T}} \) are homogeneous polynomials of uniform degree. Thus, \( V_{\mathcal{T}} \) can be viewed
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as the affine cone of a projective variety in \( \mathbb{P}^{\kappa n-1} \). The ideal \( \mathcal{I}(V_T) \subseteq \mathbb{C}[x_1, \ldots, x_{\kappa n}] \) of all polynomials vanishing on \( V_T \) is a homogeneous ideal called the ideal of phylogenetic invariants; this ideal carries useful information about the model that can be used for determining model identifiability and performing model selection [E. S. Allman and Sullivant 2011; Allman et al. 2012; Cavender and Felsenstein 1987; Casanellas and Fernández-Sánchez 2006; A. 1987; Long and Sullivant 2015; Matsen et al. 2008; Matsen and Steel 2007; Rhodes and Sullivant 2012; Rusinko and Hipp 2012].

Given two models, \( M_{T_1} \) and \( M_{T_2} \), we define the mixture model \( M_{T_1} \ast M_{T_2} \) to be the image of the map

\[
\psi_{T_1, T_2} : \Theta_{T_1} \times \Theta_{T_2} \times [0, 1] \to \Delta^{\kappa n-1} \subseteq \mathbb{C}^{\kappa n};
\]

\[
\psi_{T_1, T_2}(\theta_1, \theta_2, \pi) = \pi \psi_{T_1}(\theta_1) + (1 - \pi)\psi_{T_2}(\theta_2).
\]

As before, we take the Zariski closure \( M_{T_1} \ast M_{T_2} \subseteq \mathbb{C}^{\kappa n} \), and now we obtain the algebraic variety \( V_{T_1} \ast V_{T_2} = V_{T_1} \ast V_{T_2} \), the join of \( V_{T_1} \) and \( V_{T_2} \). The join of two algebraic varieties \( V \) and \( W \) embedded in a common ambient space is the variety

\[
V \ast W := \{ \lambda v + (1 - \lambda)w \mid \lambda \in \mathbb{C}, v \in V, w \in W \}.
\]

In the special case when \( V = W \), the join variety \( V \ast V \) is called the secant variety of \( V \). Similarly, given two ideals \( I_1, I_2 \subseteq \mathbb{C}[x_1, \ldots, x_n] \), the ideal \( I_1 \ast I_2 \subseteq \mathbb{C}[x_1, \ldots, x_n] \) is the join ideal. As for varieties, if \( I_1 = I_2 \), the ideal \( I_1 \ast I_2 \) is the secant ideal. We refer to [Sturmfels and Sullivant 2006, Section 2] for the definition of \( I_1 \ast I_2 \), but note the following important property:

\[
\mathcal{I}(V_{T_1} \ast V_{T_2}) = I(V_{T_1} \ast V_{T_2}).
\]

Our package provides a means of computing invariants for those working in phylogenetic algebraic geometry. We handle a class of commonly used models called group-based models that have special restrictions on the entries of the transition matrices. These entries are indexed by elements of a group and thus are subject to the Fourier–Hadamard coordinate transformation, which makes the parametrization monomial and the ideals toric [Evans and Speed 1993; Székely et al. 1993]. We will refer to the original coordinates, which represent leaf probabilities, as probability coordinates and the transformed coordinates as Fourier coordinates; furthermore, following the literature, we will use \( p \) for probability coordinates and \( q \) for Fourier coordinates. For these group-based models, we implement a theoretical construction for inductively determining the ideal of phylogenetic invariants for any tree from the invariants for claw trees [Sturmfels and Sullivant 2005]. We also handle the join and secant ideals formed from these ideals, which allows for computations involving mixture models.

**FUNCTIONALITY FOR TORIC PHYLOGENETIC VARIETIES.** As an example, let \( T \) be the four-leaf tree illustrated in Figure 1 and consider the Cavender–Farris–Neyman (CFN) model, a two-state group-based model, on \( T \). Then the toric ideal \( \mathcal{I}(T) \) is generated in degree 2. Using our package, we can compute a generating set for \( \mathcal{I}(T) \) using two different methods, phyloToric42 and phyloToricFP.
The first method phyloToric42 calls FourTiTwo.m2, the [Macaulay2] interface to [4ti2], a software package with functionality for computing generating sets of toric ideals. We input $T$ by its set of non-trivial splits. In this instance, $01|23$ is the only nontrivial split of $T$, which we can enter as either $\{0,1\}$ or $\{2,3\}$. The indices on the $q$’s correspond to two-state labelings of the four leaves of $T$:

```
Macaulay2, version 1.7
i1: load "PhylogeneticTrees.m2"
i2: n = 4; T = {{0,1}}; M = CFNmodel;
i5: toString phyloToric42(n,T,M)
o5: = ideal(-q_(0,1,1,0)*q_(1,0,0,1)+q_(0,1,0,1)*q_(1,0,1,0),
-q_(0,0,1,1)*q_(1,1,0,0)+q_(0,0,0,0)*q_(1,1,1,1))
```

The second method phyloToricFP computes generators of $I_T$ using Theorem 24 in [Sturmfels and Sullivant 2005]; the “FP” in the method name stands for fiber product [Sullivant 2007]. For this example, this theorem allows us to explicitly construct a generating set of $I_T$ from generators of $I_{K_{1,3}}$, the ideal associated to the CFN model on the claw tree $K_{1,3}$. While our example here is binary, we note that this method is implemented for all trees, binary or not.

```
i6: = toString phyloToricFP(n,T,M)
o6: = ideal(-q_(0,0,1,1)*q_(1,1,0,0)+q_(0,0,0,0)*q_(1,1,1,1),
-q_(0,1,1,0)*q_(1,0,0,1)+q_(0,1,0,1)*q_(1,0,1,0),
-q_(0,0,1,1)*q_(1,1,0,0)+q_(0,0,0,0)*q_(1,1,1,1),
-q_(0,1,1,0)*q_(1,0,0,1)+q_(0,1,0,1)*q_(1,0,1,0),
-q_(0,0,1,1)*q_(1,1,0,0)+q_(0,0,0,0)*q_(1,1,1,1),
-q_(0,1,1,0)*q_(1,0,0,1)+q_(0,1,0,1)*q_(1,0,1,0),
-q_(0,0,1,1)*q_(1,1,0,0)+q_(0,0,0,0)*q_(1,1,1,1),
-q_(0,1,1,0)*q_(1,0,0,1)+q_(0,1,0,1)*q_(1,0,1,0))
```

The algorithm used by phyloToricFP returns more polynomials than are required to generate the ideal. If we wish to directly compare this ideal to that returned by phyloToric42 we must reconstruct both ideals in the same ring. Thus, we use the function qRing to define the ring of Fourier coordinates and use the option of specifying the ring for our ideals:

```
i7: R = qRing(n,M)
i8: = phyloToric42(n,T,M,QRing=>R) == phyloToricFP(n,T,M,QRing=>R)
o8: = true
```
In our experiments, for most cases, `phyloToric42` runs much faster than `phyloToricFP`. This is likely because we have implemented a naive version of the toric fiber product algorithm from [Sturmfels and Sullivant 2005] with no attempt to avoid producing redundant polynomials. It would be worth investigating if there is a faster implementation of this algorithm. Still, one advantage offered by the fiber product method is the ability to inductively construct a single invariant when computing the entire ideal is infeasible. The method `phyloToricRandom` returns such a randomly constructed invariant.

The polynomials that are returned by both methods are in Fourier coordinates, however, they can be converted to probability coordinates using the function `fourierToProbability`. To do so, we must first construct the ring of probability coordinates using `pRing`. Then the method `fourierToProbability` returns a ring map that converts polynomials in Fourier coordinates to probability coordinates:

```plaintext
i9:  = S = pRing(n,M);
i10: = phi = fourierToProbability(S,R,4,M);
i11: = f = (vars R)_0

i12: = phi(f)
o12: = (1/2)*p_(0,0,0,0)+(1/2)*p_(0,0,0,1)+(1/2)*p_(0,0,1,0)+(1/2)*p_(0,0,1,1)
    +(1/2)*p_(0,1,0,0)+(1/2)*p_(0,1,0,1)+(1/2)*p_(0,1,1,0)+(1/2)*p_(0,1,1,1)
    +(1/2)*p_(1,0,0,0)+(1/2)*p_(1,0,0,1)+(1/2)*p_(1,0,1,0)+(1/2)*p_(1,0,1,1)
    +(1/2)*p_(1,1,0,0)+(1/2)*p_(1,1,0,1)+(1/2)*p_(1,1,1,0)+(1/2)*p_(1,1,1,1)
```

**FUNCTIONALITY FOR SECANT VARIETIES.** Mixtures of group-based phylogenetic models correspond to secants and joins of toric ideals, objects that are of interest in combinatorial commutative algebra, but are notoriously hard to compute. In the methods `joinIdeal` and `secant`, we implement the elimination method described in [Sturmfels and Sullivant 2006, Section 2] for computing the join of two homogeneous ideals or the secant of one homogeneous ideal.

Consider now the Jukes–Cantor model on $T$ from Figure 1. The phylogenetic ideal for the mixture $M^T_T$ with itself is the second secant ideal of the homogeneous ideal $I^T_T$, denoted $I^T_T \ast I^T_T$. For secants, the method `secant` takes as input a homogenous ideal and an integer $k$ and returns a generating set for the $k$-th secant ideal. The method also accepts the optional argument `DegreeLimit=>{l}`, which computes generators of the ideal only up to degree $l$. Thus, we can obtain generators of degree 3 or less of $I^T_T \ast I^T_T$ with the following commands. The minimal generating set of `SecI3` contains 49 linear invariants; we only print the generators with degree greater than one:

```plaintext
i13: = I = phyloToric42(n,T,JCmodel);
i14: SecI3 = secant(I,2,DegreeLimit=>{3});
i15: toString for i in flatten entries mingens SecI3
    list (if (degree i)#0 == 1 then continue; i)
o15 = {q_((0,3,3,0))*q_(3,(0,2,1))*q_(3,(2,0,1))-q_((0,3,2,1))*q_(3,(0,3,0))*q_(3,(2,0,1))
      +q_((0,3,2,1))*q_(3,(0,0,3))*q_(3,(2,1,0))-q_((0,3,0,3))*q_(3,(0,2,1))*q_(3,(2,1,0))
      -q_(0,3,3,0)*q_(3,0,0,3)*q_(3,2,3,2)+q_(0,3,0,3)*q_(3,0,3,0)*q_(3,2,3,2)}
```
The degree bound allows for the possibility of obtaining some invariants when computing a generating set for the secant ideal is infeasible. Let \((I_T \ast I_T)_l\) be the ideal generated by the elements of \(I_T \ast I_T\) of degree less than or equal to \(l\). In some instances \((I_T \ast I_T)_l\) may be equal to \(I_T \ast I_T\). To prove this, we must verify that \(\dim((I_T \ast I_T)_l) = \dim(I_T \ast I_T)\) and that \((I_T \ast I_T)_l\) is prime. Assuming we are able to compute \((I_T \ast I_T)_l\), we can compute its dimension and verify that it is prime. We then know that \(\dim((I_T \ast I_T)_l) \geq \dim(I_T \ast I_T)\), leaving the inequality \(\dim((I_T \ast I_T)_l) \leq \dim(I_T \ast I_T)\) to show. The method \texttt{toricSecantDim} enables us to do this using a probabilistic method based on Terracini’s lemma [1911] to compute a lower bound on \(\dim(I_T \ast I_T)\).

Using this method, we can show that the secant of the ideal from the previous example is in fact generated in degree less than three:

```plaintext
i16: = dim(SecI3)
o16: = 12
i17: = isPrime(SecI3)
o17: = true
i18: = toricSecantDim(phyloToricAMatrix(4,{{0,1}},JCmodel),2))
o18: = 12
```

In the code above, we used \texttt{phyloToricAMatrix(n,T,JCmodel)} to construct the defining integral matrix of the toric ideal. For more details, see the documentation and [Sturmfels 1996]. In this instance, the method outlined is substantially faster than using the \texttt{secant} method without a degree bound.

**ADDITIONAL FUNCTIONALITY.** Although this package was developed with toric ideals from phylogenetics in mind, the methods \texttt{secant} and \texttt{joinIdeal} can be used for any homogeneous ideals. Thus, these can be employed for computations outside of phylogenetic algebraic geometry.

The following models are loaded with the package: the Cavender–Farris–Neyman model, the Jukes–Cantor model, the Kimura 2-parameter model, and the Kimura 3-parameter model. Additionally, some functionality for working with trees is available in this package, which includes the methods \texttt{edgeCut}, \texttt{vertexCut}, \texttt{edgeContract}, \texttt{internalEdges}, \texttt{internalVertices}.
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Software for doing computations in graded Lie algebras

Clas Löfwall and Samuel Lundqvist

ABSTRACT: We introduce the Macaulay2 package GradedLieAlgebras for doing computations in graded Lie algebras presented by generators and relations.

1. INTRODUCTION. In order to support computer based research on graded Lie (super-)algebras, we have developed the package GradedLieAlgebras as part of [Macaulay2].

The package has basic routines for computing Hilbert series, for doing operations on ideals, subalgebras, derivations, and maps. It also has support for constructing holonomy Lie algebras of arrangements, computing homology and constructing minimal models. For a full list of features, we refer to the documentation of the package [GradedLieAlgebras].

The algorithmic idea used in the package goes back to [Löfwall and Roos 1997, Theorem 5.3], which was used to identify a periodic structure in a certain 1,2-presented Lie algebra. The first author then developed an algorithm and implemented that algorithm in Mathematica, under the name [Liedim]. That implementation has been cited or referred to in a number of papers; see for instance [Fröberg and Löfwall 2002; Löfwall et al. 2015; Peeva 2003; Roos 2008].

The aim of this paper is to describe the Macaulay2 implementation, which is a major extension of the implementation in Mathematica.

In the next two sections, we discuss implementation details and present the algorithmic theory used in the package. In the last section, we give a brief introduction to using the package.

2. REPRESENTING LIE ALGEBRAS IN Macaulay2. In order to be able to use the built-in operations in Macaulay2, we decided to convert each computational step in the algorithm to a computation in a corresponding polynomial ring over the same field as the Lie algebra. That polynomial ring is referred to as lieRing in the code.

Let \( \mathfrak{g} \) be a Lie algebra given by a finite set \( \{x_i\} \) of generators and a set of relations. The generators have predefined degrees given by a function \( \text{deg} : \{x_i\} \rightarrow \mathbb{Z}_+ \) and the relations are supposed to be homogeneous with respect to this degree function. This makes \( \mathfrak{g} \) a positively graded Lie algebra. When \( \mathfrak{g} \) is a Lie super-algebra, the generators have an additional \( \mathbb{Z}/2\mathbb{Z} \)-grading, and the relations are then supposed to be homogeneous also with respect to this grading.
An iterated Lie product in \( g \) of the form \([x_{i_1}, [x_{i_2}, [x_{i_3}, \ldots, [x_{i_{m-1}}, x_{i_m}], \ldots]]]\) is called a \textit{Lie monomial}. In the program, Lie monomials are identified with monomials in \texttt{lieRing}, and the Lie product of two elements is performed by a repeated series of normal form computations in \texttt{lieRing}, where the normal form computations are being performed with respect to a family of \textit{Gröbner} bases in \texttt{lieRing}. It is important to understand that we use the \textit{Gröbner} bases only as a way of doing Gaussian elimination, and that there is no connection to the Buchberger algorithm.

We now describe this correspondence in detail. To make the notation more easy to follow, we will use a slightly different way of naming the generators than in the program.

Each generator \( x_i \) in \( g \) corresponds to \( n \) generators \( x_{i1}, \ldots, x_{in} \) in \texttt{lieRing}, where \( n \) is an upper bound on the degrees handled during our computations. A \textit{Lie monomial} \([x_{i_1}, [x_{i_2}, [x_{i_3}, \ldots, [x_{i_{m-1}}, x_{i_m}], \ldots]]]\) in \( g \) is represented as a monomial in \texttt{lieRing} in the following way. A generator \( x_i \) is represented by \( x_{i1} \), and if \( e \) is a \textit{Lie monomial} of degree \( d - 1 \) represented by \( m \), then \([x_i, e]\) is represented by \( x_{id} \cdot m \), which is also denoted \( x_{i,m} \).

**Remark 1.** We were informed by Jörgen Backelin that similar approaches to coding noncommutative monomials as commutative monomials have been considered independently in [Gerasimov 1976; La Scala and Levandovskyy 2009].

From the algorithm described in Section 3, it follows that the basis elements of degree \( d \) are of the form \([x_i, e_j]\), with \( e_j \) a basis element of degree \( < d \).

If \( e_j \) is a basis element of degree \( r - 1 \) represented by the monomial \( m \) in \texttt{lieRing}, and \([x_i, e_j]\) is of degree \( d \) but not a basis element, then \( x_{i,m} = x_{ir} \cdot m \) will be the leading monomial of a polynomial in a reduced \textit{Gröbner} basis associated to degree \( d \). This polynomial then has the form \( x_{ir} \cdot m - \sum c_im_i \), where each \( m_i \) corresponds to a \textit{Lie monomial} in \( g \) that is a basis element in degree \( d \), and where each \( c_i \) is an element in the underlying field.

The reduced \textit{Gröbner} basis associated to degree \( d \) is the degree \( d \) part of the reduced \textit{Gröbner} basis of the ideal generated by the set of polynomials of degree \( d \) corresponding to the elements that come from the expressions (2), (3), (5) and (6) in the next section.

### 3. Computing a Vector Space Basis of a Graded Lie Algebra in a Given Degree.

A Lie (super-)algebra \( g \) over a field \( k \) may be specified by giving a positively graded finite set \( X \) of generators and a finite set \( Y \) of homogenous relations,

\[
y = \sum_{x \in X} \lambda_{x,y} x + \sum_i [g_i, y, h_{i,y}],
\]

where \( \lambda_{x,y} \in k \) and \( g_i, y \) and \( h_{i,y} \) are in \( F(X) \), the free Lie algebra on \( X \) over \( k \). Throughout this section we will use the following example to illustrate the steps in the algorithm.

Let \( k = \mathbb{Z}/3\mathbb{Z} \). The set of generators is \( X = \{a, b, c\} \) where \( a \) is odd, and \( b, c \) are even, and \( a, b \) have degree 1, and \( c \) has degree 2. The set of relations is \( Y = \{(a, a), [b, [b, a]] - [b, c]\} \). We want
to compute a basis in degree 3, and we will use \( \text{lieRing} = \mathbb{Z}/3\mathbb{Z}[a_1, b_1, c_1, a_2, b_2, c_2, a_3, b_3, c_3] \) with \( \text{GRevLex} \), where \( a_i, b_i \) have degree 1, and \( c_i \) has degree 2 for \( i = 1, 2, 3 \).

The program constructs, degree by degree, starting with degree 1, a graded \( \mathfrak{g} \)-module \( M \) that is a subspace of \( \text{lieRing} \). The \( \mathfrak{g} \)-module operation on \( M \) is denoted \( g.m \), where \( g \in \mathfrak{g} \) and \( m \in M \). There is also a \( \mathfrak{g} \)-module map \( \text{def} : M \to \mathfrak{g} \). Assume \( n \geq 1 \) and everything is done in degree \( \prec n \). This means that \( \text{def} : M_{\prec n} \to \mathfrak{g}/\mathfrak{g}_{\geq n} \) is an isomorphism of \( \mathfrak{g} \)-modules, with an inverse to be denoted by \( \text{fed} \). If \( \deg(g) + \deg(m) \geq n \), \( g.m \) is defined to be zero.

In the example \( \{a_1, b_1\} \) is a basis for \( M \) in degree 1 and \( \{b_2a_1, c_1\} \) is a basis for \( M \) in degree 2. We also have the reduction rules \( a_2a_1 \to 0, a_2b_1 \to -b_2a_1, b_2b_1 \to 0 \). Moreover, \( \text{def}(a_1) = a, \text{def}(b_1) = b, \text{def}(b_2a_1) = [b, a], \text{def}(c_1) = c. \)

To construct \( M_n \), the first step is to construct a subspace \( \hat{M}_n \) of \( \text{lieRing} \), with basis

\[
\{x.m \mid x \in X, m \in M, \deg(x) + \deg(m) = n\} \cup \{x_i \mid x_i \in X, \deg(x_i) = n\}.
\]

In a natural way we get an \( \mathcal{F}(X) \)-module \( \hat{M} = M_{\prec n} \oplus \hat{M}_n \) by first defining the action of \( X \), and then extending this action by the derivation rule. Also \( \text{def} \) is defined on \( \hat{M}_n \) by \( \text{def}(x.m) = [x, \text{def}(m)] \) and \( \text{def}(x_i) = x_i \). It follows that \( \text{def} \) is surjective in degree \( n \).

In the example, a basis for \( \hat{M}_3 \) is

\[
\{a_3b_2a_1, a_3c_1, b_3b_2a_1, b_3c_1, c_2a_1, c_2b_1\}.
\]

The next step is to divide out by a subspace \( R_n \) of \( \hat{M}_n \) to obtain a \( \mathfrak{g} \)-module. For this reason we compute

\[
R = Y.\hat{M}.
\]

It is a subspace of \( \hat{M}_n \), since \( M_{\prec n} \) is a \( \mathfrak{g} \)-module. A generating set for \( R_n \) is obtained by computing \( y.m \) for each relation \( y \) and basis element \( m \in M \) such that \( \deg(y) + \deg(m) = n \).

In the example, the space \( R_3 \) is spanned by \( [a, a].a_1 = 2a.(a_2a_1) = 0 \) and \( [a, a].b_1 = 2a.(a_2b_1) = -2a_3b_2a_1 \), yielding the reduction rule \( a_3b_2a_1 \to 0. \)

We apply [Löfwall and Roos 1997, Theorem 5.3] to obtain \( M_n \) as \( \hat{M}_n \) modulo \( R_n \) and the expressions

\[
\sum_{x \in X} \lambda_{x,y} m_x + \sum_i g_{i,y} \text{fed}(h_{i,y}) \quad \text{for all } y \in Y_n,
\]

\[
x.m + \epsilon(m, x) \text{def}(m).m_x,
\]

where \( m_x \) is the element in \( \text{lieRing} \) corresponding to \( x \in X \), and where the last expression is computed for all basis elements \( m \in M \) and all \( x \in X \) such that \( \deg(x) + \deg(m) = n \). Here \( \epsilon(m, x) \) is the sign of interchanging the super-elements \( m \) and \( x \).

In fact, using a linearization idea described in [Löfwall and Roos 1997], the “commutative” law (4) — the computationally most heavy part — does not need to be checked for all elements. Indeed, in characteristic zero, a basis is computed for the quotient space \( \hat{M}_n \) of \( \hat{M}_n \) with respect to (2), (3), and the extra expressions

\[
g_{i,y} \text{fed}(h_{i,y}) + \epsilon(g_{i,y}, h_{i,y}) h_{i,y} \text{fed}(g_{i,y}) \quad \text{for all } y \in Y_n \text{ and for all } i.
\]
If \( \text{char}(k) > 0 \) then a basis for the quotient space \( \tilde{M}_n \) of \( \hat{M}_n \) is computed with respect to (2), (3), (5), and also the expressions

\[
x.m + \epsilon(m, x) \text{def}(m).m_x
\]

coming from (4), for which \( \text{deg } x \) is a multiple of the characteristic.

Finally, \( M_n \) is obtained from \( \tilde{M}_n \) by factoring out (4) applied to the basis elements \( x.m \) of \( \tilde{M}_n \).

In the example, (6) gives nothing, while (3) and (5) give

\[
\begin{align*}
  b.b_2a_1 - a.c_1 &= b_3b_2a_1 - a_3c_1 \Longrightarrow a_3c_1 \rightarrow b_3b_2a_1, \\
  b.b_2a_1 + [b, a].b_1 &= b_3b_2a_1 - b.(b_2a_1) - a.(b_2b_1) = b_3b_2a_1 - b_3b_2a_1 - 0 = 0, \\
  a.c_1 + c.a_1 &= a_3c_1 + c_2a_1 \Longrightarrow c_2a_1 \rightarrow -a_3c_1 \rightarrow -b_3b_2a_1.
\end{align*}
\]

Hence, we have the reduction rules \( a_3b_2a_1 \rightarrow 0 \) (from (2)), \( a_3c_1 \rightarrow -b_3b_2a_1, c_2a_1 \rightarrow b_3b_2a_1 \) and hence \( \tilde{M}_3 \) has the basis \( \{b_3b_2a_1, b_3c_1, c_2b_1\} \). Finally, (4) gives the reduction rule \( c_2b_1 \rightarrow -b_3c_1 \) yielding the basis \( \{b_3b_2a_1, b_3c_1\} \) for \( M_3 \) and \( \text{def}(b_3b_2a_1) = [b, [b, a]], \text{def}(b_3c_1) = [b, c] \).

4. USING THE PACKAGE. The main introduction to using the package is by means of the tutorials that are part of the documentation [GradedLieAlgebras]. Here we give three small examples of possible computations.

The most common way to construct a Lie algebra is by means of the constructor \texttt{lieAlgebra}. In our first example, we construct the free Lie algebra on three even generators, all of degree 1:

\[
\texttt{i2 : L1=lieAlgebra}\{\texttt{a,b,c}\}
\]

\[
\texttt{o2 : LieAlgebra}
\]

\[
\texttt{i3 : dims(1,6,L1)}
\]

\[
\texttt{o3 = \{3, 3, 8, 18, 48, 116\}}
\]

\[
\texttt{i4 : basis(2,L1)}
\]

\[
\texttt{o4 = \{(b a), (c a), (c b)\}}
\]

Here is the example from Section 3:

\[
\texttt{i5 : L2=lieAlgebra}\{\texttt{a,b,c}\}, \texttt{Field=>ZZ/3, Signs=>\{1,0,0\}, Weights=>\{1,1,2\}}/\texttt{\{a a, b b a - a c\}}
\]

\[
\texttt{o5 : LieAlgebra}
\]

\[
\texttt{i6 : dims(1,5,L2)}
\]

\[
\texttt{o6 = \{2, 2, 2, 3, 5\}}
\]

\[
\texttt{i7 : b c c a}
\]

\[
\texttt{o7 = (b a b b c) + (b b a b c) + (b b b b b a)}
\]

\[
\texttt{o7 : L2}
\]

\[
\texttt{i8 : basis(3,L2)}
\]

\[
\texttt{o8 = \{(b b a), (b c)\}}
\]

Let us now give a short example of computing the homology of a Lie algebra. The generators are odd, \( a \) and \( b \) have degree 1, and homological degree 0, \( c \) has degree 2, and homological degree 1. The differential is defined by \( a, b \mapsto 0, \; c \mapsto [a, b] \). The homology can now be obtained using \texttt{lieHomology},
The columns refer to the first degree, and the rows refer to the homological degree. The Lie subalgebras consisting of the cycles and boundaries of the Lie algebra are obtained using cycles and boundaries. The underlying field is \( \mathbb{Q} \) by default.

```plaintext
i9 : F3=lieAlgebra({a,b,c},Signs=>1,
    Weights=>{{1,0},{1,0},{2,1}},LastWeightHomological=>true)
o9 : LieAlgebra
i10 : L3 = differentialLieAlgebra{0_F3,0_F3,a b}/{a a, b b}
o10 : L3
o10 : LieAlgebra
i11 : H = lieHomology L3
o11 : H
o11 : VectorSpace
i12 : dims(4,H)
o12 = | 2 0 0 0 |
    | 0 0 2 1 |
    | 0 0 0 0 |
    | 0 0 0 0 |
i13 : basis(4,1,H)
o13 : {(b a c)}
i14 : B = boundaries L3
o14 : B
o14 : LieSubAlgebra
i15 : basis(4,1,B)
o15 : {(a b c) + b a c)}
```
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The relative canonical resolution: Macaulay2-package, experiments and conjectures

CHRISTIAN BOPP AND MICHAEL HOFF

ABSTRACT: This short note provides a quick introduction to relative canonical resolutions of curves on rational normal scrolls. We present our Macaulay2 package that computes the relative canonical resolution associated to a curve and a pencil of divisors. We end with a list of conjectural shapes of relative canonical resolutions. In particular, for curves of genus \( g = n \cdot k + 1 \) and pencils of degree \( k \) for \( n \geq 1 \), we conjecture that the syzygy divisors on the Hurwitz scheme \( H_{g,k} \) constructed by Deopurkar and Patel (Contemp. Math. 703 (2018) 209–222) all have the same support.

1. RELATIVE CANONICAL RESOLUTIONS.

The relative canonical resolution is the minimal free resolution of a canonically embedded curve \( C \) inside a rational normal scroll. Every such scroll is swept out by linear spaces parametrized by pencils of divisors on \( C \).

Studying divisors on moduli spaces reveals certain aspects of the global geometry of these spaces. A famous example for odd genus \( g \) is the Koszul divisor on the moduli space of curves \( \mathcal{M}_g \) (see [Hirschowitz and Ramanan 1998; Voisin 2005; Farkas 2009]). It can be derived from the minimal free resolution of \( C \subset \mathbb{P}^{g-1} \). Set-theoretically the Koszul divisor consists of curves such that the minimal free resolution of the canonical model has extra syzygies at a certain step. In [Bujokas and Patel 2015; Deopurkar and Patel 2015; 2018], the relative canonical resolution was used to define similar syzygy divisors on Hurwitz spaces \( H_{g,k} \), parametrizing pairs of curves of genus \( g \) and pencils of divisors of degree \( k \) (equivalently, covers of \( \mathbb{P}^1 \) of degree \( k \) by curves of genus \( g \)). We also refer to [Farkas 2018] for divisors on Hurwitz spaces.

We will briefly summarize the connection between pencils of divisors on canonical curves and rational normal scrolls in order to define the relative canonical resolution. The following definition and statements can be found in [Harris 1981, §3] and [Schreyer 1986, §1]. Let \( C \subset \mathbb{P}^{g-1} \) be a canonically embedded curve of genus \( g \), and let

\[
g^1_k = \{ D_\lambda \}_{\lambda \in \mathbb{P}^1} \subset |D|
\]
be a pencil of divisors of degree \( k \). If we denote by \( \overline{D}_{\lambda} \subset \mathbb{P}^{g-1} \) the linear span of the divisor, then

\[
X := \bigcup_{\lambda \in \mathbb{P}^1} \overline{D}_{\lambda} \subset \mathbb{P}^{g-1}
\]
is a \((k-1)\)-dimensional rational normal scroll of degree \( \deg (X) := f = g - k + 1 \).

**Definition 1.1.** Let \( e_1 \geq e_2 \geq \cdots \geq e_d \geq 0 \) be integers, \( \mathcal{E} = \mathcal{O}_{\mathbb{P}^1}(e_1) \oplus \cdots \oplus \mathcal{O}_{\mathbb{P}^1}(e_d) \), and let \( \pi : \mathbb{P}(\mathcal{E}) \rightarrow \mathbb{P}^1 \) be the corresponding \( \mathbb{P}^{d-1} \)-bundle. A rational normal scroll of type \((e_1, \ldots, e_d)\) is the image of

\[
j : \mathbb{P}(\mathcal{E}) \rightarrow \mathbb{P} \mathcal{H}^0(\mathbb{P}(\mathcal{E}), \mathcal{O}_{\mathbb{P}(\mathcal{E})}(1)) = \mathbb{P}^r.
\]

Note that \( r = f + d - 1 \) with \( f = e_1 + \cdots + e_d \geq 2 \). Conversely if \( X \) is a rational normal scroll of degree \( f \) containing a canonical curve, then the ruling on \( X \) cuts out a pencil of divisors \( \{D_{\lambda}\} \subset |D| \) such that \( h^0(C, \omega_C \otimes \mathcal{O}_C(D)^{-1}) = f \).

**Example 1.2.** We consider a nonhyperelliptic canonically embedded curve \( C \subset \mathbb{P}^3 \) of genus 4. The curve \( C \) is a complete intersection of a quadric surface \( Q \) and a cubic surface \( S \). If \( C \) admits exactly two pencils of degree 3 (which is also the maximal number), then the quadric \( Q \) is isomorphic to \( \mathbb{P}^1 \times \mathbb{P}^1 \). By Bézout’s theorem, the two rulings of lines on \( Q \) cut out the two pencils of degree 3 on \( C \), and conversely, the quadric is the scroll of type \((1, 1)\) swept out by either of these pencils. If \( C \) admits only one pencil of degree 3, then the quadric \( Q \) is isomorphic to a cone (i.e., a quadric of rank 3) and coincides with the scroll of type \((0, 2)\) swept out by the unique pencil.

In [Harris 1981] it is shown that the variety \( X \) defined above is a nondegenerate \( d \)-dimensional variety of minimal degree \( \deg \ X = f = r - d + 1 = \text{codim} \ X + 1 \). If \( e_1, \ldots, e_d > 0 \), then

\[
j : \mathbb{P}(\mathcal{E}) \rightarrow \mathbb{P} \mathcal{H}^0(\mathbb{P}(\mathcal{E}), \mathcal{O}_{\mathbb{P}(\mathcal{E})}(1)) = \mathbb{P}^r
\]
is an isomorphism. Otherwise, it is a resolution of singularities. Since \( R^i j_* \mathcal{O}_{\mathbb{P}(\mathcal{E})} = 0 \) for \( i > 0 \), it is convenient to consider \( \mathbb{P}(\mathcal{E}) \) instead of \( X \) for cohomological considerations.

It is known (see, e.g., [Eisenbud and Harris 1987b]) that the Picard group \( \text{Pic}(\mathbb{P}(\mathcal{E})) \) is generated by the class of the ruling \( R = [\pi^* \mathcal{O}_{\mathbb{P}^1}(1)] \) and the hyperplane class \( H = [j^* \mathcal{O}_{\mathbb{P}^r}(1)] \) with intersection products

\[
H^d = f, \quad H^{d-1} \cdot R = 1, \quad R^2 = 0.
\]

Hence, we will write a line bundle \( \mathcal{O}_{\mathbb{P}(\mathcal{E})}(aH + bR) \) in the form

\[
\mathcal{O}_{\mathbb{P}(\mathcal{E})}(aH + bR) = \pi^*(\mathcal{O}_{\mathbb{P}^1}(b))(aH).
\]

**Theorem 1.3** [Schreyer 1986, Corollary 4.4]. Let \( C \) be a curve with a complete base point free \( g^1_k \), and let \( \mathbb{P}(\mathcal{E}) \) be the projective bundle associated to the scroll \( X \) swept out by the \( g^1_k \).

(a) \( C \subset \mathbb{P}(\mathcal{E}) \) has a resolution \( F_* \) of type

\[
0 \rightarrow \pi^* N_{k-2}(-kH) \rightarrow \pi^* N_{k-3}((k-2)H) \rightarrow \cdots \rightarrow \pi^* N_1(-2H) \rightarrow \mathcal{O}_{\mathbb{P}(\mathcal{E})} \rightarrow \mathcal{O}_C \rightarrow 0
\]
with

\[ N_i = \bigoplus_{j=1}^{\beta_i} \mathcal{O}_\mathbb{P}^1(a_j^{(i)}) \quad \text{and} \quad \beta_i = \frac{i(k-2-i)}{k-1}(i+1). \]

(b) The complex \( F \) is self-dual, i.e., \( \mathcal{H}om(F, \mathcal{O}_\mathbb{P}(\mathcal{E})(-kH + (f-2)R)) \cong F \).

The resolution \( F \) above is called the \textit{relative canonical resolution}. The degree of the bundles \( N_i \) is known.

\textbf{Proposition 1.4} [Bopp and Hoff 2015, Proposition 2.9]. The degree of the bundle \( N_i \) of rank \( \beta_i = \frac{k}{i+1}(k-2-i) \binom{k-2}{i} \) in the relative canonical resolution \( F \), is

\[ \deg(N_i) = \sum_{j=1}^{\beta_i} a_j^{(i)} = (g-k-1)(k-2-i) \binom{k-2}{i-1}. \]

Since the rank and degree of the syzygy bundles \( N_i \) over \( \mathbb{P}^1 \) are known, the main object of investigation is the \textit{splitting type}.

\textbf{Remark 1.5.} Casnati and Ekedahl [1996] generalized the relative canonical resolution to finite Gorenstein covers \( \pi : X \rightarrow Y \) of degree \( k \). They define a relative resolution of \( X \subset \mathbb{P}(\mathcal{E}_T) \), where \( \mathcal{E}_T \) is the Tschirnhausen bundle on \( Y \) defined by the short exact sequence

\[ 0 \rightarrow \mathcal{O}_Y \rightarrow \pi^*(\mathcal{O}_X) \rightarrow \mathcal{E}_T^\vee \rightarrow 0. \]

Note that for a cover \( C \xrightarrow{k:1} \mathbb{P}^1, \mathcal{E}_T = \mathcal{E} \otimes \mathcal{O}_\mathbb{P}^1(2) \), where \( \mathcal{E} \) is the bundle associated to \( (C, g_k^1) \) as in \textbf{Theorem 1.3}. The twists and hence the splitting types of the syzygy bundles in a resolution of \( C \subset \mathbb{P}(\mathcal{E}_T) \) also differ from the ones in the relative canonical resolution of \( C \subset \mathbb{P}(\mathcal{E}) \). Indeed, following the proof of [Casnati and Ekedahl 1996, Step B, p. 445], for each \( i \), the twist in the \( i \)-th syzygy bundle in a resolution of \( C \subset \mathbb{P}(\mathcal{E}_T) \) differs by exactly \( 2 \cdot (i+1) \) from the ones given in our definition. Hence, we can deduce the degrees of the bundles in this relative resolution of \( C \subset \mathbb{P}(\mathcal{E}_T) \) from \textbf{Proposition 1.4}. These degrees have also been computed directly in [Deopurkar and Patel 2018].

\textbf{Definition 1.6.} We say that a bundle on \( \mathbb{P}^1 \) of the form \( N = \bigoplus_{j=1}^\beta \mathcal{O}_\mathbb{P}^1(a_j) \) is \textit{balanced} if

\[ \max_{i,j} |a_j - a_i| \leq 1. \]

Equivalently, the bundle \( N \) is balanced if \( h^1(\mathbb{P}^1, \mathcal{E}nd(N)) = 0 \). The relative canonical resolution is called balanced if all bundles \( N_i \) occurring in the resolution are balanced.

\textbf{Remark 1.7.} The locus of curves inside \( \mathcal{H}_{g,k} \) that have a balanced relative canonical resolution forms an open subset of \( \mathcal{H}_{g,k} \) which might be empty. Hence, to show that a generic relative canonical resolution is balanced for fixed values \( (g, k) \) it is sufficient to examine a single balanced example.

\textbf{Remark 1.8.} The scroll associated to a general element in \( \mathcal{H}_{g,k} \) is always balanced by [Ballico 1989] and [Harris 1981]. The sublocus inside \( \mathcal{H}_{g,k} \) parametrizing covers such that the associated scroll is
unbalanced defines a divisor on $\mathcal{H}_{g,k}$ precisely if $g$ is a multiple of $(k - 1)$. This divisor is called the 
Maroni divisor (for more details on the Maroni divisor see, e.g., [van der Geer and Kouvidakis 2017] and [Deopurkar and Patel 2015]).

On the other hand, knowing the splitting type of the syzygy bundles in the relative canonical resolution for
generic elements in $\mathcal{H}_{g,k}$ one can study the sublocus inside $\mathcal{H}_{g,k}$ consisting set-theoretically of curves for
which a certain syzygy bundle has nongeneric splitting type. This yields interesting subvarieties which
also turn out to be divisors in some cases (see [Deopurkar and Patel 2018]). Similar to Koszul divisors
on the moduli space $\mathcal{M}_g$, the study of the divisors obtained from the relative canonical resolution sheds
light on the global geometry of the Hurwitz space.

useful functions to do experiments with $k$-gonal canonical curves and the relative canonical resolution of
those curves. We will briefly explain how functions in this package construct $g$-nodal $k$-gonal canonical
curves of genus $g$.

The main idea is that we start with a rational normalization of the desired curve and a degree $k$ map
from the normalization to $\mathbb{P}^1$. In the next step we choose $g$ pairs of points $\{P_i, Q_i\}$ for $i = 1, \ldots, g$ on
the normalization, and we glue the points in each pair to each other. If $\mathcal{L}$ is a line bundle of degree $k$ on
a $g$-nodal curve $C$ with rational normalization $\nu: \mathbb{P}^1 \to C$, then $\mathcal{L}$ is given as $\nu(\mathcal{L}) \cong \mathcal{O}_{\mathbb{P}^1}(k)$ together
with gluing data between the residue class fields

$$\frac{a_i}{b_i} : \mathcal{O}_{\mathbb{P}^1}(k) \otimes \mathbb{k}(P_i) \to \mathcal{O}_{\mathbb{P}^1}(k) \otimes \mathbb{k}(Q_i), \ i = 1, \ldots, g.$$

Let $S = \mathbb{k}[s, t]$ be the coordinate ring of $\mathbb{P}^1$. We start over by choosing two forms $f, h \in S_k$ of degree $k$ and
and $g$ points $R_i = (R_i^{(0)} : R_i^{(1)}) \in \mathbb{P}^1$ such that for all $i = 1, \ldots, g$ the determinant

$$\det \begin{pmatrix} f & R_i^{(0)} \\ h & R_i^{(1)} \end{pmatrix} = l_i^{(0)} \cdot l_i^{(1)} \cdot r_i$$

has at least two linear factors $l_i^{(0)}$ and $l_i^{(1)}$. Note that this step might be hard to perform over a field $\mathbb{k}$
of characteristic 0 and we therefore work over a finite field. We compute $2g$ points $P_i = V(l_i^{(0)})$ and
$Q_i = V(l_i^{(1)})$ as the vanishing loci of these linear forms. We want to define multipliers $\{a_i, b_i\}_{i=1,\ldots,g}$ such that

$$b_i \cdot f(P_i) = a_i \cdot h(Q_i) \text{ and } b_i \cdot h(P_i) = a_i \cdot f(Q_i) \quad \text{for } i = 1, \ldots, g.$$  

By construction, we can choose $\{a_i, b_i\}_{i=1,\ldots,g}$ to be $b_i = 1$ and $a_i = \frac{f(P_i)}{f(Q_i)} = \frac{h(P_i)}{h(Q_i)}$. If we define

$$q_i := \det \begin{pmatrix} s & P_i^{(0)} \\ t & P_i^{(1)} \end{pmatrix} \cdot \det \begin{pmatrix} s & Q_i^{(0)} \\ t & Q_i^{(1)} \end{pmatrix} \text{ for } i = 1, \ldots, g,$$

then a basis of $H^0(C, \omega_C)$ is given by
\[
\left\{ s_j := \prod_{i=1, i \neq j}^g q_i \right\}_{j=1, \ldots, g}.
\]
This basis $\{s_j\}_{j=1, \ldots, g}$ can furthermore be modified in such a way that the scroll defined by the line bundle of degree $k$ will have a “normalized” form, i.e., the $2 \times (g - k + 1)$ matrix defining the scroll will consist of blocks of the form
\[
\left( \begin{array}{cc} t_i & t_{i+2} \\ t_{i+1} & t_{i+3} \end{array} \right),
\]
where $T = \mathbb{k}[t_0, \ldots, t_{g-1}]$ is the coordinate ring of $\mathbb{P}^{g-1}$.

In the package [RelativeCanonicalResolution] we also provide a function that describes the generators of the ideal of $C$ in terms of elements of the Cox ring of the scroll $\mathbb{P}(\mathcal{E})$.

**Remark 2.1.** There is an explicit identification
\[
H^0(\mathbb{P}(\mathcal{E}), O_{\mathbb{P}(\mathcal{E})}(aH + bR)) \cong H^0(\mathbb{P}^1, (S_a\mathcal{E})(b)) \text{ for } a \geq 0,
\]
where $S_a\mathcal{E}$ is the $a$-th symmetric power of the vector bundle $\mathcal{E}$ (see [Schreyer 1986, (1.3)]). This gives a description of the coordinate ring
\[
R_{\mathbb{P}(\mathcal{E})} = \bigoplus_{a,b \in \mathbb{Z}} H^0(\mathbb{P}(\mathcal{E}), O_{\mathbb{P}(\mathcal{E})}(aH + bR))
\]
of $\mathbb{P}(\mathcal{E})$ as the Cox ring $\mathbb{k}[v, w, \varphi_0, \ldots, \varphi_{d-1}]$ equipped with bigrading $\deg v = \deg w = (1, 0)$ and $\deg \varphi_i = (e_1 - e_{i+1}, 1)$.

Finally the relative canonical resolution of $C \subset \mathbb{P}(\mathcal{E})$ can be computed by successively picking syzygies in correct degrees.

**Example 2.2.** We compute a nodal 6-gonal canonical curve of genus 9.

```plaintext
i1 : loadPackage("RelativeCanonicalResolution")
i2 : g=9; -- the genus
i3 : k=6; -- the degree of the pencil
i4 : n=10000; -- characteristic: next prime number after n
i5 : Ican=canCurveWithFixedScroll(g,k,n); -- the canonical curve
i6 : (dim Ican, genus Ican, degree Ican)
o6 = (2, 9, 16)
o7 = betti(res(Ican,DegreeLimit=>1))
o8 = betti(res(Ican,DegreeLimit=>1))
o9 = betti(res(Ican,DegreeLimit=>1))
o10 = betti(res(Ican,DegreeLimit=>1))
```

Next we compute the ideal of $C$ inside the Cox ring of the scroll $\mathbb{P}(\mathcal{E})$.

```plaintext
i11 : Jcan=curveOnScroll(Ican,g,k); -- the curve inside the scroll
i12 : RX=ring Jcan; -- the bigraded Cox ring of the scroll
```

```plaintext
o9 = ----[pp , pp , pp , pp , pp , v,w]
10007 0 1 2 3 4
```
We compute the relative canonical resolution:

```
T := ring Ican; -- the canonical ring
H := basis({1,1},RX); -- a basis of H^0(PE, OO_PE(H))
phi := map(RX,T,H)
Ican == preimage_phi(Jcan)
o13 = true
lengthRes = 2; -- a length limit for the resolution on the scroll
```

With respect to the total degree, the Betti table of the relative canonical resolution has the following form:

```
-- the relative canonical resolution:
betti(resX=resCurveOnScroll(Jcan,g,lengthRes))
o15 = total: 0 1 2 3 4
    0: 1 9 16 9 1
    1: . . . . .
    2: . 6 2 . .
    3: . 3 12 3 .
    4: . . 2 6 .
    5: . . . . 1
```

The scroll cut out by the \( g \) on \( C \) has the following normalized determinantal representation:

```
X := preimage_phi(ideal 0_RX); -- the ideal of the scroll
repX = matrix{{t_0,t_2,t_4,t_6},{t_1,t_3,t_5,t_7}}
o17 = |- t_0 t_2 t_4 t_6 |
     | t_1 t_3 t_5 t_7 |
minors(2,repX) = X
```

**Remark 2.3.** By o15, we see that the second syzygy bundle \( N_2 \) is unbalanced in our example. Although this single example does not show that the generic relative canonical resolution is unbalanced for this case, one can show that this is indeed the generic form (see [Bopp and Hoff 2017]).

### 3. Experiments and Conjectures.

**Database of experiments.** Using our Macaulay2 package [RelativeCanonicalResolution] we have computed the relative canonical resolution for various cases. For nonhyperelliptic, generic curves of genus \( g \leq 23 \) with a pencil of degree \( 3 \leq k \leq \min\{g−1,14\} \), all expected Betti tables are listed on the webpage [Blug et al. 2018].

The web page was set up with the help of Sascha Blug. All the experiments that led to Betti tables in [Blug et al. 2018] were performed over a finite field. If the examples for certain values \((g,k)\) yield a balanced relative canonical resolution, then by semi-continuity one can conclude that this is indeed the general behavior (even for complex algebraic curves).

Since changing the characteristic for the unbalanced cases did not change the shape of the Betti tables, we believe that the Betti tables in [Blug et al. 2018] reflect the generic behavior. In general, we do not have a proof of this statement. However, it has been determined in some cases whether the first bundle \( N_1 \) is balanced (see [Bopp and Hoff 2015] and [Bujokas and Patel 2015]). For several cases our examples.
lead to a conjecture that certain higher syzygy bundles in the relative canonical resolution are unbalanced. Most of these cases remain mysterious.

**Syzygy divisors on Hurwitz spaces.** Deopurkar and Patel used the relative canonical resolution to describe new effective divisors on the Hurwitz scheme $\mathcal{H}_{g,k}$. If the degree $k$ divides $g - 1$, it is shown in [Bujokas and Patel 2015] that the relative canonical resolution for a generic element in $\mathcal{H}_{g,k}$ is totally balanced, and hence, the locus $\mu_i$, corresponding set-theoretically to covers in $\mathcal{H}_{g,k}$ for which the $i$-th syzygy bundle $N_i$ is unbalanced, has expected codimension 1. Deopurkar and Patel [2018] give these syzygy divisors $\mu_1, \ldots, \mu_{k-3}$ a scheme structure and compute their classes in a partial compactification of the Hurwitz scheme $\mathcal{H}_{g,k}$. In their main theorem, they represent the divisor classes $[\mu_i]$ in terms of certain tautological classes $\kappa, \zeta$ and $\delta$ (see [Deopurkar and Patel 2018, §2] for the precise definition of those classes).

**Theorem 3.1** [Deopurkar and Patel 2018, Theorem 1.1]. Suppose $k$ divides $g - 1$. Let $i$ be an integer with $1 \leq i \leq k - 3$. The locus $\mu_i \subset \mathcal{H}_{g,k}$ is an effective divisor whose class in $\text{Pic}_Q(\mathcal{H}_{g,k})$ is given by

$$[\mu_i] = A_i \cdot \left(6(gk - 6g + k + 6) \cdot \zeta - k(k - 12) \cdot \kappa - k^2 \cdot \delta\right),$$

where

$$A_i := \frac{(k - 2)(k - 3)}{6(i + 1)(k - i - 1)} \cdot \left(\frac{k - 4}{i - 1}\right)^2.$$

Note that all the classes $[\mu_i]$ are proportional. The same phenomenon appears for classes of divisorial Brill–Noether loci in the moduli space $\mathcal{M}_g$ (see [Eisenbud and Harris 1987a] and [Harris and Mumford 1982]). For the divisorial Brill–Noether classes it is known that these classes are supported on different sets, and in [Deopurkar and Patel 2018] the authors conjecture that this also happens for the syzygy divisors on $\mathcal{H}_{g,k}$.

We come to a different conclusion. Computing various examples of curves and their relative canonical resolution for $(g, k) \in \{(6, 13), (7, 15), (8, 17), (6, 19)\}$ over a field of small characteristic $p \leq 500$ we found the following pattern which we conjecture to be true in general. Note that the probability of a random computed example to end up in a certain codimension 1 locus is roughly $1/p$.

**Conjecture 1.** Let $n$ and $k$ be integers, and $g - 1 = n \cdot k$. Let $i$ be an integer with $1 \leq i \leq k - 3$. For a general element $(C, g_k^1) \in \mu_i \subset \mathcal{H}_{g,k}$, let $N_j$ be the $j$-th syzygy bundle in the relative canonical resolution of $C$ with $1 \leq j \leq k - 3$. Then $N_j$ is unbalanced and the splitting type of $N_j$ is

$$N_j = O_{\mathbb{P}^1}( (n - 1)(j + 1) - 1 )^{\oplus (k - 4)} \oplus O_{\mathbb{P}^1}( (n - 1)(j + 1) )^{\oplus (k - 3 - 2)} \oplus O_{\mathbb{P}^1}( (n - 1)(j + 1) + 1 )^{\oplus (k - 1 - 1)}.$$  

In particular, all the effective divisors $\mu_i$ are supported on the same set.

**Remark 3.2.** One can easily check that the number $A_i$ in Theorem 3.1 is precisely

$$A_i = \frac{1}{6k} \cdot \text{rk} N_i \cdot \left(\frac{k - 4}{i - 1}\right).$$
Conjecture 1 predicts that the factor \(\binom{k-4}{i-1}\) of \(A_i\) also measures how unbalanced the bundle \(N_i\) is.

**Remark 3.3.** If \((g - 1) \neq n \cdot k\) then one can still consider the jumping loci set-theoretically defined as the subset of \(\mathcal{H}_{g,k}\) consisting of covers such that the \(i\)-th syzygy bundle in the relative canonical resolution does not have generic splitting type. As in the divisorial case, one could ask if all those loci are supported on the same set. Experiments using our package [RelativeCanonicalResolution] show that there are several examples where these jumping loci have different support.

**Further conjectures.** We state several conjectures concerning the shape of relative canonical resolutions. This has partly also been discussed in [Bopp and Hoff 2015]. We refer to [Arbarello et al. 1985] for basics about Brill–Noether theory. Recall that the Brill–Noether number is defined as

\[
\rho(g, k, r) := g - (r + 1)(g - k + r)
\]

for integers \(g, k\) and \(r\).

**Conjecture 2.** Let \(C \subset \mathbb{P}^{g-1}\) be a general canonical curve, and let \(k\) be a positive integer such that \(\rho := \rho(g, k, 1) \geq 0\), and let \(g_k\) be a general pencil in \(W^1_k(C)\). Then for bundles \(N_i = \bigoplus \mathcal{O}_{\mathbb{P}^1}(a^{(i)}_j), i = 2, \ldots, \left\lfloor \frac{k-3}{2} \right\rfloor\), there is the bound

\[
\max_{j,l}|a^{(i)}_j - a^{(i)}_l| \leq \min\{g - k - 1, i + 1\}.
\]

This bound is furthermore sharp in the following sense. Given two integers \(k \geq 3\) and \(2 \leq i \leq \left\lfloor \frac{k-3}{2} \right\rfloor\), there exists an integer \(g\) such that the general canonical curve \(C\) of genus \(g\) has an \(i\)-th syzygy bundle \(N_i\) in the relative canonical resolution, associated to a general pencil in \(W^1_k(C)\), that satisfies \(\max_{j,l}|a^{(i)}_j - a^{(i)}_l| = \min\{g - k - 1, i + 1\}\). In particular, if \(g - k = 2\), the relative canonical resolution is balanced.

**Remark 3.4.** Conjecture 2 in the case \(g - k = 2\) says that the bundles in the relative canonical resolution are of the form

\[
N_i = \mathcal{O}_{\mathbb{P}^1}(a^{(i)}_{i+1}) \oplus \mathcal{O}_{\mathbb{P}^1}(1)^{\oplus(g-4-i)}(s_{g-3-i}).
\]

Note that the Betti numbers \(i \cdot \binom{k-3}{i+1}\) appearing in the conjecture are the Betti numbers of a rational normal curve of degree \(k - 2\).

We also verified Conjecture 3 for \(g \leq 23\).

**Conjecture 3.** For a general cover \(C \to \mathbb{P}^1\) in \(\mathcal{H}_{g,k}\) with \(\rho(g, k, 1) \leq 0\), the bundle \(N_1\) is balanced.
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ABSTRACT: This article describes the Macaulay2 package FrobeniusThresholds, designed to estimate and calculate $F$-pure thresholds, more general $F$-thresholds, and related numerical invariants arising in the study of singularities in prime characteristic commutative algebra.

1. INTRODUCTION. This paper describes the Macaulay2 package FrobeniusThresholds [Grayson and Stillman; Bruce et al.] (previously named FThresholds), which provides tools for computing or estimating certain fundamental invariants in positive characteristic commutative algebra, namely $F$-pure thresholds, $F$-thresholds, and $F$-jumping exponents. Recall that a ring of prime characteristic $p > 0$ is $F$-pure if the Frobenius map — that is, the ring endomorphism sending an element to its $p$-th power — is a pure morphism; under natural geometric hypotheses, this is equivalent to the condition that the Frobenius morphism is a split injection of rings. The concept of $F$-purity has proven to be important in commutative algebra, and has a rich history. It first appeared in [Hochster and Roberts 1976] to study local cohomology, was compared with rational singularities in [Fedder 1983], and was used to study global properties of Schubert varieties in [Mehta and Ramanathan 1985].

After the advent of tight closure [Hochster and Huneke 1990], the use of the Frobenius map to quantify singularity — that is, deviation from regularity — proliferated, and based on a connection discovered between $F$-pure and log canonical singularities [Hara and Watanabe 2002], the concept of $F$-purity was generalized to the context of pairs. Along these lines, the $F$-pure threshold was defined in analogy with the log canonical threshold [Takagi and Watanabe 2004], and $F$-thresholds were introduced as a natural extension [Mustaţă et al. 2005].

The connection between the $F$-pure threshold and the log canonical threshold, however, extends beyond mere analogy. For example, suppose $h$ is a polynomial with integer coefficients, and that $h_p$ is the polynomial obtained by reducing the coefficients of $h$ modulo a prime $p$. Then, the $F$-pure thresholds of the reductions $h_p$ converge to the log canonical threshold of $h$ as $p$ tends to infinity [Hara and Yoshida 2003]. A related result is [Zhu 2017, Corollary 4.2], which proves that the log canonical threshold of $h$ is at least the $F$-pure threshold of any reduction $h_p$.
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This latter result is interesting from a computational perspective, in that it provides lower bounds for log canonical thresholds. Though there is a general purpose implementation of an algorithm for computing log canonical thresholds in the \texttt{Dmodules} package [Leykin and Tsai],\footnote{The \texttt{MultiplierIdeals} package [Teitler et al.; Teitler 2015] also computes log canonical thresholds in many special cases, including monomial ideals, hyperplane arrangements, generic determinantal ideals, and certain binomial ideals.} the function for computing \( F \)-pure thresholds contained in the \texttt{FrobeniusThresholds} package is typically much faster, especially so in low characteristic.

In summary, the \( F \)-pure threshold is an interesting numerical invariant, related to many other measures of singularity across all characteristics, and has been the focus of intense study over the past fifteen years. Unfortunately, it is typically difficult to calculate. The package \texttt{FrobeniusThresholds} is centered on calculating and estimating the \( F \)-pure threshold and other \( F \)-thresholds, with the function \texttt{fpt} at its core. It builds heavily upon the \texttt{TestIdeals} package for \texttt{Macaulay2} [Bela et al.; Boix et al. 2019], which provides a broad range of functionality for effective computation in prime characteristic commutative algebra.

### 1.1. Some background and notation

Though some functionality implemented in \texttt{FrobeniusThresholds} is not restricted to regular ambient rings (see Section 3), for the sake of concreteness, in this introduction we will work in a polynomial ring over a finite field of characteristic \( p \). The ideal of this ring generated by its variables is denoted \( m \).

Let us outline a way in which natural numerical invariants in prime characteristic commutative algebra are often constructed: For every natural number \( e \), associate to some fixed data—often, a collection of polynomials or ideals—an integer describing something of relevance that depends on \( e \) (e.g., the dimension of some interesting vector space constructed in terms of the initial data). Normalize this integer by dividing by some power of \( p^e \), and then take the limit as the integer \( e \) tends to infinity. The resulting limit, if it exists, should encode interesting information about the initial data.

For example, the Hilbert–Kunz multiplicity is realized in this way. Suppose that \( I \) is an ideal of a ring \( R \) of characteristic \( p > 0 \). Given an integer \( e \geq 1 \), \( I[p^e] \) denotes the \( p^e \)-th Frobenius power of \( I \), that is, the ideal generated by the \( p^e \)-th powers of the elements of \( I \). If \( R \) has dimension \( d \) and \( \lambda(R/I[p^e]) \) denotes the length of \( R/I[p^e] \), then the limit of \( \lambda(R/I[p^e])/p^{ed} \) as \( e \) tends to infinity is the Hilbert–Kunz multiplicity of \( R \) with respect to \( I \).

Consider a nonzero polynomial \( f \) and a natural number \( e \). If \( f \) does not vanish at the origin, then set \( \nu^m_f(p^e) := \infty \). Otherwise, \( f \in m \), and we instead define

\[
\nu^m_f(p^e) := \max\{n \in \mathbb{N} : f^n \notin m[p^e]\}.
\]

If \( f^n \notin m[p^e] \) for some \( n \), then by the flatness of Frobenius [Kunz 1969], \( f^{pn} \notin (m[p^e])I[p] = m[p^{e+1}] \). Hence the sequence \( (\nu^m_f(p^e)/p^e)_{e=0}^\infty \) is nondecreasing, and since \( f^{pe} \in m[p^e] \), the sequence is bounded above by 1. Following our outline, we define

\[
c^m_f := \lim_{e \to \infty} \frac{\nu^m_f(p^e)}{p^e}.
\]
This limit exists by the above discussion, and is a rational number when \( f \in m \), though the latter is far from obvious [Blickle et al. 2008, Theorem 3.1]. Inspired by its connections with the \( F \)-purity of pairs, this limit is called the \( F \)-pure threshold of \( f \) at the origin.

The \( F \)-pure threshold is closely related to many other fundamental concepts in prime characteristic commutative algebra. For instance, 

\[
\nu_I^m(p^e) = \inf\{t > 0 : \tau(f^t) \subseteq m\} = \sup\{t > 0 : \sigma(f^t) \neq 0\},
\]

where \( \tau(f^t) \) and \( \sigma(f^t) \) are the test ideal and \( F \)-signature, respectively, associated to \( f \) and the formal nonnegative real exponent \( t \). The former is an ideal in the ambient ring of \( f \), and the latter is a real number; both depend on the parameter \( t \) and the characteristic \( p \) in subtle ways [Blickle et al. 2008; 2012].

In the literature, the \( F \)-pure threshold \( c_m(f) \) is often denoted \( fpt(f) \), for obvious reasons. However, in this note we adopt the former notation to avoid any possible confusion with the function \( fpt \) described in Section 4, which sometimes does not output the number \( c_m(f) = fpt(f) \), but returns, instead, lower and upper bounds for that number.

It turns out that the sequence \( (\nu_I^m(p^e))_{e=0}^{\infty} \) itself, and not just its limit, encodes interesting information about \( f \). For example, it is closely related to the Bernstein–Sato polynomial of \( f \) [Mustață et al. 2005]. Remarkably, one can recover the sequence \( (\nu_I^m(p^e))_{e=0}^{\infty} \) from the limit \( c_m(f) \) [Mustață et al. 2005; Hernández 2012]: For each \( e \), we have

\[
\nu_f^m(p^e) = \lceil p^e \cdot c_m(f) \rceil - 1.
\]

We conclude this subsection by briefly reviewing some natural generalizations. Suppose that \( I \) and \( J \) are ideals. If \( I \) is contained in the radical of \( J \), then we set

\[
\nu_I^J(p^e) := \max\{n \in \mathbb{N} : I^n \nsubseteq J^{p^e}\},
\]

or \( \nu_I^J(p^e) := 0 \), when the set on the right-hand side is empty. Otherwise, we set \( \nu_I^J(p^e) := \infty \). This clearly generalizes the quantity \( \nu_I^m(p^e) \) considered earlier, and we call

\[
c_I^J := \lim_{e \to \infty} \frac{\nu_I^J(p^e)}{p^e}
\]

the \( F \)-threshold of \( I \) with respect to \( J \). This limit again exists, and the value \( c_I^m(I) \) is called the \( F \)-pure threshold of \( I \) at the origin, and if \( I = (f) \) is principal, \( c_f^J(f) := c_I^J(I) \) is called the \( F \)-threshold of \( f \) with respect to \( J \). Like \( F \)-pure thresholds, \( F \)-thresholds are rational (when finite), and can be characterized in terms of test ideals.

2. THE frobeniusNu FUNCTION. We first describe the \texttt{frobeniusNu} function, a fundamental component of the package \texttt{FrobeniusThresholds}. We adopt the setup established in the introduction: we work in a polynomial ring \( R \) over a finite field of characteristic \( p > 0 \), \( m \) denotes the ideal generated by the variables, and \( e \) is a natural number. If \( I \) and \( J \) are ideals of \( R \), the command \texttt{frobeniusNu(e,I,J)} outputs the extended integer \( \nu_I^J(p^e) \) defined in the introduction; if \( f \) is an element of \( R \), \texttt{frobeniusNu(e,f,J)}
outputs $\nu_J^I(p^e) := \nu_J^I(p^e)$. When the third argument is omitted from the function \texttt{frobeniusNu}, it is assumed to be the maximal ideal $m$.

```
n1 : R = ZZ/11[x,y];
n2 : I = ideal(x^2 + y^3, x*y);
o2 : Ideal of R
n3 : J = ideal(x^2, y^3);
o3 : Ideal of R
n4 : frobeniusNu(2, I, J)
o4 = 281
n5 : f = x*y*(x^2 + y^2);
n6 : frobeniusNu(2, f, J)
o6 = 120
```

In general, the function \texttt{frobeniusNu} works by searching through a list of integers $n$, and checking containments of the $n$-th power of $I$ in the specified Frobenius power of $J$. It is well known that, for any positive integer $e$,

$$
\nu_J^I(p^e) = \nu_J^I(p^{e-1}) \cdot p + L,
$$

where the error term $L$ is nonnegative and can be explicitly bounded from above in terms of $p$ and the number of generators of $I$ and $J$. For instance, the error term $L$ is at most $p - 1$ when $I$ is principal and $J$ is arbitrary. This implies that when searching for the maximal exponent defining \texttt{frobeniusNu}($e$, $I$, $J$) for positive $e$, it is safe to start at $p$ times the output of \texttt{frobeniusNu}($e-1$, $I$, $J$), and one need not search too far past this number.

### 2.1. Options for \texttt{frobeniusNu}

The user can specify how the search is approached through the option \texttt{Search}, which can take two values: Binary (the default value) and Linear. In the example below, the default search method, Binary, is used.

```
n7 : R = ZZ/5[x,y,z];
n8 : m = ideal(x, y, z);
o8 : Ideal of R
n9 : time frobeniusNu(2, m, m^2)
    -- used 1.82479 seconds
o9 = 97
```

However, a linear search is faster in this case.

```
n10 : time frobeniusNu(2, m, m^2, Search => Linear)
    -- used 0.597035 seconds
o10 = 97
```

If the option \texttt{ReturnList} is changed from its default value of \texttt{false} to \texttt{true}, \texttt{frobeniusNu} outputs a list of the values $\nu_J^I(p^s)$, for $s = 0, \ldots, e$, at no additional computational cost.

```
n11 : frobeniusNu(5, x^2*y^4 + y^2*z^7 + z^2*x^8, ReturnList => true)
o11 = {0, 1, 8, 44, 224, 1124}
o11 : List
```
The same information can be found by setting the option \texttt{Verbose} to \texttt{true}, to request that the values $v_I^J(p^e)$ be printed as they are iteratively computed (serving also as a way to monitor the progress of the computation).

As described in the introduction, the integer $v_I^J(p^e)$ is the maximal integer $n$ such that the $n$-th power of $I$ is not contained in the $p^e$-th Frobenius power of $J$. However,

$$I^n \subseteq J^{[p^e]} \iff (I^n)^{[1/p^e]} \subseteq J,$$

where $(I^n)^{[1/p^e]}$ denotes the $p^e$-th Frobenius root of $I^n$, as defined in [Blickle et al. 2008]. The option \texttt{ContainmentTest} for \texttt{frobeniusNu} allows the user to choose which of the two types of containment statements appearing above to use toward the calculation of $v_I^J(p^e)$.

If \texttt{ContainmentTest} is set to \texttt{StandardPower}, then \texttt{frobeniusNu}(e, I, J) is computed by testing the left-hand containment above, and when it is set to \texttt{FrobeniusRoot}, the right-hand containment is checked. For efficiency reasons, the default value for \texttt{ContainmentTest} is set to \texttt{FrobeniusRoot} if the second argument passed to \texttt{frobeniusNu} is a polynomial, and is set to \texttt{StandardPower} if the second argument is an ideal.

In this example, \texttt{ContainmentTest} is set to its default value for polynomials, namely, \texttt{FrobeniusRoot}:

```plaintext
i12 : R = ZZ/11[x,y,z];
i13 : f = x^3 + y^3 + z^3 + x*y*z;
i14 : time frobeniusNu(3, f)
   -- used 0.153691 seconds
o14 = 1209
```

If \texttt{ContainmentTest} is set to \texttt{StandardPower}, instead, the computation is significantly slower.

```plaintext
i15 : time frobeniusNu(3, f, ContainmentTest => StandardPower)
   -- used 10.1343 seconds
o15 = 1209
```

The option \texttt{ContainmentTest} has a third possible value, called \texttt{FrobeniusPower}, which allows \texttt{frobeniusNu} to compute a different but analogous invariant. In [Hernández et al. 2020], we introduced the notion of a (generalized) Frobenius power $I^{[n]}$ of an ideal $I$, when $n$ is an arbitrary nonnegative integer. When \texttt{ContainmentTest} is set to \texttt{FrobeniusPower}, rather than computing $v_I^J(p^e)$, the function \texttt{frobeniusNu} computes the maximal integer $n$ for which $I^{[n]}$ is not contained in $J^{[p^e]}$. We denoted this number by $\mu_I^J(p^e)$, and it equals $v_I^J(p^e)$ when $I$ is a principal ideal. However, these numbers need not agree in general, as we see below:

```plaintext
i16 : R = ZZ/3[x,y];
i17 : m = ideal(x, y);
o17 : Ideal of R
i18 : frobeniusNu(4, m^5)
o18 = 32
i19 : frobeniusNu(4, m^5, ContainmentTest => FrobeniusPower)
o19 = 26
```
As pointed out in the introduction, if \( f \in \mathfrak{m} \), the values \( \nu_m^p(f^e) \) can be recovered from the \( F \)-pure threshold of \( f \). This is used to speed up computations for certain polynomials whose \( F \)-pure thresholds can be computed quickly via specialized algorithms or formulas, namely diagonal polynomials, binomials, forms in two variables, and polynomials that define simple normal crossing divisors (see Section 4). This feature can be disabled by setting the option \texttt{UseSpecialAlgorithms} (default value \texttt{true}) to \texttt{false}.

The following example shows, for a diagonal polynomial, how much faster the computation can be when special algorithms are enabled:

\begin{verbatim}
i20 : R = ZZ/17[\texttt{x,y,z}]; i21 : f = \texttt{x}^3 + \texttt{y}^4 + \texttt{z}^5; i22 : time \texttt{frobeniusNu}(10, f) -- used 0.0161622 seconds o22 = 1541642394460 i23 : time \texttt{frobeniusNu}(10, f, \texttt{UseSpecialAlgorithms} => \texttt{false}) -- used 2.06877 seconds o23 = 1541642394460
\end{verbatim}

The last option we describe for \texttt{frobeniusNu} is \texttt{AtOrigin}. Recall that \( \nu_m^p(\mathfrak{p}^e) \) can be interpreted as the maximum integer \( n \) for which \( (\mathfrak{m}^n)[1/p^e] \) is not contained in \( \mathfrak{m} \). When the option \texttt{AtOrigin} is set to \texttt{false} (from its default value \texttt{true}), the function \texttt{frobeniusNu} determines, instead, the maximum integer \( n \) for which \( (\mathfrak{m}^n)[1/p^e] \) is the unit ideal, which can also be characterized as the minimal integer \( \nu_n^p(\mathfrak{p}^e) \) as \( n \) varies among all maximal ideals of the ring.

\begin{verbatim}
i24 : R = ZZ/7[\texttt{x,y}]; i25 : f = (\texttt{x} - 1)^3 - (\texttt{y} - 2)^2; i26 : \texttt{frobeniusNu}(3, f) o26 = \texttt{infinity} o26 : \texttt{InfiniteNumber} i27 : \texttt{frobeniusNu}(3, f, \texttt{AtOrigin} => \texttt{false}) o27 = 285
\end{verbatim}

3. \texttt{isFPT}, \texttt{compareFPT} AND \texttt{isFJumpingExponent}. The \textit{FrobeniusThresholds} package contains methods to test candidate values for \( F \)-pure thresholds and \( F \)-jumping numbers, even in some singular rings. Consider a \( \mathbb{Q} \)-Gorenstein ring \( R \) of characteristic \( p > 0 \), whose index is not divisible by \( p \). Given a parameter \( t \in \mathbb{Q} \) and an element \( f \) of \( R \), the command \texttt{isFPT}(\texttt{t, f}) checks whether \( t \) is the \( F \)-pure threshold of \( f \), while \texttt{compareFPT}(\texttt{t, f}) provides further information, returning \(-1\), \( 0 \), or \( 1 \) when \( t \) is, respectively, less than, equal to, or greater than the \( F \)-pure threshold of \( f \). Setting the option \texttt{AtOrigin} to \texttt{true} tells the function to consider the \( F \)-pure threshold at the origin.

\begin{verbatim}
i1 : R = ZZ/11[\texttt{x,y,z}]/(\texttt{x}^2 - \texttt{y}(\texttt{z} - 1)); i2 : \texttt{compareFPT}(5/11, \texttt{z} - 1) o2 = -1
\end{verbatim}

\(^2\)In Section 4.1 we discuss a couple of situations in which this may be desirable.
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i3 : isFPT(1/2, z - 1)
o3 = true
i4 : isFPT(1/2, z - 1, AtOrigin => true)
o4 = false

The general method applied calls upon functionality from the TestIdeals package. The test ideals $\tau(f^t)$ of $f$ vary discretely with the parameter $t$; the function FPureModule in TestIdeals is used to compute the “last” test ideal of $f$ with parameter in the interval $[0, t)$. Comparing this with the test ideal $\tau(f^t)$, computed by the function testIdeal, we can determine whether $t$ is an $F$-jumping number of $f$, or more specifically, the $F$-pure threshold of $f$.

4. THE fpt FUNCTION. The core function in the package FrobeniusThresholds is called fpt. Throughout this section, let $f$ be a polynomial with coefficients in a finite field of characteristic $p$. When passed the polynomial $f$, the function fpt attempts to find the exact value for the $F$-pure threshold of $f$ at the origin, and returns that value, if possible. Otherwise, it returns lower and upper bounds for the $F$-pure threshold, as demonstrated below.

i1 : R = ZZ/5[x,y,z];
i2 : fpt(x^5 + y^6 + z^7 + (x*y*z)^3)
o2 = {{7\over 25}, {2\over 5}}
o3 : List

4.1. The option UseSpecialAlgorithms. The fpt function has an option UseSpecialAlgorithms, which, when set to true (its default value), tells fpt to first check whether $f$ is a diagonal polynomial, a binomial, a form in two variables, or a polynomial that defines a simple normal crossing divisor, in that order. When $f$ is a diagonal polynomial, a binomial, or a form in two variables, algorithms of Hernández [2015; 2014] or Hernández and Teixeira [2017] are executed to compute the $F$-pure threshold.

In the example below, we compute the $F$-pure threshold of a diagonal polynomial.

i4 : fpt(x^17 + y^20 + z^24)
o4 = {{94\over 625}, {94\over 625}}
o5 : QQ
Next, we compute the $F$-pure threshold of a binomial.

\[ i5 : fpt(x^2*y^6*z^{10} + x^{10}*y^{5}*z^{3}) \]
\[ o5 = \frac{997}{6250} \]
\[ o5 : QQ \]

Finally, we compute the $F$-pure threshold of a form in two variables.

\[ i6 : R = \mathbb{Z}/5[\x,\y]; \]
\[ i7 : fpt(x^2*y^6*(x + y)^9*(x + 3*y)^10) \]
\[ o7 = \frac{5787}{78125} \]
\[ o7 : QQ \]

The algorithm for computing the $F$-pure threshold of a binary form $f$ requires factoring $f$ into linear forms, and that may be difficult or impossible when that factorization occurs in a Galois field of excessively large order. This is a situation when the user will want to set the option UseSpecialAlgorithms to false. However, when a factorization is already known, instead of passing $f$ to fpt, the user can pass a list of all the pairwise coprime linear factors of $f$ to fpt, and a list of their respective multiplicities.

\[ i8 : fpt\{\x, \y, \x + \y, \x + 3*\y\}, \{2, 6, 9, 10\} == oo \]
\[ o8 = true \]

If UseSpecialAlgorithms is set to true and $f$ does not fall into any of the aforementioned cases, then the function fpt next calls isSimpleNormalCrossing(f) (see Section 4.3) to check whether the polynomial $f$ defines (locally, at the origin) a simple normal crossing divisor, in which case the $F$-pure threshold is simply the reciprocal of the largest multiplicity occurring in that factorization. Note that the function factor is called whenever isSimpleNormalCrossing is used, and that can sometimes make the verification slow. The user can avoid this by setting UseSpecialAlgorithms to false.

### 4.2. When no special algorithm applies.

We now explain how the function fpt proceeds when no special algorithm is available, or when UseSpecialAlgorithms is set to false. In this case, fpt computes a sequence of lower and upper bounds for the $F$-pure threshold of $f$, and either finds its exact value in this process, or outputs the last of these sets of bounds, which will be the tightest among all computed. The value of the option DepthOfSearch determines the precision of the initial set of bounds, and the option Attempts determines, roughly, how many new, tighter sets of bounds are to be computed.

More specifically, let $e$ denote the value of the option DepthOfSearch, which conservatively defaults to 1. The fpt function first computes $v = v_f(p^e)$, which agrees with the output of frobeniusNu(e,f). It is well known that the $F$-pure threshold of $f$ is greater than $v/p^e$ and at most $(v + 1)/p^e$, and applying [Hernández 2012, Proposition 4.2] to the lower bound tells us that the $F$-pure threshold of $f$ must be at least $v/(p^e - 1)$. In summary, we know that the $F$-pure threshold of $f$ must lie in the closed interval

\[ \left[ \frac{v}{p^e - 1}, \frac{v + 1}{p^e} \right]. \]
With these estimates in hand, the subroutine `guessFPT` is called to make some “educated guesses” in an attempt to identify the $F$-pure threshold within this interval, or at least narrow down this interval to produce improved estimates. The number of “guesses” is controlled by the option `Attempts`, which conservatively defaults to 3. If `Attempts` is set to 0, then `guessFPT` is bypassed. If `Attempts` is set to at least 1, then a first check is run to verify whether the right-hand endpoint $(v + 1)/p^e$ of the above interval (†) is the $F$-pure threshold.

To illustrate these options, first we obtain a rather crude estimate for the $F$-threshold of a polynomial.

```plaintext
i9 : f = x^2*(x + y)^3*(x + 3*y^2)^5;
i10 : fpt(f, Attempts => 0)
o10 = {0, -}
o10 : List
```

Increasing the depth of search, we obtain a better estimate.

```plaintext
i11 : fpt(f, Attempts => 0, DepthOfSearch => 3)
o11 = {---, ---}
o11 : List
```

Finally, increasing the number of attempts we find that the right-hand endpoint of the above interval is the desired $F$-pure threshold.

```plaintext
i12 : fpt(f, Attempts => 1, DepthOfSearch => 3)
o12 = ---
o12 : QQ
```

If `Attempts` is set to at least 2 and the right-hand endpoint $(v + 1)/p^e$ of the interval (†) is not the $F$-pure threshold, then a second check is run to verify whether the left-hand endpoint $v/(p^e - 1)$ of this interval is the $F$-pure threshold.

```plaintext
i13 : f = x^6*y^4 + x^4*y^9 + (x^2 + y^3)^3;
i14 : fpt(f, Attempts => 1, DepthOfSearch => 3)
o14 = {---, ---}
o14 : List
```

With `Attempts` set to 2, we find that the left-hand endpoint of the above interval is the desired $F$-pure threshold.

```plaintext
i15 : fpt(f, Attempts => 2, DepthOfSearch => 3)
o15 = --
o15 : QQ
```
If neither endpoint is the $F$-pure threshold and \texttt{Attempts} is set to more than 2, then additional checks are performed at certain numbers within the interval. First, a number in the interval is selected, according to criteria specified by the value of the option \texttt{GuessStrategy}; we refer the reader to the documentation of this option for more details. Then the function \texttt{compareFPT} is used to test that number. If that “guess” is correct, its value is returned; otherwise, the information returned by \texttt{compareFPT} is used to narrow down the interval, and this process is repeated as many times as specified by \texttt{Attempts}.

```plaintext
i16 : f = x^3*y^11*(x + y)^8*(x^2 + y^3)^8;

i17 : fpt(f, DepthOfSearch => 3, Attempts => 4)
o17 = {1/20, 4/75}
o17 : List

i18 : fpt(f, DepthOfSearch => 3, Attempts => 6)
o18 = {13/250, 4/75}
o18 : List

i19 : fpt(f, DepthOfSearch => 3, Attempts => 8)
o19 = 1/19
o19 : QQ
```

The option \texttt{Bounds} allows the user to specify known lower and upper bounds for the $F$-pure threshold of \( f \), in order to speed up computations or to refine previously obtained estimates.

```plaintext
i20 : f = x^7*y^5*(x + y)^5*(x^2 + y^3)^4;

i21 : fpt(f, DepthOfSearch => 3, Attempts => 5)
o21 = {19/250, 1/13}
o21 : List

i22 : fpt(f, DepthOfSearch => 3, Attempts => 5, Bounds => oo)
o22 = {45/589, 1/13}
o22 : List
```

If \texttt{guessFPT} is unsuccessful and \texttt{FinalAttempt} is set to \texttt{true}, the \texttt{fpt} function proceeds to use the convexity of the $F$-signature function and a secant line argument to attempt to narrow down the interval bounding the $F$-pure threshold. If successful, the new lower bound may coincide with the upper bound, in which case we can conclude that it is the desired $F$-pure threshold. If this is not the case, a check is performed to verify if the new lower bound is the $F$-pure threshold.

```plaintext
i23 : f = 2*x^10*y^8 + x^4*y^7 - 2*x^3*y^8;

i24 : numeric fpt(f, DepthOfSearch => 3)
o24 = {.14, .144}
o24 : List
```
With `FinalAttempt` set to `true`, we can slightly improve this estimate.

```plaintext
i25 : numeric fpt(f, DepthOfSearch => 3, FinalAttempt => true)
o25 = {.142067, .144}
o25 : List
```

The computations performed when `FinalAttempt` is set to `true` are often slow, and often fail to improve the estimate, and for this reason, this option should be used sparingly. It is typically more effective to increase the values of `Attempts` or `DepthOfSearch`, instead.

```plaintext
i26 : time numeric fpt(f, DepthOfSearch => 3, FinalAttempt => true)
   -- used 0.72874 seconds
o26 = {.142067, .144}
o26 : List
i27 : time fpt(f, DepthOfSearch => 3, Attempts => 7)
   -- used 0.452872 seconds
o27 = 1
o27 : QQ
i28 : time fpt(f, DepthOfSearch => 4)
   -- used 0.338834 seconds
o28 = 1
o28 : QQ
```

As seen in several examples above, when the exact answer is not found, a list containing the endpoints of an interval containing the $F$-pure threshold of $f$ is returned. Whether that interval is open, closed, or a mixed interval depends on the options passed (it will be open whenever `Attempts` is set to at least 3); if the option `Verbose` is set to `true`, the precise interval will be printed.

```plaintext
i29 : fpt(f, DepthOfSearch => 3, FinalAttempt => true, Verbose => true)
   Starting fpt ...
   fpt is not 1 ...
   Verifying whether special algorithms apply ...
   Special fpt algorithms were not used ...
   $\nu$ has been computed: $\nu = \text{frobeniusNu}(3,f) = 17$ ...
   fpt lies in the interval $[\nu/(p^e-1), (\nu+1)/p^e] = [17/124, 18/125]$ ...
   Starting guessFPT ...
   The right-hand endpoint is not the fpt ...
   The left-hand endpoint is not the fpt ...
   guessFPT narrowed the interval down to $(7/50, 18/125)$ ...
   Beginning F-signature computation ...
   First F-signature computed: $s(f, (\nu-1)/p^e) = 793/15625$ ...
   Second F-signature computed: $s(f, \nu/p^e) = 342/15625$ ...
   Computed F-signature secant line intercept: $8009/56375$ ...
   F-signature intercept is an improved lower bound;
   Using F-regularity to check if it is the fpt ...
   The new lower bound is not the fpt ...
   fpt failed to find the exact answer; try increasing the value of DepthOfSearch or Attempts.
   fpt lies in the interval $(8009/56375, 18/125)$.
```

```plaintext
o29 = -----, ---
    56375  125
```

```plaintext
o29 : List
```
Finally, we point out that one can set the option `AtOrigin` from its default value of `true` to `false`, to compute the $F$-pure threshold globally. In other words, it computes the minimum of the $F$-pure threshold at all maximal ideals.

```plaintext
i30 : R = ZZ/7[x,y];
i31 : f = x*(y - 1)^2 - y*(x - 1)^3;
i32 : fpt(f)
o32 = 1
i33 : fpt(f, AtOrigin => false)
o33 = -6
```

In this case, most features enabled by `UseSpecialAlgorithms => true` are ignored, except for the check for simple normal crossings; `FinalAttempt => true` is also ignored.

4.3. The function `isSimpleNormalCrossing`. As mentioned earlier, `isSimpleNormalCrossing` verifies whether a polynomial $f$ defines a simple normal crossing divisor. Suppose that $f$ has factorization $f_1^{a_1} f_2^{a_2} \cdots f_n^{a_n}$. Recall that $f$ defines a simple normal crossing divisor at a point if, locally, its factors form part of a regular system of parameters. The function `isSimpleNormalCrossing` determines whether $f$ defines a simple normal crossing divisor at the origin by computing the Jacobian matrix of each subset of $\{f_1, \ldots, f_n\}$ (evaluated at the origin), and checking that these matrices have the expected rank, and that these subsets generate ideals of the appropriate height.

```plaintext
i34 : R = ZZ/7[x,y,z];
i35 : isSimpleNormalCrossing(x^2 - y^2)
o35 = true
i36 : isSimpleNormalCrossing(x^2 - y*z)
o36 = false
```

The function `isSimpleNormalCrossing` is exposed to the user, so can be used independently of any $F$-pure threshold calculation. If the user sets its option `AtOrigin` to `false` (its default value is `true`), then the function checks whether $f$ defines a simple normal crossing divisor everywhere, which can be much slower, since Jacobian ideals are computed.

```plaintext
i37 : R = QQ[x,y,z];
i38 : f = (y - (x - 1)^2)*y^2;
i39 : isSimpleNormalCrossing(f)
o39 = true
i40 : isSimpleNormalCrossing(f, AtOrigin => false)
o40 = false
```

5. Possible Future Directions. As a natural and simple way to extend the functionality of the `FrobeniusThresholds` package, we wish to implement a method analogous to `fpt` to compute $F$-thresholds of polynomials with respect to arbitrary ideals. Although most of our current specialized algorithms do
The lack of specialized algorithms for the computation of $F$-thresholds, noted above, has one exception: the algorithm for computing the $F$-pure threshold of a homogeneous polynomial in two variables. Results of [Hernández and Teixeira 2017] show that this algorithm can be easily modified to compute $F$-thresholds of such polynomials with respect to ideals generated by two relatively prime homogeneous polynomials. Once this is implemented, we will be able to compute $F$-thresholds of polynomials in two variables homogeneous under nonstandard grading, as those agree with $F$-thresholds of standard-homogeneous polynomials (with respect to different ideals). For instance, the $F$-pure threshold of the polynomial $x^6 + x^2y^2 + y^3$, homogeneous under the grading $\deg x = 1$, $\deg y = 2$, can be computed as the $F$-threshold of the standard-homogeneous polynomial $x^6 + x^2y^4 + y^6$ with respect to the ideal $(x, y^2)$.

It would be desirable to develop and implement additional algorithms for computing $F$-pure thresholds and $F$-jumping numbers for additional classes of polynomials. Along with Josep Álvarez Montaner, Jack Jeffries, and Luis Núñez-Betancourt, we are currently working on developing such algorithms. The theoretical foundation of these algorithms lies in polyhedral geometry and integer programming, making them natural candidates for implementation in *Macaulay2*.

Finally, one natural direction of development would be to incorporate the test ideals $\tau(I^t)$ when computing $F$-thresholds in the case where the ideal $I$ is nonprincipal. The theoretical foundation for computing such test ideals has already largely been worked out in [Schwede and Tucker 2014], but such an update to the *FrobeniusThresholds* package would require the *TestIdeals* package to be updated first.
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Computing theta functions with Julia

DANIELE AGOSTINI AND LYNN CHUA

ABSTRACT: We present a new package Theta.jl for computing the Riemann theta function. It is implemented in Julia and offers accurate numerical evaluation of theta functions with characteristics and their derivatives of arbitrary order. Our package is optimized for multiple evaluations of theta functions for the same Riemann matrix, in small dimensions. As an application, we report on experimental approaches to the Schottky problem in genus 5.

1. INTRODUCTION. The Riemann theta function is the holomorphic function
\[ \theta : \mathbb{C}^g \times \mathbb{H}_g \to \mathbb{C}, \quad \theta(z, \tau) = \sum_{n \in \mathbb{Z}^g} e\left(\frac{1}{2}n^t \tau n + n^t z\right) \]

where \( e(x) = e^{2\pi i x} \) and \( \mathbb{H}_g \) is the Siegel upper-half space, which consists of all complex symmetric \( g \times g \) matrices with positive definite imaginary part. Theta functions occupy a central role throughout mathematics, appearing in fields as diverse as algebraic geometry [Birkenhake and Lange 2004; Mumford 2007], number theory [Mumford 2007; Eichler and Zagier 1985], differential geometry [Agostini et al. 2020], integrable systems [Krichever and Shiota 2013; Segur 2008], discrete mathematics [Regev and Stephens-Davidowitz 2017], cryptography [Gaudry 2007] and statistics [Agostini and Améndola 2019].

We present a new package Theta.jl for numerical computations of theta functions, programmed in Julia [Bezanson et al. 2017]. Our package is specialized for multiple evaluations of theta functions for the same Riemann matrix \( \tau \in \mathbb{H}_g \) and different \( z \), for small values of the genus \( g \). Our implementation is based on the algorithm from [Deconinck et al. 2004], which we extend to support computations of theta functions with characteristics and derivatives of arbitrary order. Our package is designed as an alternative to existing packages such as algcurves [Deconinck et al. 2004] in Maple, abelfunctions [Swierczewski and Deconinck 2016] in Sage and [Frauendiener et al. 2019] in Matlab, with additional functionalities and optimizations.

As an application, we study numerical approaches to the Schottky problem in genus 5. The Schottky problem seeks to recognize Jacobians of curves amongst principally polarized abelian varieties, and has been one of the central questions in algebraic geometry since the 19th century [Grushevsky 2012]. The first nontrivial case of the Schottky problem is in genus 4, which is completely solved [Igusa 1981]. For a recent approach linking computations and tropical geometry, see [Chua et al. 2019]. In this paper, we
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describe computational approaches for studying the Schottky problem in genus 5, using our new package. In particular, we use \texttt{Theta.jl} to compute the equations in [Farkas et al. 2021; Accola 1983] which give a weak solution to the Schottky problem in genus 5. We also use our package for computations on the genus 5 Schottky problem for Jacobians with a vanishing theta null, which is described in our companion paper [Agostini and Chua 2019].

2. \textsc{Theta Functions.} We recall here the basic definitions about theta functions with characteristics. For a more detailed account we refer to [Birkenhake and Lange 2004; Mumford 2007; Igusa 1981]. A characteristic is an element $m \in (\mathbb{Z}/2\mathbb{Z})^{2g}$, which we represent as a vector $m=\begin{bmatrix} \varepsilon \\ \delta \end{bmatrix}$ where $\varepsilon, \delta \in \{0, 1\}^g$. The Riemann theta function with characteristic $m$ is defined as

$$\theta[m](z, \tau) = \theta\left[\begin{bmatrix} \varepsilon \\ \delta \end{bmatrix}\right](z, \tau) = \sum_{n \in \mathbb{Z}^g} e\left(\frac{1}{2} \left( n + \frac{\varepsilon}{2} \right)^T \tau \left( n + \frac{\varepsilon}{2} \right) + \left( n + \frac{\varepsilon}{2} \right)^T (z + \frac{\delta}{2}) \right)$$

and it is a holomorphic function $\theta[m] : \mathbb{C}^g \times \mathbb{H}_g \to \mathbb{C}$. The Riemann theta function in (1) is a special case of (2), where the characteristic is the all-zero vector. The sign of a characteristic $m$ is defined as $e(m) = (-1)^{\varepsilon \delta}$, and we call a characteristic even or odd if the sign is 1 or $-1$, respectively. As a function of $z$, $\theta[m](z, \tau)$ is even (respectively, odd) if and only if the characteristic $m$ is even (respectively, odd).

There are $2^{g-1}(2^g+1)$ even theta characteristics and $2^{g-1}(2^g-1)$ odd theta characteristics.

The theta constants are the functions on $\mathbb{H}_g$ obtained by evaluating the theta functions with characteristics at $z=0$,

$$\theta[m](\tau) = \theta[m](0, \tau).$$

Theta constants corresponding to odd characteristics vanish identically.

3. \textsc{Numerically Approximating Theta Functions.} We describe in this section the algorithm that we use to compute theta functions in \texttt{Theta.jl}. In our implementation, we modify the algorithm from [Deconinck et al. 2004], generalizing it for theta functions with characteristics and derivatives of arbitrary order.

In this section, we separate $z \in \mathbb{C}^g$ and $\tau \in \mathbb{H}_g$ into real and imaginary parts, by writing $z = x + iy$, $\tau = X + iY$, where $x, y \in \mathbb{R}^g$ and $X, Y$ are real symmetric $g \times g$ matrices. We also denote by $Y = T' T$ the Cholesky decomposition of $Y$, where $T$ is upper-triangular. For any real vector $V \in \mathbb{R}^g$, we use $\lceil V \rceil$ to denote the vector whose entries are the entries of $V$ rounded to the closest integers, and we denote $\lfloor V \rfloor = V - \lceil V \rceil$.

We set $v(n) = \sqrt{\pi} T (n + [\lfloor Y^{-1} y \rfloor])$ and we define the lattice $\Lambda = \{ v(n) \mid n \in \mathbb{Z}^g \}$, letting $\rho$ be the length of the shortest nonzero vector in $\Lambda$. We denote by $\Gamma(z, x) = \int_x^\infty t^{z-1} e^{-t} dt$ the incomplete Gamma function.

3A. \textsc{Theta functions with characteristics.} Deconick et al. [2004] derive numerical approximations of the theta function and its first and second derivatives. We extend their results for computing theta functions with characteristics and derivatives of arbitrary order.
We denote the $N$-th order derivative of the theta function along the vectors $k^{(1)}, \ldots, k^{(N)}$ as

$$D(k^{(1)}, \ldots, k^{(N)})\theta(z, \tau) = \sum_{i_1, \ldots, i_N=1}^{g} k_{i_1}^{(1)} \ldots k_{i_N}^{(N)} \frac{\partial^N \theta(z, \tau)}{\partial z_{i_1} \ldots \partial z_{i_N}}. \tag{4}$$

By the quasiperiodicity of the theta function, it suffices to consider inputs $z$ of the form $z = a + \tau b$, for $a, b \in [0, 1)^g$. 

**Theorem 3.1.** Fix $\tau \in \mathbb{H}_g$, $\epsilon > 0$. Let $k^{(1)}, \ldots, k^{(N)} \in \mathbb{C}^g$ be unit vectors, and let $R$ be the greater of $\frac{1}{2}\sqrt{g + 2N + \sqrt{g^2 + 8N + \frac{\rho^2}{2}}}$ and the real positive solution of $R$ in

$$\epsilon = (2\pi)^N \frac{g}{2} \left( \frac{2}{\rho} \right)^g \sum_{j=0}^{N} \left( \begin{array}{c} N \\ j \end{array} \right) \frac{1}{\pi j/2} \|T^{-1}\| ||^j \sqrt{g}^{N-j} \Gamma \left( \frac{g+j}{2}, \left( R - \frac{\rho}{2} \right)^2 \right). \tag{5}$$

For $z$ of the form $z = a + \tau b$, for $a, b \in [0, 1)^g$, and $[\hat{\epsilon} \hat{\delta}] \in [0, 1)^{2g}$, the $N$-th derivative

$$D(k^{(1)}, \ldots, k^{(N)})\theta \left[ \begin{array}{c} \hat{\epsilon} \\ \hat{\delta} \end{array} \right] (z, \tau)$$

of the theta function with characteristic is approximated by

$$e^{\pi i Y^{-1}Y (2\pi i)^N \sum_{n \in C_R} (k^{(1)}.(n-\eta)) \ldots (k^{(N)}.(n-\eta))} \times e^{-\frac{1}{2} (n-\eta)' X (n-\eta) + (n-\eta)' \left( x + \frac{\delta}{2} \right) e^{-\|v(n+\frac{\hat{\delta}}{2})\|^2}. \tag{6}$$

with an absolute error $\epsilon$ on the product of $(2\pi i)^N$ with the sum, where $\eta = [Y^{-1}Y - \frac{\epsilon}{2}]$ and

$$C_R = \{ n \in \mathbb{Z}^g \mid \pi(n-c)^t Y (n-c) < R^2, |c_j| < 1, \text{ for all } j = 1, \ldots, g \}. \tag{7}$$

**Proof.** We first consider the case $N = 0$ without derivatives. Then the result for characteristics $\epsilon = \delta = 0$ is proven in [Deconinck et al. 2004, Theorem 2], where they replace the deformed ellipsoid $C_R$ in (7) with the ellipsoid

$$S_R = \{ n \in \mathbb{Z}^g \mid \|v(n)\| < R \}. \tag{8}$$

For arbitrary characteristics $\epsilon, \delta$, we see from (2) that we can compute the corresponding theta function in a similar way to the usual theta function, by translating $z$ to $z + \frac{\hat{\delta}}{2}$, and translating the lattice points in the sum from $n$ to $n + \frac{\hat{\delta}}{2}$. Note that this only changes the real part of $z$, while the imaginary part stays the same. Hence the approximation in Theorem 3.1 holds for theta functions with characteristics, if we take the sum over the ellipsoid

$$S_{R,\epsilon} = \left\{ n \in \mathbb{Z}^g \mid \|v\left( n + \frac{\epsilon}{2} \right)\| < R \right\}. \tag{9}$$

To obtain a uniform approximation for any $z \in \mathbb{C}^g$ and any characteristic, we take the union of the ellipsoids $S_{R,\epsilon}$ from (9) as $\epsilon$ and $\delta$ vary. Since $v(n + \frac{\hat{\delta}}{2}) = \sqrt{\pi} T\left( n + [Y^{-1}Y] + \frac{\epsilon}{2} \right)$, and the entries
of \([Y^{-1}y] + \frac{\epsilon}{n}\) have absolute value at most 1, it follows that the deformed ellipsoid \(C_R\) from (7) is the union of the ellipsoids \(S_{R,\epsilon}\).

To prove the result in the case of derivatives of order \(N\), it will be enough to prove it for the case of zero characteristics, and then follow the same strategy as above. More precisely, we are going to prove the same statement as in Theorem 3.1, where \(\epsilon = \delta = 0\) and \(C_R\) is replaced by

\[
U_R = \{ n \in \mathbb{Z}^g \mid \pi(n - c)^t Y(n - c) < R^2, |c_j| < 1/2, \text{ for all } j = 1, \ldots, g \}. 
\]

To do so, we write the derivative as

\[
D(k^{(1)}, \ldots, k^{(N)})\theta(z, \tau) = (2\pi i)^N \sum_{n \in \mathbb{Z}^g} (k^{(1)} \cdot n) \cdots (k^{(N)} \cdot n) e^{\frac{i}{2} n^t \tau n + n^t z}
\]

and then the error in the approximation is

\[
\epsilon = \left| (2\pi i)^N \sum_{n \in \mathbb{Z}^g \setminus U_R} (k^{(1)} \cdot (n - [Y^{-1}y])) \cdots (k^{(N)} \cdot (n - [Y^{-1}y]))
\times e^{\left(\frac{i}{2} (n - [Y^{-1}y])^t X (n - [Y^{-1}y]) + (n - [Y^{-1}y])^t x\right)} e^{-\|v(n)\|^2}\right|
\]

Since the \(k^{(i)}\) have norm one, using the triangle inequality and the Cauchy–Schwarz inequality we can bound this by

\[
\epsilon \leq (2\pi)^N \sum_{n \in \mathbb{Z}^g \setminus U_R} \|n - [Y^{-1}y]\|^N e^{-\|v(n)\|^2} = (2\pi)^N \sum_{n \in \mathbb{Z}^g \setminus U_R} \left\| \frac{1}{\sqrt{\pi}} T^{-1} v(n) - Y^{-1} y \right\|^N e^{-\|v(n)\|^2}.
\]

Using again the triangle inequality and the binomial expansion, we get to the bound

\[
\epsilon \leq (2\pi)^N \sum_{j=0}^{N} \binom{N}{j} \frac{1}{\pi^{j/2}} \|T^{-1}\|^j \|Y^{-1}y\|^{N-j} \sum_{n \in \mathbb{Z}^g \setminus U_R} \|v(n)\|^j e^{-\|v(n)\|^2}.
\]

We then apply [Deconinck et al. 2004, Lemma 2] to get the bound

\[
\epsilon \leq (2\pi)^N \sum_{j=0}^{N} \binom{N}{j} \frac{1}{\pi^{j/2}} \|T^{-1}\|^j \|Y^{-1}y\|^{N-j} \frac{g}{2} \left(\frac{2}{\rho}\right)^g \Gamma\left(\frac{g+j}{2}, \left(R - \frac{\rho}{2}\right)^2\right).
\]

\[
\leq (2\pi)^N \frac{g}{2} \sum_{j=0}^{N} \binom{N}{j} \frac{1}{\pi^{j/2}} \|T^{-1}\|^j \|Y^{-1}y\|^{N-j} \Gamma\left(\frac{g+j}{2}, \left(R - \frac{\rho}{2}\right)^2\right).
\]

For inputs \(z\) of the form \(z = a + \tau b\), we can write \(z\) as \(z = a + (X + iY)b = (a + Xb) + iYb = x + iy\). Then \(\|Y^{-1}y\| = \|b\| \leq \sqrt{g}\). Substituting this into the expression for \(\epsilon\), the result follows.

**Remark 3.2.** The \(R\) appearing in Theorem 3.1 is computed numerically.


**4A. Interface.** Our Julia package Theta.jl is available at the following website, which has instructions and a link to more detailed documentation:

https://github.com/chualynn/Theta.jl
We describe the basic interface of the package here. Starting with a matrix $\tau \in \mathbb{H}_g$, we first construct a `RiemannMatrix` from it. This is a type in `Theta.jl` which contains information needed to compute the theta function with input $\tau$. As an example, we start with a genus 5 curve defined by the singular model

$$x^6y^2 - 4x^4y^2 - 2x^3y^3 - 2x^4y + 2x^3y + 4x^2y^2 + 3xy^3 + y^4 + 4x^2y + 2xy^2 + x^2 - 4xy - 2y^2 - 2x + 1. \quad (11)$$

We compute the Riemann matrix $\tau$ of the curve using the package [Bruin et al. 2019] in [SageMath], and we type it as an input in Julia. We then construct a `RiemannMatrix` in `Theta.jl`, where we specify in the input the options to compute a Siegel transformation, an error of $10^{-12}$, and to compute derivatives up to the fourth order.

```
julia> R = RiemannMatrix($\tau$, siegel=true, $\epsilon=1.0e-12, nderivs=4);
```

We pick some input $z$ and compute the theta function $\theta(z, \tau)$ as follows:

```
julia> z = [1.041+0.996im; 1.254+0.669im; 0.591+0.509im; -0.301+0.599im; 0.388+0.051im];
```

```
julia> theta(z, R)
```

$-854877.6514446283 + 2.3935081163150463e6im$

We can compute derivatives of theta functions by specifying the directions using the optional argument `derivs`. For instance, to compute $\frac{\partial^3 \theta}{\partial z_3 \partial z_4}(z, \tau)$, we use

```
julia> theta(z, R, derivs=[[0,0,1,0,0], [0,0,0,1,0]])
```

$1.0478325534969474e8 - 3.369999441122761e8im$

We can also compute derivatives of theta functions with characteristics, where we specify the characteristic using the optional argument `char`.

```
julia> theta(z, R, derivs=[[1,0,0,0,0]], char=[[0,1,0,0,1],[1,1,0,0,1]])
```

$-2.448093122926732e7 + 3.582557740667034e7im$

### 4B. Algorithms.

We describe here some details of the algorithms and the design choices that we made in our implementation.

**Choice of ellipsoid.** We optimize our package for multiple evaluations of theta functions at the same Riemann matrix $\tau$, and with different inputs $z$, characteristics and derivatives. We do this using the approximation in Theorem 3.1, which allows us to compute derivatives of theta functions with characteristics, for inputs $z$ of the form $z = a + \tau b$, for $a, b \in [0, 1)^g$. In this approximation, we take the sum over the deformed ellipsoid $C_R$ of (7), which depends only on the order $N$ of the derivative for a fixed $\tau$. Hence it suffices to compute the ellipsoids $C_R$ once for each order of the derivative that we are interested in, after which we can compute theta functions for any $N$-th order derivatives. These ellipsoids are stored in the `RiemannMatrix` type.

**Lattice reductions.** In [Deconinck et al. 2004], the authors approximate the length $\rho$ of the shortest vector of the lattice generated by $T$ using the LLL algorithm by Lenstra, Lenstra and Lovász [Lenstra et al. 1982].
This is a reasonable choice if \( g \) is large, since the LLL algorithm gives a polynomial time approximation, but with an error that grows exponentially with \( g \). In our implementation, since we focus on lattices with small dimensions, we compute the shortest vector exactly using the enumeration algorithm in [Schnorr and Euchner 1994]. Moreover, by computing \( \rho \) exactly, we obtain a smaller ellipsoid (7) than if we use the LLL algorithm.

If we are interested in computing the theta function for a fixed \( \tau \) at many values of \( z \), it may be more efficient if we transform \( \tau \) such that the ellipsoids in (7) contain fewer lattice points. For this purpose, we use Siegel’s algorithm, which iteratively finds a new matrix where the corresponding ellipsoid has a smaller eccentricity. In our implementation, we compute the Siegel transformation once for each Riemann matrix, and work with the Siegel-transformed matrix for all computations. We use the algorithm for Siegel reduction described in [Deconinck et al. 2004; Frauendiener et al. 2019], where we use the algorithm for HKZ reduction in [Zhang et al. 2012] as a subroutine.

### 4C. Comparisons with other packages.

The main advantage of Theta.jl over other packages [Deconinck et al. 2004; Frauendiener et al. 2019; Swierczewski and Deconinck 2016] is that we support computations of theta functions with characteristics, as well as their derivatives, which to our knowledge is not implemented elsewhere. Moreover, we make optimizations described in Section 4B for faster computations with a fixed Riemann matrix of low genus.

We compare the performance of Theta.jl with the Sage package abelfunctions [Swierczewski and Deconinck 2016], by comparing the average time taken to compute the genus 5 FGSM relations of Section 5A, as well as to compute the Hessian matrix of Section 5C. For our experiments, we sample matrices in the Siegel upper-half space as follows. First we sample \( 5 \times 5 \) matrices \( M_X, M_Y \) such that the entries are random floating point numbers between \(-1\) and \(1\), using the random number generators in Julia and NumPy. Then we sample \( \tau \in \mathbb{H}_5 \) as \( \tau = \frac{1}{2}(M_X + M_X^t) + M_Y^t M_Y i \). This is implemented in Theta.jl for general dimensions \( g \), in the function \texttt{random_siegel(g)}.

In each experiment, we randomly sample 1000 such matrices, then we compute the FGSM relations and the Hessian matrix using both packages on a standard laptop. We list in the table below the average time and standard deviation.

<table>
<thead>
<tr>
<th>experiment</th>
<th>package</th>
<th>average time (s)</th>
<th>standard deviation (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>FGSM</td>
<td>Theta.jl</td>
<td>2.5</td>
<td>0.6</td>
</tr>
<tr>
<td></td>
<td>abelfunctions</td>
<td>114.2</td>
<td>290.5</td>
</tr>
<tr>
<td>Hessian</td>
<td>Theta.jl</td>
<td>0.7</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td>abelfunctions</td>
<td>20.3</td>
<td>58.0</td>
</tr>
</tbody>
</table>

One major reason for the faster runtime on Theta.jl is the use of the Siegel transformation on the Riemann matrix, which is not implemented in abelfunctions. This also leads to the higher standard deviation in the computations for the latter.

### 5. Applications to the Schottky Problem in Genus 5.

Here we describe the main application that we had in mind when designing our package: experiments around the Schottky problem in genus 5. We start with a brief account of the background of the problem; see [Grushevsky 2012] for more details.
An abelian variety is a projective variety that has the structure of an algebraic group, and it is a fundamental object in algebraic geometry. Especially important are principally polarized abelian varieties, which can all be described in terms of Riemann matrices. For every $\tau \in \mathbb{H}_g$, we define the corresponding principally polarized abelian variety $(\text{ppav})$ as the quotient $A_\tau = \mathbb{C}^g / \Lambda_\tau$, where $\Lambda_\tau = \mathbb{Z}^g \oplus \tau \mathbb{Z}^g$ is a sublattice of $\mathbb{C}^g$. The polarization on $A_\tau$ is given by the theta divisor

$$\Theta_\tau = \{ z \in A_\tau \mid \theta(z, \tau) = 0 \}. \quad (12)$$

Two ppavs $A_\tau$ and $A_{\tau'}$ are isomorphic if and only if the corresponding Riemann matrices are related via an action of the symplectic group $\Gamma_g = \text{Sp}(2g, \mathbb{Z})$. Hence, the quotient $A_g = \mathbb{H}_g / \text{Sp}(2g, \mathbb{Z})$ is the moduli space of principally polarized abelian varieties of dimension $g$. This is a quasiprojective variety of dimension $\text{dim } A_g = \frac{1}{2} g^2 (g+1)$, and we can look at the theta constants $\theta[m](0, \tau)$ as homogeneous coordinates on (a finite cover of) $A_g$.

Perhaps the most important examples of abelian varieties are Jacobians of Riemann surfaces. The Jacobian of a Riemann surface $C$ of genus $g$ is defined as the quotient

$$J(C) = H^0(C, \omega_C)^\vee / H_1(C, \mathbb{Z}), \quad (13)$$

where the lattice $H^1(C, \mathbb{Z})$ is embedded in $H^0(C, \omega_C)^\vee$ via the integration pairing

$$H^0(C, \omega_C) \times H^1(C, \mathbb{Z}) \to \mathbb{C}, \quad (\omega, \alpha) \mapsto \int_\alpha \omega. \quad (14)$$

The Jacobian is a principally polarized abelian variety, and the corresponding Riemann matrix $\tau \in A_g$ can be obtained by computing bases of $H^0(C, \omega_C)$ and $H^1(C, \mathbb{Z})$, as well as the integration pairing. This is implemented numerically in the packages abelfunctions [Swierczewski and Deconinck 2016] and RiemannSurfaces [Bruin et al. 2019] in Sage, and algcurves [Deconinck et al. 2004] in Maple.

The Schottky locus $J_g$ is the closure of the set of Jacobian varieties in $A_g$, and the Schottky problem asks for a characterization of $J_g$ inside $A_g$. It is one of the most celebrated questions in algebraic geometry, dating from the 19th century. There are many possible interpretations of and solutions to the Schottky problem. Here we focus on the most classical one, which asks for equations in the theta constants $\theta[m](0, \tau)$ that vanish exactly on the Schottky locus. In this form, the Schottky problem is completely solved only in genus 4, with an explicit equation given by Schottky and Igusa [Igusa 1981]. A computational implementation and analysis of this solution was presented in [Chua et al. 2019].

The weak Schottky problem asks for explicit equations that characterize Jacobians up to extra irreducible components. A solution to this problem was given in genus 5 by Accola [1983], and in a recent breakthrough, by Farkas, Grushevsky and Salvati Manni in all genera [Farkas et al. 2021]. In the rest of this section, we discuss briefly these two solutions, together with related algorithms that we implemented in Theta.jl. We also present a computational solution of a weak Schottky problem for genus 5 Jacobians with a theta null, from our companion paper [Agostini and Chua 2019].
every genus \( g \geq 4 \) they give \((g-2)(g-3)\) explicit homogeneous equations of degree \(2^{3g-4+1}\) in the theta constants, such that their zero locus contains the Schottky locus as an irreducible component.

In the case of genus 5, this gives three equations of degree 128. We implement them in the function \texttt{fgsm()} in \texttt{Theta.jl}. Using the same example matrix \( \tau \) from Section 4A, the function \texttt{fgsm(\tau)} gives us the output \(7.85046293418876e-16\). This is expected since \( \tau \) is the Jacobian of a genus 5 curve.

5B. Accola’s equations in genus 5. A solution to the weak Schottky problem in genus 5 was given in [Accola 1983], in the form of eight equations of degree 32 in the theta constants whose zero locus contains the Schottky locus as an irreducible component. We implement these equations in the function \texttt{accola()} in \texttt{Theta.jl}. Again using the example \( \tau \) from Section 4A, the function \texttt{accola(\tau)} gives us the output \(3.062334813867916e-9\), which is expected since \( \tau \) is in the Schottky locus.

5C. The Schottky problem for Jacobians with a vanishing theta null. We describe here a variant of the Schottky problem focusing on two-torsion points on Jacobians, referring to our companion article [Agostini and Chua 2019] for a more complete account. A two-torsion point on an abelian variety \( A_{\tau} \) is a point \( z \in A_{\tau} \) such that \(2z = 0\). These can be written as

\[
z = \frac{\varepsilon}{2} + \tau \frac{\delta}{2}, \quad \text{for } m = \begin{bmatrix} \varepsilon \\ \delta \end{bmatrix} \in (\mathbb{Z}/2\mathbb{Z})^{2g}.
\]

(15)

Hence two-torsion points correspond to characteristics, and we say that such a point is even or odd if the corresponding characteristic is. Observe that

\[
\theta \left( \frac{\varepsilon}{2} + \tau \frac{\delta}{2}, \tau \right) = 0 \quad \text{if and only if} \quad \theta \left[ \begin{bmatrix} \varepsilon \\ \delta \end{bmatrix} \right](0, \tau) = 0.
\]

(16)

Thus the two-torsion points in \( \Theta_{\tau} \) correspond to the characteristics \( m \) such that the theta constants \( \theta[m](0, \tau) \) vanish. For this reason, we say that \( A_{\tau} \) has a vanishing theta null if it has an even two-torsion point in the theta divisor. The abelian varieties with this property have been intensely studied and they form a divisor \( \theta_{\text{null}} \) in \( A_g \). The Jacobians with a vanishing theta null lie in the locus \( J_g \cap \theta_{\text{null}} \) and they correspond to Riemann surfaces with an effective even theta characteristic. The Schottky problem in this case becomes that of recognizing \( J_g \cap \theta_{\text{null}} \) inside \( \theta_{\text{null}} \).

The first observation is that a vanishing theta null is automatically a singular point of the theta divisor, because the partial derivatives \( \partial \theta[m]/\partial z_i \) are odd. Hence one is led to study the local structure of \( \Theta_{\tau} \) around the singular point, and the first natural invariant is the rank of the quadric tangent cone, which corresponds to the rank of the Hessian matrix of \( \theta \) at the theta null. In particular, if a Jacobian has a vanishing theta null, then the quadric tangent cone has rank at most 3. Hence

\[
J_g \cap \theta_{\text{null}} \subseteq \theta_{\text{null}}^3,
\]

(17)

where we denote by \( \theta_{\text{null}}^3 \) the locus of abelian varieties with a vanishing theta null whose quadric tangent cone has rank at most 3. Conversely, Grushevsky and Salvati Manni [2008] proved that this inclusion is actually an equality in genus 4, confirming a conjecture of Farkas. In the same paper, they ask
whether $J_g \cap \theta_{null}$ is an irreducible component of $\theta_{null}^3$ in higher genera, which would imply a solution to the weak Schottky problem for Jacobians with a vanishing theta null. The main result of our companion paper [Agostini and Chua 2019] is an affirmative answer in genus 5.

**Theorem 5.1 [Agostini and Chua 2019].** In genus 5, the locus $J_5 \cap \theta_{null}$ is an irreducible component of $\theta_{null}^3$.

We observe that the containment $\tau \in \theta_{null}^3$ can be checked explicitly. Indeed, the condition of having an even two-torsion point in the theta divisor can be checked by evaluating the finitely many theta constants $\theta[m](0, \tau)$, and then numerically computing the rank of the Hessian matrix. We present such a computation here, which is also in [Agostini and Chua 2019]. From the example in Section 4A, we use the function `schottky_null` in Theta.jl. The output gives the even characteristic

$$m = \begin{bmatrix} 1 & 0 & 0 & 1 & 0 \\ 1 & 0 & 1 & 1 & 0 \end{bmatrix},$$

(18)

where the theta constant vanishes. The output also gives the corresponding Hessian matrix

$$
\begin{pmatrix}
7.58338 + 5.34729i & -9.31944 - 0.822821i & 13.9363 - 4.56541i & 2.89309 + 1.21773i & 3.86617 - 0.546202i \\
6.15667 - 1.90199i & 0.524289 - 3.64991i & -3.32248 + 4.10698i & 3.86617 - 0.546202i & -12.9726 - 1.928i
\end{pmatrix}
$$

The Hessian has the eigenvalues

$$47.946229109152995 + 9.491932144035298i,$$

$$-15.491689246713147 + 3.3401255907497958i,$$

$$-9.512858919129267 - 1.0587349322052013i,$$

$$-2.7271385943272036 \times 10^{-15} - 1.1117459994936022i \times 10^{-14},$$

$$-5.698014266322794 \times 10^{-15} + 6.342925068807627i \times 10^{-15},$$

so it has numerical rank 3 as expected.
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Decomposable sparse polynomial systems
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ABSTRACT: The Macaulay2 package DecomposableSparseSystems implements methods for studying and numerically solving decomposable sparse polynomial systems. We describe the structure of decomposable sparse systems and explain how the methods in this package may be used to exploit this structure, with examples.

1. INTRODUCTION. Améndola and Rodriguez [2016] gave numerical methods to efficiently solve systems of sparse polynomial equations in a family, when that family is decomposable (Definition 1). A consequence of Esterov’s study of Galois groups of systems of sparse polynomial equations [2019] is that for sparse systems, recognizing and computing a decomposition is algorithmic. Solving a decomposable sparse system reduces to solving two smaller sparse polynomial systems. In [Brysiewicz et al. 2021], we presented algorithms to detect and compute such decompositions, and a recursive algorithm exploiting decomposability for solving a decomposable sparse polynomial system using numerical homotopy continuation.

The Macaulay2 package DecomposableSparseSystems implements methods for decomposable sparse polynomial systems. These include methods to detect decomposability, to compute a decomposition, and a recursive procedure to compute numerical solutions to a given decomposable sparse system. Detection and computation of decompositions uses integer linear algebra, including computing a Smith normal form and the corresponding monomial changes of variables. Numerical homotopy continuation is used to compute solutions. When no further decompositions are possible, the algorithm solves multivariate systems using numerical software chosen by the user (default: PHCpack [Verschelde 1999]), and solves univariate polynomials using companion matrices.

Using the methods in DecomposableSparseSystems to solve a decomposable system allows for quicker solving and more accurate solution counts than calling other solvers. One reason is that after each decomposition, the child systems always involve either fewer variables, or polynomials of smaller degree. The cost of the methods in DecomposableSparseSystems is low as they rely only on linear algebra and numerical homotopy algorithms.
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2. DECOMPOSABLE SPARSE POLYNOMIAL SYSTEMS. A branched cover is a dominant map $\pi : X \to Y$ of irreducible varieties $X$ and $Y$ of the same dimension. There is a number $d$ (the degree of $\pi$) and an open dense subset $V$ of $Y$ such that $\pi^{-1}(v)$ consists of $d$ points for $v \in V$. When $d > 1$, the branched cover is nontrivial.

**Definition 1.** A branched cover $\pi : X \to Y$ is decomposable if it is a composition of nontrivial branched covers. That is, if there is a dense open subset $U \subset Y$ and a variety $Z$ such that $\pi^{-1}(U) \to U$ factors as $\pi^{-1}(U) \to Z \to U$, with each map a nontrivial branched cover.

In general it is not easy to determine if a branched cover is decomposable, or even to compute a decomposition for a decomposable branched cover. (See [Améndola et al. 2016, Section 5.4] and [Brysiewicz et al. 2021, Section 1.2] for examples and a discussion.)

An integer vector $\alpha \in \mathbb{Z}^n$ is the exponent of a (Laurent) monomial $x^\alpha := x_1^{a_1} \cdots x_n^{a_n}$. A (complex) linear combination of monomials $\sum c_\alpha x^\alpha$ is a (Laurent) polynomial. Monomials are multiplicative maps $(\mathbb{C}^\times)^n \to \mathbb{C}^\times$ and polynomials are maps $(\mathbb{C}^\times)^n \to \mathbb{C}$. For a finite set $\mathcal{A} \subset \mathbb{Z}^n$ of exponents, the set of all polynomials whose monomials have exponents contained in $\mathcal{A}$ (have support $\mathcal{A}$) forms the vector space $\mathbb{C}^{\mathcal{A}}$. Given a list $\mathcal{A}_* = (\mathcal{A}_1, \ldots, \mathcal{A}_n)$ of finite subsets of $\mathbb{Z}^n$, write $\mathbb{C}^{\mathcal{A}_*}$ for the vector space $\mathbb{C}^{\mathcal{A}_1} \oplus \cdots \oplus \mathbb{C}^{\mathcal{A}_n}$ of lists $F = (f_1, \ldots, f_n)$ of polynomials with $f_i$ having support $\mathcal{A}_i$. Such a list $F \in \mathbb{C}^{\mathcal{A}_*}$ is a function $F : (\mathbb{C}^\times)^n \to \mathbb{C}^n$, and $F = 0$ is a system of sparse polynomials with support $\mathcal{A}_*$ whose solutions are $F^{-1}(0)$.

**Example 2.** Let $\mathcal{A}_* = (\mathcal{A}_1, \mathcal{A}_2)$ be the pair of supports in $\mathbb{Z}^2$ illustrated in Figure 1. The corresponding vector spaces of polynomials are

\[
\mathbb{C}^{\mathcal{A}_1} = \{a_1 + a_2 xy^2 + a_3 x^2 y + a_4 x^3 y^3 \mid a_i \in \mathbb{C}\},
\]
\[
\mathbb{C}^{\mathcal{A}_2} = \{b_1 + b_2 y^3 + b_3 xy^2 + b_4 x^4 y^2 \mid b_j \in \mathbb{C}\},
\]
and $\mathbb{C}^{\mathcal{A}_*}$ is the space of systems of the form

\[
F = \left(\begin{array}{c}
a_1 + a_2 xy^2 + a_3 x^2 y + a_4 x^3 y^3 \\
b_1 + b_2 y^3 + b_3 xy^2 + b_4 x^4 y^2
\end{array}\right), \quad a_i, b_j \in \mathbb{C}.
\]
In DecomposableSparseSystems, the family $\mathbb{C}^{A^*}$ is encoded by a list of matrices whose column vectors are the exponent vectors of each polynomial. Given a system $F \in \mathbb{C}^{A^*}$, these data can be extracted from a given system via the Macaulay2 function exponent.

The Bernstein–Kushnirenko theorem [Bernstein 1975] provides a sharp upper bound on the number of solutions to a system of sparse polynomials. Denote the convex hull of a set $A \subseteq \mathbb{R}^n$ by $\text{conv}(A)$. Given a list of supports $A_\nu = (A_1, \ldots, A_n)$, let $\text{MV}(A_\nu)$ be the mixed volume (see [Ewald 1996, Section IV.3]) of the list $(\text{conv}(A_1), \ldots, \text{conv}(A_n))$.

**Theorem 3** (Bernstein–Kushnirenko). Let $A_\nu$ be a list of $n$ finite subsets of $\mathbb{Z}^n$. For $F \in \mathbb{C}^{A^*}$, the number of isolated solutions in $(\mathbb{C}^n)^n$ to the system $F = 0$ is bounded above by $\text{MV}(A_\nu)$ and this bound is achieved for $F$ lying in a dense, open subset of $\mathbb{C}^{A^*}$.

Define $X_{A_\nu} \subset (\mathbb{C}^n)^n \times \mathbb{C}^{A^*}$ to be the set of pairs $(x, F)$ such that $F(x) = 0$. For $F \in \mathbb{C}^{A^*}$, the fiber $\pi^{-1}(F)$ of the map $\pi : X_{A_\nu} \rightarrow \mathbb{C}^{A^*}$ consists of solutions to $F = 0$. By the Bernstein–Kushnirenko theorem, the map $\pi$ has degree $\text{MV}(A_\nu)$. When $\text{MV}(A_\nu) \geq 1$, it is a branched cover. When the branched cover $\pi : X_{A_\nu} \rightarrow \mathbb{C}^{A^*}$ is decomposable, we say the sparse system $F \in \mathbb{C}^{A^*}$ is decomposable. Decomposability depends only on the support $A_\nu$ of a system.

There are two transparent ways for a sparse system to decompose.

**Lacunary.** A system $F \in \mathbb{C}^{A^*}$ is *lacunary* if there is a surjective monomial map $\Phi : (\mathbb{C}^n)^n \rightarrow (\mathbb{C}^n)^n$ such that $F = G \circ \Phi$ for some sparse polynomial system $G$. We require that $\Phi$ be nontrivial in that its kernel is not the identity subgroup. A lacunary system $F = G \circ \Phi = 0$ can be solved by computing solutions, $z_1, \ldots, z_d$, to the system $G = 0$ and then computing the fibers $\Phi^{-1}(z_1), \ldots, \Phi^{-1}(z_d)$. In appropriate coordinates, $\Phi$ is diagonal, and $\Phi^{-1}(z)$ is obtained by extracting roots of the components of $z$.

**Example 4.** Consider the following system with support from Example 2:

$$F(x, y) = \begin{pmatrix} 1 - 2xy^2 + 3x^2y - 4x^3y^3 \\ 2 + 3y^3 + 5xy^2 + 7x^4y^2 \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \end{pmatrix}.$$ 

It is lacunary as it is the composition of the following maps:

$$G(s, t) = \begin{pmatrix} 1 - 2st^2 + 3st - 4s^2t^3 \\ 2 + 3st^3 + 5st^2 + 7s^2t^2 \end{pmatrix}, \quad \Phi(x, y) = (x^3, x^{-1}y).$$

This can be detected via the methods in DecomposableSparseSystems:

```plaintext
i1 : R = CC[x,y];
i2 : F = {1-2*x*y^2+3*x^2*y-4*x^3*y^3,2+3*y^3+5*x*y^2+7*x^4*y^2};
i3 : isLacunary F
```

The method isLacunary extracts the set of supports of the system and computes the Smith normal form of a matrix associated to these supports to determine whether the system is lacunary.
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Figure 2. Triangular support.

**Triangular.** A system $F \in \mathbb{C}^{A^*}$ is triangular if there exists $k < n$ so that after a monomial change of variables, the system $F$ has the form

$$F = (F_1(x_1, \ldots, x_k), \ldots, F_k(x_1, \ldots, x_k), F_{k+1}(x_1, \ldots, x_n), \ldots, F_n(x_1, \ldots, x_n)).$$

Solutions to triangular systems are computed by first computing the solutions $z_1, \ldots, z_d$ of the square subsystem $(F_1, \ldots, F_k) = 0$. A residual system is obtained by substituting $z_1$ into the original system for the first $k$ variables, $F_2(z_1, x_{k+1}, \ldots, x_n)$. Solutions to the original system are obtained by solving the residual system and then applying a homotopy algorithm as described in [Brysiewicz et al. 2021].

**Example 5.** Consider the system

$$F(x, y, z) = \left( \begin{array}{c} y^2 - 2x + 3x^2y \\ 2 + 3x^2y + 5x^4y^2 \end{array} \right) = \left( \begin{array}{c} 0 \\ 0 \end{array} \right).$$

Figure 2 shows the supports. This system is triangular as the second polynomial is quadratic in the monomial $x^2y$. The method `isTriangular` detects this subsystem.

```plaintext
i4 : F = {y^2-2*x+3*x^2*y,2+3*x^2*y+5*x^4*y^2};
i5 : isTriangular F
o5 = true
```

A consequence of Esterov’s study of Galois groups of sparse polynomial systems [2019] and Pirola and Schlesinger’s result that a branched cover is decomposable if and only if its Galois group is imprimitive [2005] is that a sparse polynomial system is decomposable if and only if it is either lacunary or triangular. In each case, the solutions to the original system are computed via solutions to simpler systems. The methods in DecomposableSparseSystems iteratively decompose these sparse polynomial systems to efficiently solve them.

3. MAIN METHOD: SOLVEDECOMPOSABLESYSTEM. The main method implemented in the package DecomposableSparseSystems is named `solveDecomposableSystem` and this implements Algorithm 9 in [Brysiewicz et al. 2021]. It takes as input a sparse polynomial system $F \in \mathbb{C}^{A^*}$ and outputs all solutions to $F = 0$ in the algebraic torus. It recursively checks whether or not the input sparse polynomial system is decomposable, computes the decomposition, and then calls itself on each portion of the decomposition. When the input is not decomposable it solves multivariate polynomial systems with the numerical solver given by the option `Software` (default: PHCpack) and it solves univariate polynomial systems using companion matrices. For complete details, see [Brysiewicz et al. 2021, Section 3.1].
3.1. Using the main method. Consider the system

\[
F = \begin{pmatrix}
2+x y z - x^2 y \\
4 - y^2 z + 2 x z^2 - 3 x^2 z \\
1 - y z^2 - 3 x y z
\end{pmatrix} = \begin{pmatrix} 0 \\ 0 \\ 0 \end{pmatrix}.
\]

This system is supported on the triple \(\mathcal{A}_a = (\mathcal{A}_1, \mathcal{A}_2, \mathcal{A}_3)\) shown in Figure 3.

The method \texttt{isDecomposable} determines that this system is decomposable. In particular, it is triangular with a subsystem indexed by the first and third polynomials. This can be observed in the figure as the span of the supports \(\mathcal{A}_1\) and \(\mathcal{A}_3\) are coplanar. It is also lacunary, as the exponent vectors lie in the sublattice of \(\mathbb{Z}^3\) of index 3 generated by the columns of

\[
\begin{pmatrix}
1 & 1 & 2 \\
1 & 0 & 0 \\
1 & 2 & 1
\end{pmatrix}.
\]

The solutions to \(F = 0\) are found via the main method, \texttt{solveDecomposableSystem}.

\[
i6 : R = \text{CC}[x,y,z];
i7 : F = \{2+x y z-x^2 y,4-y^2 z+2 x z^2-3 x^2 z,1-y z^2-3 x y z\};
\]

\[
\text{-- True if and only if the sparse system F is decomposable.}
i8 : \text{isDecomposable F}
o8 : \text{true}
\]

\[
\text{-- A list of numerical solutions to F=0.}
i9 : S = \text{solveDecomposableSystem F};
\]

\[
\text{-- Evaluates F at the first numerical solution.}
i10 : F/(f-> \text{sub(f, matrix \{S_0\})})
o10 = \{1.77636e-15, 4.44089e-16+1.4623e-16*ii, 4.66294e-15\}
\]

Our main method also accepts a two-argument input \((A,C)\) where \(A\) is a list of matrices whose columns support a system of (Laurent) polynomial equations, and \(C\) is a list, whose \(i\)-th entry is the list of coefficients for the \(i\)-th polynomial equation. We demonstrate some of the other types of inputs here, and leave details to the documentation.

\[
i11 : (A,C) = (F/exponents/matrix/transpose, 
F/coefficients/last/entries/flatten);
i12 : S = \text{solveDecomposableSystem} (A,C);
\]
3.2. Options for the main method. Numerical in nature, the function `solveDecomposableSystem` features a variety of options for the user. The option `Software` (default: PHCpack) dictates which numerical solver is used to solve multivariate sparse systems which are not decomposable. The method `solveDecomposableSystem` removes solutions having any coordinate which is numerically zero up to `Tolerance` (default: $10^{-5}$) throughout the computation. Having this tolerance is necessary, as our methods are for Laurent polynomials with solutions in the complex torus $(\mathbb{C}^\times)^n$, while the solvers we call may return solutions in $\mathbb{C}^n$ that are not in the torus.

Setting the option `Verify` (default: 0) to have the value 1 significantly increases the probability that `solveDecomposableSystem` computes the correct number of solutions. It does this by checking that the algorithm specified by the `Software` option computes $\text{MV}(A_i)$ solutions to any system $F$ with support $A_i$, where $\text{MV}(A_i)$ is probabilistically determined using `mixedVolume` in the package Polyhedra [Birkner 2009]. If the mixed volume according to Polyhedra and the number of solutions do not agree, then the missing solutions are searched for using techniques related to those in MonodromySolver [Duff et al. 2019]. Lastly, we allow the user to compute the solutions to $F$ by first solving an internally generated random instance and then using that in a parameter homotopy [Li et al. 1989] to solve $F$ by setting `Strategy` to `FromGeneric`. We conclude by using the options `Verify` and `Strategy` on an example with 6000 solutions.

```plaintext
i15 : A = <<< omitted, see example from Section 4 in [4] with
   i_1=(2,0,0,2,0)
i_2=(4,4,2,2,2)
j_1=(0,2,0,1,3)
j_2=(0,0,1,0,2)
>>;
-- A has five supports, print the first one
i16 : print(length A, A_0)
(5, | 0 2 4 4 6 |)
   | 0 0 0 4 4 |
   | 0 0 0 2 2 |
   | 0 2 4 2 4 |
   | 0 0 0 2 2 |
i17 : elapsedTime (F,S) = solveDecomposableSystem(A,,Verify=>1);
-- 8.93938 seconds elapsed
i18 : elapsedTime S' = solveDecomposableSystem(F,Strategy=>FromGeneric);
-- 29.0802 seconds elapsed
i19 : print(#S,#S')
o19 = (6000, 6000)
```
SUPPLEMENT. The online supplement contains version 1.0.1 of DecomposableSparseSystems.
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A package for computations with sparse resultants

GIOVANNI STAGLIANÒ

ABSTRACT: We introduce the Macaulay2 package SparseResultants, which provides general tools for computing sparse resultants, sparse discriminants, and hyperdeterminants. We give some background on the theory and briefly show how the package works.

INTRODUCTION. The classical Macaulay resultant [1903] (also called the dense resultant) of a system of $n+1$ polynomial equations in $n$ variables characterizes the solvability of the system, and therefore it is a fundamental tool in computer algebra. However, it is a large polynomial, since it depends on all coefficients of the equations. If we restrict attention to sparse polynomial equations, that is, to polynomials which involve only monomials lying in a small set, then we can replace the dense resultant with the sparse resultant.

The sparse resultant generalizes not only the dense resultant but, for specific choices of the set of monomials, we can obtain other types of classical resultants, such as for instance the Dixon resultant [1909] and the hyperdeterminant [Cayley 1845; Gelfand et al. 1992]. In the last decades, sparse resultants have received a lot of interest, both from a theoretical point of view (see, e.g., [Gelfand et al. 2008; Sturmfels 1994; Cattani et al. 1998; D’Andrea and Sombra 2015]) and from more computational and applied aspects (see, e.g., [Emiris and Mourrain 1999; Canny and Emiris 2000; Sturmfels 2002; D’Andrea 2002; Jeronimo et al. 2004; Cox et al. 2005; Jeronimo et al. 2009]).

Using the computer program Macaulay2, dense resultants can be calculated using the package Resultants [Staglianò 2018], while sparse resultants can be calculated using the new package SparseResultants. We point out that in the latter most of the algorithms implemented are based on elimination via Gröbner basis methods. The main defect of this approach is that even when the input polynomials have numerical coefficients, in the calculation all the coefficients are replaced by variables. However, this approach suffices for a number of applications, as we try to show in the following.

This short paper is organized as follows. In Section 1, we review the general theory of sparse resultants (Sections 1A and 1B) and related topics such as the sparse discriminants (Section 1C) and the hyperdeterminants (Section 1D). We focus on the computational aspects used in the package SparseResultants. In Section 2, we illustrate how this package works with the help of some examples.

Keywords: sparse resultant, sparse discriminant, hyperdeterminant.
SparseResultants version 1.1
1. AN OVERVIEW OF SPARSE ELIMINATION. In this section we give some background on the theory of sparse resultants, sparse discriminants, and hyperdeterminants. For details and proofs we refer mainly to [Gelfand et al. 2008, Chapters 8, 9, 13, and 14] and [Cox et al. 2005, Chapter 7]; other references are [Sturmfels 1993; Ottaviani 2013].

1A. Sparse mixed resultant. Let \( R = \mathbb{C}[x_1^{\pm 1}, \ldots, x_n^{\pm 1}] \) be the ring of complex Laurent polynomials in \( n \) variables. The set of monomials in \( R \) is identified with \( \mathbb{Z}^n \) by associating to \( x^\omega = x_1^{\omega_1} \cdots x_n^{\omega_n} \in R \) the exponent vector \( \omega = (\omega_1, \ldots, \omega_n) \in \mathbb{Z}^n \). If \( \mathcal{A} \) is a finite subset of \( \mathbb{Z}^n \), we denote by \( \mathbb{C}^\mathcal{A} \) the space of polynomials in \( R \) involving only monomials from \( \mathcal{A} \), that is, of polynomials of the form \( \sum_{\omega \in \mathcal{A}} a_\omega x^\omega \).

Let \( \mathcal{A}_0, \ldots, \mathcal{A}_n \) be \( n+1 \) finite subsets of \( \mathbb{Z}^n \) satisfying the following conditions:

1. Each \( \mathcal{A}_i \) generates \( \mathbb{R}^n \) as an affine space.
2. The union of the sets \( \mathcal{A}_i \) generates \( \mathbb{Z}^n \) as a \( \mathbb{Z} \)-module.

Let \( Z_{\mathcal{A}_0,\ldots,\mathcal{A}_n} \subset \prod_{i=0}^n \mathbb{C}^\mathcal{A}_i \) be the Zariski closure in the product \( \prod_{i=0}^n \mathbb{C}^\mathcal{A}_i \) of the set

\[
\left\{ (f_0, \ldots, f_n) \in \prod_{i=0}^n \mathbb{C}^\mathcal{A}_i : \text{there exists } x \in (\mathbb{C}^*)^n \text{ such that } f_0(x) = \cdots = f_n(x) = 0 \right\},
\]

where \( \mathbb{C}^* = \mathbb{C} \setminus \{0\} \) and \( f_i(x) = \sum_{\omega \in \mathcal{A}_i} a_{i,\omega} x^\omega \), for \( i = 0, \ldots, n \).

**Proposition-Definition 1.1** [Gelfand et al. 2008, Chapter 8, §1]. Under the above assumptions, the variety \( Z_{\mathcal{A}_0,\ldots,\mathcal{A}_n} \) is an irreducible hypersurface in \( \prod_{i=0}^n \mathbb{C}^\mathcal{A}_i \) that can be defined by an integral irreducible polynomial \( \text{Res}_{\mathcal{A}_0,\ldots,\mathcal{A}_n} \in \mathbb{Z}[(a_{i,\omega}), i = 0, \ldots, n] \) in the coefficients \( a_{i,\omega} \) of \( f_i \), for \( i = 0, \ldots, n \). Such a polynomial \( \text{Res}_{\mathcal{A}_0,\ldots,\mathcal{A}_n} \) is unique up to sign and is called the \( \mathcal{A} \)-resultant (also known as the sparse (mixed) resultant).

The polynomial \( \text{Res}_{\mathcal{A}_0,\ldots,\mathcal{A}_n} \) is homogeneous with respect to each group of variables \( (a_{i,\omega}) \), for \( i = 0, \ldots, n \). Moreover, \( \text{Res}_{\mathcal{A}_0,\ldots,\mathcal{A}_n}(f_0, \ldots, f_n) = 0 \) if the \((n+1)\)-tuple \((f_0, \ldots, f_n)\) belongs to \( 1-1 \).

**Example 1.2.** Let \( d_0, \ldots, d_n \) be positive integers. For \( i = 0, \ldots, n \), let

\[
\mathcal{A}_i = \left\{ \omega = (\omega_1, \ldots, \omega_n) \in \mathbb{Z}^n_{\geq 0} : \sum_{j=1}^n \omega_j \leq d_i \right\}.
\]

Then the \( \mathcal{A} \)-resultant coincides with the classical (affine) resultant \( \text{Res}_{d_0,\ldots,d_n} \), also called the dense resultant. Therefore, if \( F_i \in \mathbb{C}[x_0, x_1, \ldots, x_n] \) denotes the polynomial obtained by homogenizing \( f_i \in \mathbb{C}^\mathcal{A}_i \) with respect to a new variable \( x_0 \), then \( \text{Res}_{\mathcal{A}_0,\ldots,\mathcal{A}_n}(f_0, \ldots, f_n) = 0 \) if and only if \( F_0, \ldots, F_n \) have a common nontrivial root.

1B. Sparse unmixed resultant. Keep the notation and assumptions as above. If all the sets \( \mathcal{A}_i \) coincide with each other, that is, \( \mathcal{A}_0 = \cdots = \mathcal{A}_n = \mathcal{A} \), then the \( \mathcal{A} \)-resultant is called the \( \mathcal{A} \)-resultant (also known as the sparse unmixed resultant). In this case, we have a useful geometric interpretation that allows us to write down the \( \mathcal{A} \)-resultant in a compact form. By choosing a numbering \( \omega^{(0)}, \ldots, \omega^{(k)} \)
of the elements of $\mathcal{A}$, we get a map $\phi_{\mathcal{A}} : (\mathbb{C}^*)^n \to \mathbb{P}^k$ defined by $\phi_{\mathcal{A}}(x) = (\omega^{(0)}(x) : \cdots : \omega^{(k)}(x))$. Let $X_{\mathcal{A}} \subset \mathbb{P}^k$ be the closure of the image of $\phi_{\mathcal{A}}$, which is an irreducible toric variety of dimension $n$. Then, by taking pull-backs we get an identification between the space of polynomials in $\mathbb{C}^A$ with the space of linear forms on $\mathbb{P}^k$. Moreover, if $f_0, \ldots, f_n \in \mathbb{C}^A$ have a common root in $(\mathbb{C}^*)^n$ then the corresponding linear forms $l_0, \ldots, l_n$ on $\mathbb{P}^k$ define a linear subspace that intersects $X_{\mathcal{A}}$. From this, the following proposition follows directly.

**Proposition 1.3** [Gelfand et al. 2008, Chapter 8, §2]. The polynomial $\text{Res}_{\mathcal{A}} \in \mathbb{Z}[a^{(i)}_0, \ldots, a^{(i)}_k, i = 0, \ldots, n]$ coincides with the $X$-resultant of $X_{\mathcal{A}} \subset \mathbb{P}^k$. More precisely, let $W_{\mathcal{A}} \subset \mathbb{G}(k-n-1, \mathbb{P}^k)$ be the Chow hypersurface of the variety $X_{\mathcal{A}}$, and let

$$
\psi : \mathbb{P}(\mathbb{C}^{(n+1)\times(k+1)}) \to \mathbb{G}(n, k) \simeq \mathbb{G}(k-n-1, k)
$$

be the natural projection from the projectivization of the space of complex matrices which have the shape $(n+1) \times (k+1)$ to $\mathbb{G}(n, k)$. Then we have that $\text{Res}_{\mathcal{A}}$ is the polynomial defining the pull-back $\psi^{-1}(W_{\mathcal{A}})$.

**Remark 1.4.** With the notation of the proposition above, in coordinates, the map $\psi$ is defined by the $(n+1) \times (n+1)$ minors of the generic $(n+1) \times (k+1)$ matrix of variables

$$
\begin{pmatrix}
(a^{(0)}_0 & a^{(0)}_1 & \cdots & a^{(0)}_k \\
\vdots & \vdots & \ddots & \vdots \\
(a^{(n)}_0 & a^{(n)}_1 & \cdots & a^{(n)}_k)
\end{pmatrix}.
$$

(1-2)

Notably, $\text{Res}_{\mathcal{A}}$ can be expressed as a homogeneous polynomial of degree $\deg(X_{\mathcal{A}})$ in the $(n+1) \times (n+1)$ minors of the matrix (1-2).

**Example 1.5.** Let $\mathcal{A} = \{(\omega_1, \omega_2) \in \mathbb{Z}^2 : \omega_1 + \omega_2 \leq 2\}$, so that $X_{\mathcal{A}} \subset \mathbb{P}^5$ is the Veronese surface. The $\mathcal{A}$-resultant is a polynomial of degree 12 in 18 variables with 21894 terms. It can be expressed as a polynomial of degree 4 in the Plücker coordinates of $\mathbb{G}(2, 5)$ with 74 terms.

**1C. Sparse discriminant.** We continue by letting $\mathcal{A} \subset \mathbb{Z}^n$ be a finite set of $k+1$ elements that generate $\mathbb{Z}^n$ as a $\mathbb{Z}$-module, and let $\phi_{\mathcal{A}} : (\mathbb{C}^*)^n \to \mathbb{P}^k$ and $X_{\mathcal{A}} \subset \mathbb{P}^k$ be defined as above. Let $\nabla_{\mathcal{A}} \subset \mathbb{C}^A$ be the Zariski closure of the set

$$
\left\{ f \in \mathbb{C}^A : \text{there exists } x \in (\mathbb{C}^*)^n \text{ such that } f(x) = \frac{\partial f}{\partial x_1}(x) = \cdots = \frac{\partial f}{\partial x_n}(x) = 0 \right\}.
$$

(1-3)

**Proposition-Definition 1.6** [Gelfand et al. 2008, Chapter 9, §1]. The projectivization $\mathbb{P}(\nabla_{\mathcal{A}}) \subset \mathbb{P}^k$ of the variety $\nabla_{\mathcal{A}}$ coincides with the dual variety $X^\vee_{\mathcal{A}}$ of $X_{\mathcal{A}}$. In the case where $X^\vee_{\mathcal{A}}$ is a hypersurface, an integral irreducible polynomial $\text{Disc}_{\mathcal{A}}$ defining it (which is unique up to sign) is called the $\mathcal{A}$-discriminant (also known as the sparse discriminant).

Thus the $\mathcal{A}$-discriminant (when it exists) is a homogeneous polynomial $\text{Disc}_{\mathcal{A}} \in \mathbb{Z}[a_\omega, \omega \in \mathcal{A}]$, and $\text{Disc}_{\mathcal{A}}(f) = 0$ for each polynomial $f$ belonging to (1-3).
Example 1.7. Let $d \geq 1$ and let $A = \{(\omega_1, \ldots, \omega_n) \in \mathbb{Z}_{\geq 0}^n : \sum_{j=1}^n \omega_j \leq d\}$. Then the $A$-discriminant coincides with the classical (affine) discriminant $\text{Disc}_d$, also called the dense discriminant. Therefore, if $F \in \mathbb{C}[x_0, x_1, \ldots, x_n]$ denotes the polynomial obtained by homogenizing $f \in \mathbb{C}^A$ with respect to a new variable $x_0$, then $\text{Disc}_A(f) = 0$ if and only if the hypersurface $\{F = 0\} \subset \mathbb{P}^n$ is not smooth.

Remark 1.8 (“Cayley trick”, [Gelfand et al. 2008, Chapter 9, Proposition 1.7]). Let $A_0, \ldots, A_n \subset \mathbb{Z}^n$ be finite subsets satisfying the assumptions in Section 1A. Let $\mathcal{A} \subset \mathbb{Z}^n \times \mathbb{Z}^n$ be defined by

$$\mathcal{A} = (A_0 \times \{0\}) \cup (A_1 \times \{e_1\}) \cup \cdots \cup (A_n \times \{e_n\}),$$

where the $e_i$ are the standard basis vectors of $\mathbb{Z}^n$. Thus a polynomial $f \in \mathbb{C}^A$ has the form

$$f_0(x) + \sum_{i=1}^n y_i \ f_i(x) \in \mathbb{C}[x_1, \ldots, x_n, y_1, \ldots, y_n],$$

where $f_i \in \mathbb{C}^{A_i}$. We have the following relation (up to sign), known as the “Cayley trick”:

$$\text{Res}_{A_0, \ldots, A_n}(f_0, \ldots, f_n) = \text{Disc}_A(f_0(x) + \sum_{i=1}^n y_i \ f_i(x)).$$  (1-4)

1D. Hyperdeterminant. An important special type of sparse discriminant is the determinant (or hyperdeterminant) of multidimensional matrices, which was introduced by Cayley [1845] (see also [Gelfand et al. 2008, Chapter 14] and [Ottaviani 2013]). Let $f$ be a multilinear form in $r$ groups of variables $x_0^{(1)}, \ldots, x_{k_1}^{(1)}; \ldots; x_0^{(r)}, \ldots, x_{k_r}^{(r)}$, that is

$$f = \sum_{0 \leq i_1 \leq k_1} a_{i_1, \ldots, i_r} x_{i_1}^{(1)} \cdots x_{i_r}^{(r)}.$$  

Let $\mathcal{A} \subset \mathbb{Z}^{(k_1+1) + \cdots + (k_r+1)}$ denote the set of exponent vectors that can occur in such a form $f$. Notice that to give $f$ is equivalent to giving an $r$-dimensional matrix

$$M_f = (a_{i_1, \ldots, i_r})_{0 \leq i_r \leq k_r}$$

of shape $(k_1 + 1) \times \cdots \times (k_r + 1)$. The determinant of shape $(k_1 + 1) \times \cdots \times (k_r + 1)$ is defined to be the $\mathcal{A}$-discriminant, that is, for a form $f$ as above, we have

$$\text{det}(M_f) = \text{Disc}_A(f).$$

One sees that the variety $X_A$ is the image of the Segre embedding of $\mathbb{P}^{k_1} \times \cdots \times \mathbb{P}^{k_r}$. Therefore, the hypersurface in $\mathbb{P}(\mathbb{C}^{(k_1+1) \times \cdots \times (k_r+1)})$ defined by the determinant of shape $(k_1 + 1) \times \cdots \times (k_r + 1)$ is the dual variety of $\mathbb{P}^{k_1} \times \cdots \times \mathbb{P}^{k_r}$. Notice also that we have $\text{det}(M_f) = 0$ if and only if the hypersurface

$$\{f = 0\} \subset \mathbb{P}^{k_1} \times \cdots \times \mathbb{P}^{k_r}$$

is not smooth.

The next two basic results have been proved in [Gelfand et al. 2008, Chapter 14, Theorems 1.3 and 2.4].
Theorem 1.9 [Gelfand et al. 2008]. The determinant of shape \((k_1 + 1) \times \cdots \times (k_r + 1)\) exists (that is the dual variety of \(\mathbb{P}^{k_1} \times \cdots \times \mathbb{P}^{k_r}\) is a hypersurface) if and only if

\[
2 \max_{1 \leq j \leq r} (k_j) \leq \sum_{j=1}^{r} k_j. \tag{1-5}
\]

Theorem 1.10 [Gelfand et al. 2008]. Denote by \(N(k_1, \ldots, k_r)\) the degree of the determinant of shape \((k_1 + 1) \times \cdots \times (k_r + 1)\) when (1-5) is satisfied, and let \(N(k_1, \ldots, k_r) = 0\) otherwise. We have

\[
\sum_{k_1, \ldots, k_r \geq 0} N(k_1, \ldots, k_r) z_1^{k_1} \cdots z_r^{k_r} = \frac{1}{(1 - \sum_{i=2}^{r} (i-2)e_i(z_1, \ldots, z_r))^2},
\]

where \(e_i(z_1, \ldots, z_r)\) is the \(i\)-th elementary symmetric polynomial.

Remark 1.11 [Gelfand et al. 2008, Chapter 4, Propositions 1.4 and 1.8]. The determinant of shape \((k_1 + 1) \times \cdots \times (k_r + 1)\) is invariant under the action of \(\text{SL}(k_1 + 1) \times \cdots \times \text{SL}(k_r + 1)\) on the space of matrices of shape \((k_1 + 1) \times \cdots \times (k_r + 1)\). It is also invariant under permutations of the dimensions, that is, if \(M = (a_{i_1, \ldots, i_r})\) is a matrix of shape \((k_1 + 1) \times \cdots \times (k_r + 1)\) and \(\sigma\) is a permutation of indices \(1, \ldots, r\), denoting by \(\sigma(M)\) the matrix of shape \((k_{\sigma^{-1}(1)} + 1) \times \cdots \times (k_{\sigma^{-1}(r)} + 1)\), whose \((i_1, \ldots, i_r)\)-th entry is equal to \(a_{\sigma(i_1), \ldots, \sigma(i_r)}\), we have \(\det(\sigma(M)) = \det(M)\).

There are at least two important cases where determinants can be computed without resorting to elimination. We briefly recall them in 1D1 and 1D2.

1D1. Schlüff’s method. Let \(M\) be an \(r\)-dimensional matrix of shape \((k_1 + 1) \times \cdots \times (k_r + 1)\) corresponding to a multilinear form \(f \in \mathbb{C}[x_0^{(1)}, \ldots, x_{k_1}^{(1)}, \ldots, x_0^{(r)}, \ldots, x_{k_r}^{(r)}]\). Assume that there exist both the determinants of shapes \((k_1 + 1) \times \cdots \times (k_r + 1)\) and \((k_1 + 1) \times \cdots \times (k_{r-1} + 1)\). We can interpret the \(r\)-dimensional matrix \(M\) as an \((r-1)\)-dimensional matrix \(\tilde{M}(x_0^{(r)}, \ldots, x_{k_r}^{(r)})\) of shape \((k_1 + 1) \times \cdots \times (k_{r-1} + 1)\) whose entries are linear forms in the variables \(x_0^{(r)}, \ldots, x_{k_r}^{(r)}\); in other words, we can see \(f\) as a polynomial \(\tilde{f} \in \mathbb{C}[x_0^{(r)}, \ldots, x_{k_r}^{(r)}][x_0^{(1)}, \ldots, x_{k_1}^{(1)}, \ldots, x_0^{(r-1)}, \ldots, x_{k_{r-1}}^{(r-1)}]\). Let

\[
F_M = F_M(x_0^{(r)}, \ldots, x_{k_r}^{(r)}) = \det(\tilde{M}(x_0^{(r)}, \ldots, x_{k_r}^{(r)})),
\]

which is a homogeneous polynomial in \(x_0^{(r)}, \ldots, x_{k_r}^{(r)}\), and let \(\text{Disc}(F_M)\) be the (classical) discriminant of \(F_M\). Then we have the following:

Theorem 1.12 [Gelfand et al. 2008; Schlüff 1852]. The polynomial \(\text{Disc}(F_M)\) is divisible by the determinant \(\det(M)\). Moreover if the shape of \(M\) is one of

\[
m \times m \times 2, \quad m \times m \times 3, \quad 2 \times 2 \times 2 \times 2, \quad \text{with } m \geq 2,
\]

then we have \(\text{Disc}(F_M) = \det(M)\).

The method above turns out to be very effective; however it was conjectured in [Gelfand et al. 2008, p. 479], and later proved in [Weyman and Zelevinsky 1996], that the shapes in (1-6) are the only ones for which the method gives the determinant exactly.
1D2. **Determinants of boundary shape.** For an \((r+1)\)-dimensional matrix \(M\) of shape \((k_0 + 1) \times (k_1 + 1) \times \cdots \times (k_r + 1)\), we say that it is of **boundary shape** if the inequality (1-5) is an equality. Without loss of generality, we can assume that \(k_0 = \max_{0 \leq j \leq r} (k_j)\), so that \(k_0 = k_1 + \cdots + k_r\). Let \(f \in \mathbb{C}[x_0^{(0)}, \ldots, x_{k_0}^{(0)}; \ldots; x_0^{(r)}, \ldots, x_{k_r}^{(r)}]\) be the corresponding multilinear form of such a matrix \(M\). Thinking of \(f\) as a linear polynomial in

\[
(\mathbb{C}[x_0^{(1)}, \ldots, x_{k_1}^{(1)}; \ldots; x_0^{(r)}, \ldots, x_{k_r}^{(r)}])[x_0^{(0)}, \ldots, x_{k_0}^{(0)}],
\]

we can interpret \(M\) as a list of \(k_0 + 1\) multilinear forms \(f_0, \ldots, f_{k_0}\) in the \(r\) groups of variables

\[
x_0^{(1)}, \ldots, x_{k_1}^{(1)}; \ldots; x_0^{(r)}, \ldots, x_{k_r}^{(r)}.
\]

A simple consequence of the “Cayley trick” (see [Gelfand et al. 2008, Chapter 3, Corollary 2.8]) gives the following:

**Proposition 1.13** [Gelfand et al. 2008]. The determinant of an \((r+1)\)-dimensional matrix \(M\) of boundary shape \((k_0 + 1) \times \cdots \times (k_1 + 1)\) coincides with the resultant of the multilinear forms \(f_0, \ldots, f_{k_0}\), that is,

\[
det(M) = 0 \text{ if and only if the system of multilinear equations } f_0(x) = \cdots = f_{k_0}(x) = 0 \text{ has a nontrivial solution on } \mathbb{P}^{k_1} \times \cdots \times \mathbb{P}^{k_r}.
\]

In other words, the determinant of shape \((k_0 + 1) \times \cdots \times (k_r + 1)\) coincides with the \(X\)-resultant of the Segre embedding of \(\mathbb{P}^{k_1} \times \cdots \times \mathbb{P}^{k_r}\).

**Remark 1.14.** The determinant of a matrix \(M\) of boundary shape \((k_0 + 1) \times \cdots \times (k_r + 1)\) can be explicitly expressed as the determinant of an ordinary square matrix of order \((k_0 + 1)!/(k_1! \cdots k_r!)\) whose entries are linear forms in the entries of \(M\); see [Gelfand et al. 2008, Chapter 14, Theorem 3.3].

2. **Sparse resultants in Macaulay2.** In this section, we describe some of the functions implemented in the package **SparseResultants**. For more details and examples, we refer to its documentation.

One of the main functions is **sparseResultant**, which via elimination techniques calculates sparse mixed resultants \(\text{Res}_{A_0 \cdots A_n}\) (see Section 1A) and sparse unmixed resultants \(\text{Res}_A\) (see Section 1B).

This function can be called in two ways. The first one is to pass a list of \(n+1\) matrices \(A_0, \ldots, A_n\) over \(\mathbb{Z}\) and with \(n\) rows to represent the sets \(A_0, \ldots, A_n \subset \mathbb{Z}^n\) (it is enough to pass just one matrix \(A\) in the unmixed case). Then the output will be another function that takes as input \(n+1\) polynomials \(f_i = \sum_{\omega \in A_i} a_{i,\omega} x^\omega\), for \(i = 0, \ldots, n\), and returns their sparse resultant. An error is thrown if the polynomials \(f_i\) do not have the correct form. Roughly, this returned function is a container for the general expression of the sparse resultant (possibly written out in a compact form as in Proposition 1.3) and for the rule to evaluate it at the \(n+1\) polynomials \(f_i\). The second way to call **sparseResultant** is to pass directly the polynomials \(f_i\). This is equivalent to forming the matrices \(A_i\) whose columns are given by \(\{\omega \in \mathbb{Z}^n : \text{the coefficient in } f_i \text{ of } x^\omega \neq 0\}\) (see the function **exponentsMatrix**) and then proceeding as described above.

As an example we now calculate a particular type of sparse unmixed resultant, known as the **Dixon resultant** (see [Sturmfels 1993, Section 2.4] and [Cox et al. 2005, Chapter 7, §2, Exercise 10]; see also the classical reference [Dixon 1909]).
Example 2.1. Consider the following system of three bihomogeneous polynomials of bidegree \((2, 1)\) in the two groups of variables \((x_0, x_1), (y_0, y_1)\):

\[
\begin{align*}
&c_{1,1}x_1^2y_1 + c_{1,2}x_1x_2y_1 + c_{1,3}x_2^2y_1 + c_{1,4}x_1^2y_2 + c_{1,5}x_1x_2y_2 + c_{1,6}x_2^2y_2 = 0, \\
&c_{2,1}x_1^2y_1 + c_{2,2}x_1x_2y_1 + c_{2,3}x_2^2y_1 + c_{2,4}x_1^2y_2 + c_{2,5}x_1x_2y_2 + c_{2,6}x_2^2y_2 = 0, \\
&c_{3,1}x_1^2y_1 + c_{3,2}x_1x_2y_1 + c_{3,3}x_2^2y_1 + c_{3,4}x_1^2y_2 + c_{3,5}x_1x_2y_2 + c_{3,6}x_2^2y_2 = 0.
\end{align*}
\tag{2-1}
\]

Putting \(x_2 = y_2 = 1\) we get a system of three nonhomogeneous polynomials in two variables \((x, y) = (x_1, y_1)\), of which we can calculate the sparse (unmixed) resultant. This polynomial is homogeneous of degree 12 in the 18 variables \(c_{1,1}, \ldots, c_{3,6}\) with 20791 terms, which vanishes if and only if (2-1) has a nontrivial solution. The time for this computation is less than one second (on a standard laptop).

\[
\begin{align*}
&M2 --no-preload \\
&Macaulay2, version 1.17 \\
&s \text{11 : needsPackage "SparseResultants";} \\
&s R = \ZZ[c_{(1,1)}..c_{(3,6)}][x,y]; \\
&s f = (c_{(1,1)}*x^2*y+c_{(1,2)}*x*y+c_{(1,3)}*y+c_{(1,4)}*x^2+c_{(1,5)}*x+c_{(1,6)}, \\
&s \quad c_{(2,1)}*x^2*y+c_{(2,2)}*x*y+c_{(2,3)}*y+c_{(2,4)}*x^2+c_{(2,5)}*x+c_{(2,6)}, \\
&s \quad c_{(3,1)}*x^2*y+c_{(3,2)}*x*y+c_{(3,3)}*y+c_{(3,4)}*x^2+c_{(3,5)}*x+c_{(3,6)}); \\
&s A = \text{exponentsMatrix } f \\
&o4 = | 0 0 1 1 2 2 | \\
&s \quad | 0 1 0 1 0 1 | \\
&s \text{o4 : Matrix } \ZZ^2 \hookrightarrow \ZZ^6 \\
&s \text{15 : time Res = \text{sparseResultant } A; \\
&s \quad \text{-- used 0.241391 seconds} \\
&s \text{16 : time U = Res f; \\
&s \quad \text{-- used 0.574002 seconds} \\
&s \text{17 : (first degree U, # terms U) \\
&s \quad o7 = (12, 20791)}
\end{align*}
\]

Another function, \text{sparseDiscriminant}, calculates sparse discriminants \(\text{Disc}_A\) (see Section 1C). This function works similarly to the previous one. In particular, it accepts as input either a matrix representing the exponent vectors of a (Laurent) polynomial or the polynomial directly.

Example 2.2. Using the Cayley trick (1-4), we express the dense resultant of three generic ternary forms of degrees 1, 1, 2 (which is a special type of sparse mixed resultant) as a sparse discriminant. The calculation time is less than one second.

\[
\begin{align*}
&M2 --no-preload \\
&Macaulay2, version 1.17 \\
&s \text{18 : clearAll; } \\
&s K = \ZZ[a_0..a_2,b_0..b_2,c_0..c_5] \text{, } Rx = K[x_1,x_2]; \\
&s f = (a_0+a_1*x_1+a_2*x_2, \\
&s \quad b_0+b_1*x_1+b_2*x_2, \\
&s \quad c_0+c_1*x_1+c_2*x_2+c_3*x_1^2+c_4*x_1*x_2+c_5*x_2^2); \\
&s \text{Rxy = } K[x_1,x_2,y_1,y_2], f' = (\text{sub(f_0,Rxy)}), \text{sub(f_1,Rxy)}, \text{sub(f_2,Rxy));} \\
&s \text{12 : time \text{sparseResultant(f_0,f_1,f_2) == } \\
&s \quad \text{--sparseDiscriminant(f'_0 + y_1*f'_1 + y_2*f'_2) \\
&s \quad \text{-- used 0.746274 seconds} \\
&s o12 = \text{true}}
\end{align*}
\]
A derived function of `sparseDiscriminant` is `determinant` (or simply \( \text{det} \)), which calculates determinants of multidimensional matrices (see Section 1D). However for this last one, more specialized algorithms are also available and automatically applied.

**Example 2.3.** We calculate the determinant of a generic four-dimensional matrix of shape \( 2 \times 2 \times 2 \times 2 \) (see also [Huggins et al. 2008]). This polynomial is homogeneous of degree 24 in the 16 variable entries of the matrix and it has 2894276 terms. The approach for this calculation is to apply (1-6) recursively. The calculation time is about 10 minutes, but it takes much less time if we specialize the entries of the matrix to be random numbers.

```plaintext
i13 : M = genericMultidimensionalMatrix {2,2,2,2}
o13 = {{{{a, 0,0,0,0}, {a, 0,0,0,1}, {a, 0,1,0,0}, {a, 0,1,0,1}, ... 0,0,0,0 0,0,0,1 0,0,1,0 0,0,1,1 0,1,0,0 0,1,0,1 ... o13 : 4-dimensional matrix of shape 2 x 2 x 2 x 2 over ZZ[a 0,0,0,0 0,0,0,1 ... i13 : time D = det M;-- used 634.773 seconds i14 : (first degree D, # terms D)
o15 = (24, 2894276)
```

**Example 2.4.** Here we take \( A \) and \( B \) to be random matrices of shapes \( 2 \times 2 \times 2 \times 2 \times 4 \) and \( 4 \times 2 \times 5 \), respectively. We calculate the convolution \( A \ast B \) (see [Gelfand et al. 2008, p. 449]), which is a matrix of shape \( 2 \times 2 \times 2 \times 2 \times 5 \). Then we verify a formula proved in [Dionisi and Ottaviani 2003] for \( \text{det}(A \ast B) \), which generalizes the Cauchy–Binet formula in the multidimensional case. The approach for the calculation of the determinant of shape \( 4 \times 2 \times 5 \) is using Proposition 1.13, while the determinants of shapes \( 2 \times 2 \times 2 \times 4 \) and \( 2 \times 2 \times 2 \times 2 \times 5 \) are calculated using Remark 1.14. The calculation time is less than one second.

```plaintext
i16 : K = ZZ/33331;
i17 : A = randomMultidimensionalMatrix({2,2,2,4},CoefficientRing=>K);
o17 : 4-dimensional matrix of shape 2 x 2 x 2 x 4 over K
i18 : B = randomMultidimensionalMatrix({4,2,5},CoefficientRing=>K);
o18 : 3-dimensional matrix of shape 4 x 2 x 5 over K
i19 : time det(A * B) == (det A)^5 * (det B)^6-- used 0.535271 secondso19 = true
```

**SUPPLEMENT.** The online supplement contains version 1.1 of SparseResultants.

**REFERENCES.**
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ExteriorModules: a package for computing monomial modules over an exterior algebra
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ABSTRACT: Let $K$ be a field, $E$ the exterior algebra of a finite-dimensional $K$-vector space, and $F$ a finitely generated graded free $E$-module with homogeneous basis $g_1, \ldots, g_r$ such that $\deg(g_1) \leq \deg(g_2) \leq \cdots \leq \deg(g_r)$. We present a Macaulay2 package to manage some classes of monomial submodules of $F$. The package is an extension of our ExteriorIdeals package on monomial ideals (J. of Software for Alg. and Geom. 8:7 (2018), 71–79), and contains some algorithms for computing stable, strongly stable and lexicographical $E$-submodules of $F$. This package also includes some methods to check whether a sequence of nonnegative integers is the Hilbert function of a graded $E$-module of the form $F/M$, with $M$ a graded submodule of $F$. Moreover, if $H_{F/M}$ is the Hilbert function of a graded $E$-module $F/M$, some routines are able to compute the unique lexicographical submodule $L$ of $F$ such that $H_{F/M} = H_{F/L}$.

1. INTRODUCTION. Monomial modules generalize the notion of monomial ideals which are ideals generated by monomials. Therefore, many tools in monomial ideal theory are available to deal with such a class of modules. Indeed, many statements on monomial modules can be deduced from the ones on monomial ideals. Many authors have been interested in the study of such classes of modules in different contexts and in the computation of certain invariants associated to them (see, for instance [Aramova et al. 1997; Aramova and Herzog 2000; Crupi and Ferrò 2016; Eisenbud 1995; Gasharov 1997; Herzog and Hibi 2011; Kämpf 2010; Pardue 1996]).

In this paper, we introduce a new Macaulay2 package, ExteriorModules, for manipulating special classes of monomial modules over an exterior algebra of a finite-dimensional vector space over a field. This package extends the one on monomial ideals, ExteriorIdeals, and needs it to work. An updated version of such a package is available on the Macaulay2 repository. In more detail, the package ExteriorModules provides functions to check whether a monomial module is (strongly) stable, or lexicographic, and to compute the smallest (strongly) stable module containing a given monomial module. Moreover, given $F$ a finitely generated graded free module over an exterior algebra $E$, the package allows us to characterize the Hilbert sequences of the $E$-modules of the type $F/M$, with $M$ a graded submodule of $F$.

Some service methods are inherited from ExteriorIdeals or overloaded to extend them to modules in order to optimize the implementation of the main algorithms.
2. MATHEMATICAL BACKGROUND. Let $K$ be a field and let $E = K \langle e_1, \ldots, e_n \rangle$ be the exterior algebra of a $K$-vector space $V$ with basis $e_1, \ldots, e_n$. For any subset $\sigma = \{i_1, \ldots, i_d\}$ of $\{1, \ldots, n\}$ with $i_1 < i_2 < \cdots < i_d$ we write $e_\sigma = e_{i_1} \wedge \cdots \wedge e_{i_d} = e_{i_1} \cdots e_{i_d}$ in order to simplify the notation, and call $e_\sigma$ a monomial of degree $d$. We set $e_\sigma = 1$, if $\sigma = \emptyset$. The set of monomials in $E$ forms a $K$-basis of $E$ of cardinality $2^n$.

Let $e_\sigma = e_{i_1} \cdots e_{i_d} \neq 1$ be a monomial in $E$. We define

$$\text{supp}(e_\sigma) = \sigma = \{i : e_i \text{ divides } e_\sigma\},$$

and we write

$$m(e_\sigma) = \max\{i : i \in \text{supp}(e_\sigma)\}.$$ 

Moreover, we set $m(e_\sigma) = 0$, if $e_\sigma = 1$.

From now on, we write $fg = f \wedge g$ for any two elements $f$ and $g$ in $E$. An element $f \in E$ is called homogeneous of degree $j$ if $f \in E_j$, where $E_j = \bigwedge^j V$. An ideal $I$ is called graded if $I$ is generated by homogeneous elements. If $I$ is graded, then $I = \bigoplus_{j \geq 0} I_j$, where $I_j$ is the $K$-vector space of all homogeneous elements $f \in I$ of degree $j$. Moreover, we use $\text{indeg}(I)$ to denote the initial degree of $I$, i.e., the minimum $s$ such that $I_s \neq 0$.

Let $\mathcal{M}$ be the category of finitely generated $\mathbb{Z}$-graded left and right $E$-modules $M$ such that $am = (-1)^{\deg a \deg^m a} ma$ for all homogeneous elements $a \in E$, $m \in M$.

If $M \in \mathcal{M}$, the function $H_M : \mathbb{Z} \rightarrow \mathbb{Z}$ given by $H_M(d) = \dim_K M_d$ is called the Hilbert function of $M$ [Bruns and Herzog 1993; Eisenbud 1995].

Let $F \in \mathcal{M}$ be a free module with homogeneous basis $g_1, \ldots, g_r$, where $\deg(g_i) = f_i$ for each $i = 1, \ldots, r$, with $f_1 \leq f_2 \leq \cdots \leq f_r$. We write $F = \bigoplus_{i=1}^r E g_i$. The elements $e_\sigma g_i$, with $e_\sigma$ a monomial of $E$, are called monomials of $F$, and $\deg(e_\sigma g_i) = \deg(e_\sigma) + \deg(g_i)$. Furthermore, when we write $F \cong E^r$, we mean that $F = \bigoplus_{i=1}^r E g_i$ is the free $E$-module with trivial homogeneous basis $g_1, \ldots, g_r$, where $g_i$ ($i = 1, \ldots, r$) is the $r$-tuple having the only nonzero entry equal to 1 in the $i$-th position and such that $\deg(g_i) = 0$, for all $i$.

**Definition 2.1.** A graded submodule $M$ of $F$ is a monomial submodule if $M$ is a submodule generated by monomials of $F$, i.e.,

$$M = I_1 g_1 \oplus \cdots \oplus I_r g_r,$$

where $I_i$ is a monomial ideal of $E$, for each $i$.

We observe that, if $r = 1$ and $f_1 = 0$ then a monomial submodule of $F$ is a monomial ideal of $E$.

**Definition 2.2.** A monomial ideal $I$ of $E$ is called stable if for each monomial $e_\sigma \in I$ and each $j < m(e_\sigma)$ one has $e_j e_{\sigma \setminus \{m(e_\sigma)\}} \in I$. $I$ is called strongly stable if for each monomial $e_\sigma \in I$ and each $j \in \sigma$ one has $e_i e_{\sigma \setminus \{j\}} \in I$, for all $i < j$.

**Remark 2.3.** One can observe that the defining property of a strongly stable ideal needs to be checked only for the set of monomial generators of a monomial ideal [Amata and Crupi 2018b, Remark 2.2.].
**Definition 2.4.** A monomial submodule $M = \bigoplus_{i=1}^{r} I_i g_i$ of $F$ is called almost (strongly) stable if $I_i$ is a (strongly) stable ideal of $E$, for each $i$.

**Definition 2.5.** A monomial submodule $M = \bigoplus_{i=1}^{r} I_i g_i$ of $F$ is called (strongly) stable if $I_i$ is a (strongly) stable ideal of $E$, for each $i$, and $(e_1, \ldots, e_n)_{i+1} = f_i I_{i+1} \subseteq I_i$, for $i = 1, \ldots, r - 1$.

Given a monomial ideal $I$ of $E$, we denote by $G(I)$ the unique minimal set of monomial generators of $I$, and by $G(I)_d$ the set of all monomials $u \in G(I)$ such that $\deg(u) = d$, $d > 0$. Similarly, for every monomial submodule $M = \bigoplus_{i=1}^{r} I_i g_i$ of $F$, we write

$$G(M) = \{u g_i : u \in G(I_i), i = 1, \ldots, r\},$$

$$G(M)_d = \{u g_i : u \in G(I_i)_{d-f_i}, i = 1, \ldots, r\}.$$

For the classification of the Hilbert functions of graded $E$-modules, the class of lexicographic modules plays a crucial role [Amata and Crupi 2020a; 2020b]. Moreover, such a class of monomial modules is essential if one wants to determine certain upper bounds for the graded Betti numbers of graded $E$-modules [Amata and Crupi 2018a; 2019].

Given a nonempty subset $S$ of $E$ (respectively, of $F$), we denote by $\text{Mon}(S)$ the set of all monomials in $S$ (respectively, in $F$). Moreover, we denote by $\text{Mon}_d(S)$ the set of all monomials of degree $d$ in $S$.

We denote by $\succ_{\text{lex}}$ the lexicographic order (lex order, for short) on $\text{Mon}_d(E)$, i.e., if $e_{\sigma} = e_{i_1} e_{i_2} \cdots e_{i_d}$ and $e_\tau = e_{j_1} e_{j_2} \cdots e_{j_d}$ are monomials belonging to $\text{Mon}_d(E)$ with $1 \leq i_1 < i_2 < \cdots < i_d \leq n$ and $1 \leq j_1 < j_2 < \cdots < j_d \leq n$, then $e_{\sigma} \succ_{\text{lex}} e_\tau$ if $i_1 = j_1, \ldots, i_{s-1} = j_{s-1}$ and $i_s < j_s$ for some $1 \leq s \leq d$.

**Definition 2.6.** Let $L$ be a nonempty subset of $\text{Mon}_d(E)$. $L$ is called a lexicographic segment (lex segment, for short) of degree $d$ if for all $v \in L$ and all $u \in \text{Mon}_d(E)$ such that $u \succ_{\text{lex}} v$, we have that $u \in L$.

**Definition 2.7.** Let $I$ be a monomial ideal of $E$. $I$ is called a lexicographic ideal (lex ideal, for short) if for all monomials $v \in I$ and all monomials $u \in E$ with $\deg v = \deg u$ and $u \succ_{\text{lex}} v$, then $u \in I$, i.e., $\text{Mon}_d(I)$ is a lex segment, for all $d$.

**Remark 2.8.** The trivial ideals of $E$, i.e., $(0)$ and $E$ itself, are considered monomial lex ideals.

Now, we extend the previous definitions to monomial submodules of $F$. To do this, we order the set of monomials $\text{Mon}(F)$ by using the ordering $\succ_{\text{lex}_F}$ defined as follows: if $u g_i$ and $v g_j$ are monomials of $F$ such that $\deg(u g_i) = \deg(v g_j)$, then $u g_i \succ_{\text{lex}_F} v g_j$ if $i < j$ or $i = j$ and $u \succ_{\text{lex}} v$.

**Definition 2.9.** Let $N$ be a nonempty subset of $\text{Mon}_d(F)$. $N$ is called a lexicographic segment of $F$ (lex$_F$ segment, for short) of degree $d$ if for all $v \in N$ and all $u \in \text{Mon}_d(F)$ such that $u \succ_{\text{lex}_F} v$, then $u \in N$.

**Definition 2.10.** Let $L$ be a monomial submodule of $F$. $L$ is a lex submodule if for all $u, v \in \text{Mon}_d(F)$ with $v \in L$ and $u \succ_{\text{lex}_F} v$, one has $u \in L$, for every $d$, i.e., $\text{Mon}_d(L)$ is a lex$_F$ segment of degree $d$, for each degree $d$. 
An equivalent definition of a lex submodule is the following one [Amata and Crupi 2018a, Proposition 3.12] (see also [Crupi and Ferrò 2016, Proposition 3.8]).

**Definition 2.11.** Let $L$ be a graded submodule of $F$. $L$ is a lex submodule of $F$ if $L = \bigoplus_{i=1}^{r} I_i g_i$, with $I_i$ lex ideals of $E$ ($i = 1, \ldots, r$), and $(e_1, \ldots, e_n)^{\rho_i + f_i - f_{i-1}} \subseteq I_{i-1}$, for $i = 2, \ldots, r$, with $\rho_i = \text{indeg} I_i$.

**Remark 2.12.** The class of lex submodules of $F$ is obviously contained in the class of strongly stable submodules, and consequently in the class of the stable ones.

A particular overclass of the class of lex submodules, introduced in [Amata and Crupi 2018a] for bounding the graded Betti numbers of a graded $E$-module, is the following one.

**Definition 2.13.** Let $L$ be a graded submodule of $F$. $L$ is an almost lexicographic submodule if $L = \bigoplus_{i=1}^{r} I_i g_i$, with $I_i$ lex ideals of $E$ ($i = 1, \ldots, r$).

In order to discuss the Hilbert functions of quotients of free $E$-modules, we need some notation and remarks. For more details on the subject see [Amata and Crupi 2020a; 2020b].

Firstly, we set

$$\binom{m}{k} = 0 \quad \text{if } m < k \text{ or } k < 0.$$

One can observe that if $F = \bigoplus_{i=1}^{r} E g_i$, deg $g_i = f_i$, for $i = 1, \ldots, r$ and $f_1 \leq \cdots \leq f_r$, we have that

$$H_F(d) = \sum_{i=1}^{r} H_{E g_i}(d) = \sum_{i=1}^{r} \binom{n}{d - f_i}.$$

Hence, if $M$ is a graded submodule of $F$, one has

$$H_{F/M}(d) + H_M(d) = \sum_{i=1}^{r} \binom{n}{d - f_i},$$

where $\binom{n}{d - f_i}$ is the number of monomials of degree $d - f_i$ in $E$.

As a consequence, we have that

$$H_F(d) = \dim_K F_d = 0, \quad \text{for } d < f_1 \text{ and } d > f_r + n. \quad (1)$$

If $M$ is a monomial submodule of $F$, from (1), it follows that

$$H_{F/M}(t) = \sum_{i=f_1}^{f_r+n} H_{F/M}(i)t^i,$$

and we can associate to $F/M$ the sequence

$$(H_{F/M}(f_1), H_{F/M}(f_1+1), \ldots, H_{F/M}(f_r+n)) \in \mathbb{N}_0^{f_r+n-f_1+1}. \quad (2)$$

Such a sequence is called the Hilbert sequence of $F/M$, and we denote it by $H_{sF/M}$. The integers $f_1, f_1 + 1, \ldots, f_r + n$ are called the $H_{sF/M}$-degrees.
Let us define
\[
\text{indeg} H_{SF/M} = \min\{d : H_{F/M}(d) \neq 0\}, \quad \text{for } d = f_1, \ldots, f_r + n.
\]

We use the notation \([p]\) for the set \{1, 2, \ldots, p\).

The entries \(H_{F/M}(f_i)\) \((i = 1, \ldots, r)\) are called the critical values of \(H_{SF/M}\). Moreover, the integers
\[
\mu_{f_i} = |\{s \in [r] : f_s = f_i\}|, \quad \text{for } i = 1, 2, \ldots, r
\]
are called the multiplicity of \(H_{F/M}(f_i)\).

We can observe that some critical values can be zero, and this implies that all the entries of the Hilbert sequence are zero until the next nonzero critical value. So it makes sense to investigate the minimum critical value of a Hilbert sequence to get important information about the behavior of a Hilbert function.

Let \(k\) be the minimum integer such that \(H_{F/M}(f_k) \neq 0\), i.e., \(\text{indeg} H_{SF/M} = f_k\). The integer \(H_{F/M}(f_k)\) is called the initial critical value (of \(F/M\)) and \(f_k\) the initial critical degree (of \(F/M\)). Moreover, we have that
\[
H_{F/M}(f_k) \leq \mu_{f_k},
\]
and
\[
H_{F/M}(f_k + 1) \leq n\mu_{f_k} + \mu_{f_k+1}.
\]

Now we have all the necessary ingredients to quote the main result on the classification of Hilbert functions of quotients of graded free \(E\)-modules [Amata and Crupi 2020a, Theorem 4.2]. The pivotal idea of such a classification is that if \(M\) is a graded submodule of \(F\), then there exists a unique lex submodule of \(F\) with the same Hilbert function as \(M\).

Let \(a\) and \(i\) be two positive integers. Then \(a\) has the unique \(i\)-th Macaulay expansion [Herzog and Hibi 2011, Lemma 6.3.4]
\[
a = \binom{a_i}{i} + \binom{a_{i-1}}{i-1} + \cdots + \binom{a_j}{j}
\]
with \(a_i > a_{i-1} > \cdots > a_j \geq j \geq 1\). We define
\[
a^{(i)} = \binom{a_i}{i+1} + \binom{a_{i-1}}{i} + \cdots + \binom{a_j}{j+1}.
\]
We also set \(0^{(i)} = 0\) for all \(i \geq 1\).

For \(p, q \in \mathbb{Z}\) with \(p < q\), let us define the set
\[
[p, q] = \{ j \in \mathbb{Z} : p \leq j \leq q \}.
\]

**Theorem 2.14** [Amata and Crupi 2020a, Theorem 4.2]. Let \((f_1, f_2, \ldots, f_r) \in \mathbb{Z}^r\) be an \(r\)-tuple such that \(f_1 \leq f_2 \leq \cdots \leq f_r\), and let \((h_{f_1}, h_{f_1+1}, \ldots, h_{f_r+n})\) be a sequence of nonnegative integers. Set
\[
s = \min\{k \in [f_1, f_r + n] : h_k \neq 0\}
\]
\[ \tilde{r}_j = |\{ p \in [r] : f_p = s + j\}|, \quad \text{for } j = 0, 1.\]

Then the following conditions are equivalent:

(a) \(\sum_{i=3}^{f_r+n} h_i t^i\) is the Hilbert series of a graded \(E\)-module \(F / M\), with \(F = \bigoplus_{i=1}^{r'} E g_i\) a finitely generated graded free \(E\)-module with the basis elements \(g_i\) of degrees \(f_i\).

(b) \(h_s \leq \tilde{r}_0, \ h_{s+1} \leq n \tilde{r}_0 + \tilde{r}_1, \ h_i = \sum_{j=N+1}^{r} \binom{n}{i-f_j} + a, \) where \(a\) is a positive integer less than \(\binom{n}{i-f_N}\), 0 < \(N \leq r\), and \(h_{i+1} \leq \sum_{j=N+1}^{r} \binom{n}{i-f_j} + a^{(i-f_N)}\), \(i = s + 1, \ldots, f_r + n.\)

(c) There exists a unique lex submodule \(L\) of a finitely generated graded free \(E\)-module \(F = \bigoplus_{i=1}^{r'} E g_i\) with the basis elements \(g_i\) of degrees \(f_i\), and such that \(\sum_{i=s}^{f_r+n} h_i t^i\) is the Hilbert series of \(F / L\).

From now on, if \(M\) is a monomial submodule of the finitely generated graded free \(E\)-module \(F = \bigoplus_{i=1}^{r} E g_i\), we denote by \(M^{\text{lex}}\) the unique lex submodule of \(F\) with the same Hilbert function as \(M\). \(M^{\text{lex}}\) is called the lex submodule associated to \(M\).

**Remark 2.15.** Theorem 2.14 generalizes the well-known Kruskal–Katona’s theorem in [Aramova et al. 1997], and can be also obtained via results on ideals in an exterior algebra [Amata and Crupi 2020b, Criterion 3.3]. The underlying algorithm is implemented as the \texttt{lexModuleBySequences} method in the \texttt{ExteriorModules} package.

### 3. Examples

In this section, we collect some examples in order to describe the algorithms.

In what follows, let \(F = \bigoplus_{i=1}^{r} E g_i\) be a finitely generated graded free \(E\)-module such that
\[
\deg(g_1) \leq \deg(g_2) \leq \cdots \leq \deg(g_r).
\]

**Example 3.1.** Let \(M\) be a monomial submodule of the graded free module \(F\), we illustrate functions from the \texttt{ExteriorModules} package (analogous to those for ideals [Amata and Crupi 2018b]) in order to check whether \(M\) is (strongly) stable or (almost) lex, and to produce the smallest (strongly) stable submodule containing \(M\).

```plaintext
i1 : loadPackage "ExteriorModules";
i2 : E=QQ[e_1..e_5,SkewCommutative=>true];
i3 : F=E^2;
i4 : I_1=ideal {e_1*e_2, e_1*e_3, e_1*e_4*e_5};
i5 : I_2=ideal {e_1*e_2, e_2*e_3*e_4};
i6 : M=createModule({I_1, I_2},F)
o6 = image|e_1e_3 e_1e_2 e_1e_4e_5 0 0 |
    |0 0 0 e_1e_2 e_2e_3e_4|
o7 : E-module, submodule of E^2
i7 : isStableModule M
i8 = false
```

The submodule \(M\) is almost stable but not stable. In fact, the monomial \(e_2e_3e_4\) does not belong to \(I_1\)
We can compute the smallest stable submodule of $F$ containing $M$ by the function \texttt{stableModule(module)}:

```plaintext
18 : Ms=stableModule M
  o8 = image|e_1e_2 e_1e_3 e_1e_4e_5 e_2e_3e_4 0 0 |  
      |0 0 0 0 e_1e_2 e_2e_3e_4|
  o8 : E-module, submodule of E^2
19 : isStronglyStableModule Ms
  o9 = false
```

The submodule $Ms$ is stable, and but neither almost strongly stable nor strongly stable. In fact, the ideal $(e_1e_2,e_2e_3e_4)$ is not strongly stable. We compute the smallest strongly stable submodule of $F$ containing $Ms$ by using the function \texttt{stronglyStableModule(module)}:

```plaintext
20 : Mss=stronglyStableModule Ms
  o10 = image|e_1e_2 e_1e_3 e_1e_4e_5 e_2e_3e_4 0 0 0 |  
       |0 0 0 0 e_1e_2 e_1e_3e_4 e_2e_3e_4|
  o10 : E-module, submodule of E^2
21 : isStronglyStableModule Mss
  o11 = true
22 : Mss==stronglyStableModule M
  o12 = true
```

The submodule $Mss$ is not an almost lex submodule of $F$. Indeed, the ideal $(e_1e_3e_4,e_2e_3e_4)$ is not lex.

```plaintext
23 : isLexIdeal (getIdeals Mss)_1
  o13 = false
24 : isAlmostLexModule Mss
  o14 = false
```

**Remark 3.2.** The functions \texttt{stableModule(module)} and \texttt{stronglyStableModule(module)} allow the construction of (strongly) stable submodules of a finitely generated graded free module $F$. The methods to compute the smallest stable and strongly stable submodule containing a given submodule are useful, although they do not preserve invariants. In fact, the computation by hand of a stable or a strongly stable submodule implies some tedious calculations overall in the case when the elements of the homogeneous basis of $F$ have different degrees. Furthermore, it is worth pointing out that such methods are analogous to the Macaulay2 function \texttt{borel} that computes the smallest borel ideal containing a given ideal.

**Example 3.3.** Let $h$ be a sequence of nonnegative integers. We describe how one can check whether $h$ is a Hilbert sequence of a graded $E$-module of the type $F/M$, with $M$ graded submodule of $F$. The key tools are the functions \texttt{lexModuleBySequences(list,F)} (\texttt{Remark 2.15}), \texttt{isHilbertSequence(list,F)}, and \texttt{lexModule(list,F)}. The first function verifies if a list of nonnegative integers of a given length is a Hilbert function; the other ones return a lex submodule of $F$ if and only if the list is a Hilbert sequence. In more detail, if $hs$ is a given Hilbert sequence, the lex submodule of $F$ produced by both the functions \texttt{lexModule(hs,F)} and \texttt{lexModuleBySequences(hs,F)} is the unique lex submodule $L$ of $F$ with $H_{F/L} = hs$. These functions work also in the case when the basis elements of the free module $F$ have
different degrees.

```plaintext
i1 : loadPackage "ExteriorModules";
i2 : E=QQ[e_1..e_4,SkewCommutative=>true];
i3 : F=E^3;
i4 : hs={3, 12, 16, 6, 0};
i5 : lexModule(hs,F)
o5 = image|e_1e_2 e_1e_3 e_2e_3e_4 0 0 0 |
     |0 0 0 e_1e_2e_3 e_1e_2e_4 0 |
     |0 0 0 0 0 e_1e_2e_3e_4|  
o5 : E-module, submodule of E^3
i6 : F=E^(2,0,-2);
i7 : hs={1, 4, 5, 4, 6, 5, 6, 3, 0};
i8 : lexModuleBySequences(hs,F)
o8 = image {-2}|e_1e_3 e_1e_2 e_2e_3e_4 0 0 0 |
     |0} |0 0 0 e_1e_2 e_1e_3e_4 0 |
     |2} |0 0 0 0 0 e_1e_2e_3|  
o8 : E-module, submodule of E^3
i9 : F=E^(3,1,-2);
i10 : hs={1, 2, 4, 3, 3, 4, 5, 2, 0};
i11 : isHilbertSequence(hs,F)
o11 = false
```

Example 3.4. Given a graded submodule $M$ of $F$, we illustrate another way for computing the unique lex submodule associated to $M$. Given $M$, we compute $M^\text{lex}$ by the function `lexModule(module)`. The procedure for the computation of the required lex submodule is based on the constructive proof of Theorem 2.14, (b) $\Rightarrow$ (c).

```plaintext
i1 : loadPackage "ExteriorModules";
i2 : E=QQ[e_1..e_4,SkewCommutative=>true];
i3 : F=E^3;
i4 : I_1=ideal {e_1, e_2*e_3*e_4};
i5 : I_2=ideal {e_1*e_2, e_1*e_3*e_4};
i6 : I_3=ideal {e_1*e_2*e_3};
i7 : M=createModule({I_1, I_2, I_3},F)
o7 = image|e_1 e_2e_3e_4 0 0 0 |
     |0 0 e_1e_2 e_1e_3e_4 0 |
     |0 0 0 0 e_1e_2e_3|  
o7 : E-module, submodule of E^3
i8 : isAlmostLexModule M
o8 = true
i9 : isLexModule M
o9 = false
i10 : L=lexModule M
o10 = image|e_1 e_2e_3 0 0 0 0 0 |
     |0 0 e_1e_2e_3 e_1e_2e_4 e_1e_3e_4 e_1e_3e_4 0 |
     |0 0 0 0 0 0 e_1e_2e_3e_4|  
o10 : E-module, submodule of E^3
```
i11 : hilbertSequence M
o11 = {3, 11, 14, 4, 0}
i12 : hilbertSequence M==hilbertSequence L
o12 = true

The function lexModule(module) also works in the case when the basis elements of the free module $F$ have different degrees.

i1 : loadPackage "ExteriorModules";
i2 : E=QQ[e_1..e_4,SkewCommutative=>true];
i3 : F=E^<2,0,-1>;
i4 : I_1=ideal {e_1*e_2, e_3*e_4};
i5 : I_2=ideal {e_1*e_2, e_2*e_3*e_4};
i6 : I_3=ideal {e_2*e_3*e_4};
i7 : M=createModule({I_1, I_2, I_3},F)
o7 = image {-2} | e_1e_2 e_3e_4 0 0 0 |
     {0} | 0 0 e_1e_2 e_2e_3e_4 0 |
     {1} | 0 0 0 0 e_2e_3e_4 |
o7 : E-module, submodule of E^3
i8 : L=lexModule M
o8 = image {-2} | e_1e_2 e_1e_3 e_2e_3e_4 0 0 0 |
     {0} | 0 0 e_1e_2 e_1e_3e_4 0 |
     {1} | 0 0 0 0 e_1e_2e_3 |
o8 : E-module, submodule of E^3
i9 : hilbertSequence M
o9 = {1, 4, 5, 9, 7, 3, 0}
o9 : List
i10 : hilbertSequence M==hilbertSequence L
o10 = true

4. CONCLUSIONS AND PERSPECTIVES. The procedures described in this paper are part of the Macaulay2 package ExteriorModules (which uses the ExteriorIdeals package [Amata and Crupi 2018b]), and tested with Macaulay 1.14 as well as all the examples in this paper.

As far as we know, specific packages for manipulating classes of monomial modules over an exterior algebra have not been implemented yet. Many characterizations and algorithmic methods presented in the package are due to the authors of this paper. We believe that these packages may reveal useful further applications. Indeed, it would be nice to create functions for the computation of the generic initial module of a graded $E$-module $M$ in the category $M$, which is a strongly stable module with the same Hilbert function as $M$.

Moreover, it would be interesting to manage the dual module of a graded $E$-module $M \in M$ in a general case, i.e., when $M$ is a submodule of a finitely generated graded free module whose basis elements have different degrees. The case when the basis elements have the same degree was faced and solved in [Amata and Crupi 2019].

These problems are currently under investigation by the authors.
APPENDIX: LIST OF FUNCTIONS PROVIDED.

- `createModule(list)` : Give the monomial module from a list of ideals
- `getIdeals(M)` : Get ideals from a monomial module $M$
- `hilbertSequence(M)` : Give the Hilbert function sequence of $M$
- `isMonomialModule(M)` : Check whether a module $M$ is monomial
- `isAlmostLexModule(M)` : Check whether a module $M$ is almost lex
- `almostLexModule(M)` : Give the almost lex module associated to $M$
- `isLexModule(M)` : Check whether a module $M$ is lex
- `isAlmostStronglyStableModule(M)` : Check whether a module $M$ is almost strongly stable
- `almostStronglyStableModule(M)` : Give the minimal almost strongly stable module containing $M$
- `isAlmostStableModule(M)` : Check whether a module $M$ is almost stable
- `almostStableModule(M)` : Give the minimal almost stable module containing $M$
- `isStronglyStableModule(M)` : Check whether a module $M$ is strongly stable
- `stronglyStableModule(M)` : Give the minimal strongly stable module containing $M$
- `isStableModule(M)` : Check whether a module $M$ is stable
- `stableModule(M)` : Give the minimal stable module containing $M$
- `minimalBettiNumbers(M)` : Give the (minimal) Betti numbers of $M$
- `initialModule(M)` : Give the initial module of $M$

SUPPLEMENT. The online supplement contains version 1.0 of ExteriorModules.
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The Schur–Veronese package in Macaulay2

JULIETTE BRUCE, DANIEL ERMAN, STEVE GOLDSTEIN AND JAY YANG

ABSTRACT: This note introduces the Macaulay2 package SchurVeronese, which gathers together data about Veronese syzygies and makes it readily accessible in Macaulay2. In addition to standard Betti tables, the package includes information about the Schur decompositions of the various spaces of syzygies. The package also includes a number of functions useful for manipulating and studying this data.

In [Bruce et al. 2020] the authors used a combination of high-throughput and high-performance computation and numerical techniques to compute the Betti tables of $\mathbb{P}^2$ under the $d$-fold Veronese embedding, as well as the Betti tables of the pushforwards of line bundles $\mathcal{O}_{\mathbb{P}^2}(b)$ under that embedding, for a number of values of $b$ and $d$. These computations resulted in new data, such as Betti tables, multigraded Betti numbers, and Schur Betti numbers. (For $b = 0$, most the cases had been previously computed in [Castryck et al.].) This note introduces the SchurVeronese package for Macaulay2, which makes this data readily accessible via Macaulay2 for further experimentation and study.

1. VERONESE SYZYGIES. Throughout this section we fix $n \in \mathbb{N}$ and let $S = \mathbb{C}[x_0, x_1, \ldots, x_n]$ be the polynomial ring with the standard grading. The $d$-th Veronese module of $S$ twisted by $b$ is

$$S(b; d) := \bigoplus_{i \in \mathbb{Z}} S_{d_i + b}.$$ 

If $b = 0$, then $S(0; d)$ is the Veronese subring of $S$, and if $b \neq 0$ then $S(b; d)$ is an $S(0; d)$-module. Moreover, if we set $R = \text{Sym}(S_d)$ to be the symmetric algebra on $S_d$, then we may consider $S(b; d)$ as a graded $R$-module. Geometrically, if $b = 0$ this corresponds to the homogenous coordinate ring of $\mathbb{P}^n$ under the $d$-fold embedding $\mathbb{P}^n \rightarrow \mathbb{P}^{(n^d) - 1}$, and for other $b$ it corresponds to the pushforward of $\mathcal{O}_{\mathbb{P}^n}(b)$ under the $d$-fold embedding.

Our interest is in studying the syzygies of $S(b; d)$. See the introduction of [Bruce et al. 2020] for background on Veronese syzygies including a summary of known results. Throughout this paper, we set $K_{p, q}(\mathbb{P}^n, b; d) := \text{Tor}_p^R(S(b; d), \mathbb{C})_{p+q}$, which is isomorphic to the vector space of degree $p+q$ syzygies of $S(b; d)$ of homological degree $p$. Using the standard conventions for graded Betti numbers, the rank
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of the vector space $K_{p,q}$ corresponds to the Betti number $\beta_{p,p+q}$, and we write $\beta_{p,p+q}(S(b; d)) := \dim \text{Tor}_p^R(S(b; d), \mathbb{C})_{p+q} = \dim K_{p,q}(\mathbb{P}^n, b; d)$. Following the usual Macaulay2 notation, the Betti table of $S(b; d)$ will be the table where $\beta_{p,p+q}(S(b; d))$ is placed in the $(p, q)$-spot.

Outside of the case $n = 1$, the Betti tables of $S(b; d)$ are unknown even for modest values of $d$. There is not even a conjecture about what the Betti table of $S(b; d)$ should be for $n = 2$ and $d \geq 7$.

This package provides an array of computed data about $S(b; d)$ in the case $n = 2$ and for $0 \leq b < d \leq 8$ (though the data are incomplete for some of the larger values of $d$). While computing this data, including the Schur functor decompositions, took substantial time, the resulting data are concise and easy to work with in Macaulay2. The bulk of this package thus consists of these output data, which are included as auxiliary files. The functions provided in this package make this data accessible in a user-friendly way.

Our hope is that this will allow those interested in Veronese syzygies to make headway on formulating conjectures and proving results in this area. Moreover, as new cases of Veronese syzygies are computed, these can easily be incorporated into future versions of the package.

2. AN OVERVIEW OF THE DATA. When computing data for $S(b; d)$ we always work under the hypothesis that $0 \leq b < d$, as the Betti table of $S(b; d)$ and $S(b + d; d)$ differ only by a vertical shift. We have included data for the cases $n = 1$ and $d \leq 10$, although this can also easily be computed using the Eagon–Northcott complex. The main data are for the cases $n = 2$ and $0 \leq b < d \leq 8$. In [Bruce et al. 2020], we obtained full computations for $d \leq 6$; moreover since those algorithms worked in parallel with respect to multidegrees, we obtained incomplete data for some cases where $d = 7, 8$, and we have included these partial data in this package as well.

The algorithms in [Bruce et al. 2020] are a mix of symbolic and numeric algebra. Thus some entries in the data are not provably correct, while others are. One can determine precisely when $K_{p,q} \neq 0$ by combining [Ein and Lazarsfeld 2012, Remark 6.5], [Green 1984b, Theorem 2.2], and [Green 1984a, Theorem 2.c.6]. Our computation of a $K_{p,q}$-group (and all related data such as the Schur functor decomposition) will be provably correct if and only if $K_{p+1,q-1}$ and $K_{p-1,q+1}$ both vanish; in cases where this does not occur, the data for $K_{p,q}$ may have been computed numerically, and thus may not be provably correct. For a longer discussion of potential numerical error issues, see [Bruce et al. 2020, §5.2].

3. TOTAL BETTI TABLES. The Betti table for $S(b; d)$ can be called up using the totalBettiTally command. For example, the Betti table of $S(2; 4)$ when $n = 2$ is produced below.

```plaintext
i6 : totalBettiTally(4,2,0)
o6 = total: 1 75 536 1947 4488 7095 7920 6237 3344 1089 175 11 2
      0: 1
      1: 75 536 1947 4488 7095 7920 6237 3344 1089 120
      2: . . . . . . . . . . . .
o6 : BettiTally
```

Note that this is purely numeric: the package does not produce a minimal free resolution; the function simply returns the Betti numbers obtained by a previous computation. The command totalBetti is similar, but expresses the Betti numbers simply as a hash table.
There is also a distinction between the indexing conventions. When working with hash tables, we
follow the more concise $K_{p,q}$ indexing conventions, instead of the $\beta_{p,p+q}$ indexing conventions used for
Betti tallies. Thus, for instance, in the above example, the Betti number $\beta_{2,3}$ would correspond to key
$(2, [3], 3)$ in the Betti tally, but in the hash table `totalBetti` it corresponds to key $(2, 1)$:

```plaintext
i4 : E = totalBetti(4,2,0);
i5 : E#(2,1)
o5 = 536
```

If one tries to call a Betti table outside of the acceptable range of $n, b, d$, we return an error message.

```plaintext
i10 : totalBettiTally(4,3,0)
o10 = Need n = 1 or 2
```

As noted above, there were instances where we were able to partially compute Betti tables, for instance
in the case of the 7-uple embedding of $\mathbb{P}^2$. In those cases, we have recorded the entries that we know,
and we mark the unknown entries with “infinity”. For example:

```plaintext
i14 : B = totalBetti(7,2,0);
i15 : B#(4,1)
o15 = 1031184
i16 : B#(20,1)
o16 = infinity
```

Thus, in this case, we see $\dim K_{4,1}(\mathbb{P}^2, 2; 7) = 1031184$, but were unable to compute $\dim K_{20,1}(\mathbb{P}^2, 2; 7)$.

### 4. Schur Decomposition

When $n = 2$ and $d \geq 5$, the Betti tables of $S(b; d)$ are often unwieldy to work with, as they and their entries tend to be quite large. For example, the Betti table of $S(0; 6)$ has 26 columns and many of the entries are on the order of $10^7$.

A more concise way of recording the syzygies would be to take into account the symmetries coming from representation theory. The natural linear action of $GL_{n+1}(\mathbb{C})$ on $S$ induces an action on each vector space $K_{p,q}(\mathbb{P}^n, b; d)$. We can thus decompose this as a direct sum of Schur functors of total weight $d(p + q) + b$, i.e.,

$$K_{p,q}(\mathbb{P}^n, b; d) = \bigoplus_{|\lambda|=d(p+q)+b} S_\lambda(\mathbb{C}^{n+1}) \oplus m_{p,\lambda}(\mathbb{P}^n, b; d),$$

with $m_{p,\lambda}(\mathbb{P}^n, b; d)$ being the Schur Betti numbers and $S_\lambda$ being the Schur functor corresponding to the partition $\lambda$ [Fulton and Harris 1991, p. 76]. The Schur Betti numbers can be accessed via the `schurBetti` command, which returns a hash table whose keys correspond to pairs $(p, q)$ for which $K_{p,q}(\mathbb{P}^n, b; d) \neq 0$, and whose values are lists corresponding to the Schur decomposition of this syzygy module.

For example, let us consider $K_{2,1}(\mathbb{P}^2, 0; 4)$, which is a vector space of dimension 536. As a representation of $GL_3(\mathbb{C})$, it turns out to be the sum of 9 distinct Schur functors, each appearing with multiplicity 1:

$$K_{2,1}(\mathbb{P}^2, 0; 4) = S_{(9,2,1)} \oplus S_{(8,4,0)} \oplus S_{(8,3,1)} \oplus S_{(7,5,0)} \oplus S_{(7,4,1)} \oplus S_{(7,3,2)} \oplus S_{(6,5,1)} \oplus S_{(6,4,2)} \oplus S_{(5,4,1)}.$$
From this, it is easy to compute statistics such as the number of representations and the number of distinct representations appearing in the Schur decomposition of $K_{p,q}(n,b;d)$. The SchurVeronese package provides commands for these. For instance, in our example above we see that:

```
11 : (numDistinctRepsBetti(4,2,0))#(2,1)
o11 = 9
```

We can also display the number of representations appearing in each entry of the Betti table. In the following example, the first table counts distinct Schur functors and the second counts the number of Schur functors with multiplicity:

```
129 : makeBettiTally numDistinctRepsBetti(4,2,0)
o129 = total: 0 1 2 3 4 5 6 7 8 9 10 11 12
   0: 1 2 9 17 23 26 25 21 13 3 1 1
   1: 2 9 17 23 26 25 21 13 1 . .
   2: . . . . . . . . . . 2 1 1

130 : makeBettiTally numRepsBetti(4,2,0)
o130 = total: 0 1 2 3 4 5 6 7 8 9 10 11 12
   0: 1 2 9 28 55 79 86 69 38 14 3 1
   1: 2 9 28 55 79 86 69 38 14 1 .
   2: . . . . . . . . . . 2 1 1
```

Thus, $K_{4,1}(\mathbb{P}^2, 0; 4)$ is the sum of 55 irreducible representations, 23 of which are distinct.

5. MULTIGRADED BETTI NUMBERS. One can also specialize the action of $GL_{n+1}(\mathbb{C})$ to the torus action via $(\mathbb{C}^*)^{n+1}$. This gives a decomposition of $K_{p,q}(\mathbb{P}^n, b; d)$ into a sum of $\mathbb{Z}^{n+1}$-graded vector spaces of total weight $d(p+q)+b$. Specifically, writing $\mathbb{C}(-a)$ for the vector space $\mathbb{C}$ together with the $(\mathbb{C}^*)^{n+1}$-action given by $(\lambda_0, \lambda_1, \ldots, \lambda_n) \cdot \mu = \lambda_0^a_0 \lambda_1^a_1 \cdots \lambda_n^a_n \mu$, we have

$$K_{p,q}(\mathbb{P}^n, b; d) = \bigoplus_{a \in \mathbb{Z}^{n+1}} \mathbb{C}(-a)^{\oplus \beta_{p,a}(\mathbb{P}^n, b; d)}$$

as $\mathbb{Z}^{n+1}$-graded vector spaces, or equivalently as $(\mathbb{C}^*)^{n+1}$ representations.

The SchurVeronese package produces these multigraded Betti numbers for a number of examples via the multiBetti command. As schurBetti does, this command returns a hash table whose keys correspond to pairs $(p,q)$ for which $K_{p,q}(\mathbb{P}^n, b; d) \neq 0$, and whose values are multigraded Hilbert polynomials encoding the multigraded decomposition of $K_{p,q}(n,b;d)$. More specifically, the value of $(\text{multiBetti}(d,n,b))#(p,q)$ is the polynomial

$$\sum_{a \in \mathbb{Z}^{n+1}} \beta_{p,a}(n,b;d) t^a$$

where $t^a$ denotes $t_0^{a_0} t_1^{a_1} \cdots t_n^{a_n}$.

For example, $K_{12,2}(2,0;4)$ is the 3-dimensional $\mathbb{Z}^3$-graded vector space

$$K_{12,2}(2,0;4) \cong \mathbb{C}(-(19,19,18)) \oplus \mathbb{C}(-(19,18,19)) \oplus \mathbb{C}(-(18,19,19)).$$
The following code computes this, illustrating that the multigraded Hilbert function for $K_{12,2}(2, 0; 4)$ is $t_0^{19}t_1^{19}t_2^{18} + t_0^{19}t_1^{18}t_2^{19} + t_0^{18}t_1^{19}t_2^{19}$.

```plaintext
i4 : (multiBetti(4,2,0))#(12,2)

19 19 18 | 19 18 19 | 18 19 19
0 1 2     + 0 1 2     + 0 1 2

o4 : QQ[t_0, t_1, t_2]
```

SUPPLEMENT. The online supplement contains version 1.1 of SchurVeronese.
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admcycles - a Sage package for calculations in the tautological ring of the moduli space of stable curves

VINCENT DELECRIOX, JOHANNES SCHMITT AND JASON VAN ZELM

ABSTRACT: The tautological ring of the moduli space of stable curves has been studied extensively in the last decades. We present a SageMath implementation of many core features of this ring. This includes lists of generators and their products, intersection numbers and verification of tautological relations. Maps between tautological rings induced by functoriality, that is pushforwards and pullbacks under gluing and forgetful maps, are implemented. Furthermore, many interesting cycle classes, such as the double ramification cycles, strata of $k$-differentials and hyperelliptic or bielliptic cycles are available. We show how to apply the package, including concrete example computations.

1. INTRODUCTION. A crucial tool in the study of the singular cohomology of the moduli space $\overline{M}_{g,n}$ of stable curves is the tautological ring

$$RH^*(\overline{M}_{g,n}) \subset H^*(\overline{M}_{g,n}) = H^*(\overline{M}_{g,n}, \mathbb{Q}).$$

It is a $\mathbb{Q}$-subalgebra of the singular cohomology of $\overline{M}_{g,n}$ with an explicit, finite set of generators (indexed by decorated graphs $[\Gamma, \alpha]$) admitting combinatorial descriptions of operations like cup products and intersection numbers. For a detailed introduction to the tautological ring, see, e.g., [Faber and Pandharipande 2000; Arbarello et al. 2011; Pandharipande 2018].

Since computations with the generators $[\Gamma, \alpha]$ quickly become untractable by hand, it is natural to implement them in a computer program. With admcycles we present such an implementation using the open source mathematical software [SageMath]. It is based on an earlier implementation by Aaron Pixton. It features intersection products and numbers between the classes $[\Gamma, \alpha]$ and verification of linear relations between these generators using the known generalized Faber–Zagier relations [Pixton 2012; Pandharipande et al. 2015; Janda 2017]. For the gluing and forgetful morphisms between (products of) the moduli spaces $\overline{M}_{g,n}$ it implements pullbacks and pushforwards of the generators $[\Gamma, \alpha]$ of the tautological ring.

Many geometric constructions of cohomology classes on $\overline{M}_{g,n}$ (such as the Chern classes $\lambda_d$ of the Hodge bundle $E$ over $\overline{M}_{g,n}$) give classes contained in the tautological ring and can thus be written as linear combinations of classes $[\Gamma, \alpha]$. For many examples of such classes, the package admcycles
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admcycles Sage package implements known formulas or algorithms to calculate them and thus allows further computations, such as intersections or comparisons to other cohomology classes. In particular, admcycles contains

- a formula for double ramification cycles $\text{DR}_g(A)$ from [Janda et al. 2017],
- a conjectural formula for the strata $H^k_g(m)$ of $k$-differentials from [Farkas and Pandharipande 2018; Schmitt 2018],
- (generalized) lambda classes, the Chern classes of derived pushforwards $R^\bullet \pi_* \mathcal{O}(D)$ of divisors $D$ on the universal curve $\pi : C_{g,n} \to \overline{M}_{g,n}$, as discussed in [Pagani et al. 2020],
- admissible cover cycles,\(^1\) such as the fundamental classes of loci of hyperelliptic or bielliptic curves with marked ramification points, as discussed in [Schmitt and van Zelm 2020]

Instead of discussing the details of the algorithms in admcycles, this document serves as a user manual for the package, with an emphasis on concrete example computations. These computations are also available in an interactive online format on CoCalc (without need for registration) here.

One way to explore admcycles is to go through these examples and refer back to the text below for additional explanations and background. While the code in the examples is mostly self-explanatory, some basic familiarity with SageMath and the Python programming language (e.g., as explained in the official SageMath tutorial) is helpful.

**Applications of admcycles.** By now the package admcycles has been used in a variety of contexts. Its original purpose was computing new examples of admissible cover cycles in [Schmitt and van Zelm 2020], e.g., computing the class of the hyperelliptic locus in $\overline{M}_5$ and $\overline{M}_6$ and the locus of bielliptic cycles in $\overline{M}_4$. It was also used to verify results about Hodge integrals on bielliptic cycles in [Pandharipande and Tseng 2019] and on loci of cyclic triple covers of rational curves in [Owens and Somerstep 2019].

Buryak and Rossi [2021] used admcycles to explore formulas for intersection numbers involving double ramification cycles and lambda classes. The implementation of generalized lambda classes led to the discovery of previously missing terms in the computations of [Pagani et al. 2020] when doing comparisons with double ramification cycles. The package was also used in [Chen et al. 2019] to verify computations of Masur–Veech volumes in terms of intersection numbers on $\overline{M}_{g,n}$. It was used to check a new recursion for intersection numbers of $\psi$-classes presented in [Grosse et al. 2019] and formulas for double Hurwitz numbers in terms of intersection numbers in [Borot et al. 2020] and [Do and Lewański 2020]. In [Castorena and Gendron 2020], which computes a fundamental class of a stratum of meromorphic differentials in genus 3, some errors have been found and corrected after comparing the result with the output of admcycles. More recently, in [Bae and Schmitt 2020] some code based on admcycles was used to compute ranks of Chow groups of moduli stacks $\mathcal{M}_{0,n}$ of prestable curves. Molcho et al. [2021] applied the package to verify the completeness of the generalized Faber–Zagier relations in two new cases on $\overline{M}_{4,1}$ and $\overline{M}_{5,1}$ and used this to show that for $g \geq 7$ the class $\lambda_g$ is not contained in the subring of the

---

\(^1\)Computing these cycles was the original purpose of admcycles, hence the name of the package.
cohomology of $\overline{M}_g$ generated by classes of cohomological degree at most 4. Very recently, Canning and Larson [2021] used `admcycles` for computing the rational Chow rings of the spaces $M_g$ for $g = 7, 8, 9$.

**Other implementations.** Apart from `admcycles` (and the code of Pixton on which it is based) there have been several other implementations of the tautological ring, starting with Faber’s program [1999] for computing intersection numbers of divisors and Chern classes of the Hodge bundle. Yang [2008] presents a program computing intersection pairings of tautological classes on various open subsets of $\overline{M}_{g,n}$. The package [mgn] by Johnson implements general intersections of the $[\Gamma, \alpha]$ and also verification of linear relations between these generators against the known generalized Faber–Zagier relations.

Based on `admcycles` there is the new SageMath-package `diffstrata` (included in `admcycles` since version 1.1) by Costantini, Möller and Zachhuber. It implements the tautological ring and intersection products on the smooth compactification of the strata of differentials presented in [Bainbridge et al. 2019a]. Computations with `diffstrata` are used in [Costantini et al. 2020a] to evaluate formulas for Euler characteristics of strata of differentials in examples. Similar to the present paper, a detailed description of the package `diffstrata` is given in [Costantini et al. 2020b].

### 1.1. Conventions

Let $\overline{M}_{g,n}$ be the moduli space of stable curves and $\pi : \overline{M}_{g,n+1} \to \overline{M}_{g,n}$ be the forgetful morphism of the marking $n + 1$, which can be seen as the universal curve over $\overline{M}_{g,n}$. Let $\sigma_i : \overline{M}_{g,n} \to \overline{M}_{g,n+1}$ be the section of $\pi$ corresponding to the $i$-th marked point ($i = 1, \ldots, n$). For $\omega_{\pi}$ the relative dualizing line bundle of $\pi$ on the space $\overline{M}_{g,n+1}$ and $i = 1, \ldots, n$ we define the $\psi$-class

$$\psi_i = c_1(\sigma_i^* \omega_{\pi}) \in H^2(\overline{M}_{g,n}).$$

For $a = 0, 1, 2, \ldots$ we define the (Arbarello–Cornalba) $\kappa$-class

$$\kappa_a = \pi_*((\psi_{n+1})^{a+1}) \in H^{2a}(\overline{M}_{g,n}).$$

Finally, given a stable graph $\Gamma$ of genus $g$ with $n$ legs, let

$$\xi_\Gamma : \overline{M}_{\Gamma} = \prod_{v \in V(\Gamma)} \overline{M}_{g(v), n(v)} \to \overline{M}_{g,n}$$

be the gluing map associated to $\Gamma$. For a class $\alpha \in H^*(\overline{M}_{\Gamma})$ given as a product of $\kappa$ and $\psi$-classes on the factors $\overline{M}_{g(v), n(v)}$, define

$$[\Gamma, \alpha] = (\xi_\Gamma)_* \alpha \in H^*(\overline{M}_{g,n}).$$

Such decorated boundary strata form a generating set (as a $\mathbb{Q}$-vector space) of the tautological ring $RH^*(\overline{M}_{g,n})$.

**Note:** The degree of the gluing map $\xi_\Gamma$ to its image is given by the size $|\text{Aut}(\Gamma)|$ of the automorphism group of $\Gamma$. Therefore many authors prefer to define $[\Gamma, \alpha]$ as $1/|\text{Aut}(\Gamma)| \cdot (\xi_\Gamma)_* \alpha$ (so that $[\Gamma, 1]$ equals the class of the boundary stratum of $\overline{M}_{g,n}$ associated to $\Gamma$). However, throughout this paper and in the package `admcycles`, we take the convention of *not* dividing by the size $|\text{Aut}(\Gamma)|$ of the automorphism group of $\Gamma$. 


2. **GETTING STARTED.** The admcycles package works on top of SageMath which is an open source software for mathematical computations. We describe how to install SageMath and admcycles on a computer and how to use the available online services.

2.1. **admcycles in the cloud.** The simplest way to play with admcycles without installing anything beyond a web browser is to use one of [SageMathCell] or the website [CoCalc]. The former provides a basic interface to SageMath. The latter requires registration and allows one to create worksheets that can easily be saved and shared. As mentioned before, it is possible to explore the computations presented below on share.calc.com without the need to register.

2.2. **Obtaining SageMath.** SageMath is available on most operating systems. Depending on the situation one can find it in the list of softwares available from the package manager of the operating system. Alternatively, there are binaries available from the SageMath website. Lastly, one can compile it from the source code. More information on the installation process can be found here.

2.3. **Installation of the admcycles package.** The package admcycles is available from the Python Package Index (PyPI) where detailed installation instructions are available for a range of systems. Note that the best performance (in particular for functions like `DR_cycle`) is obtained using version 9.0 of SageMath or newer.

The package admcycles is being developed on GitLab where one can find the latest development version and a link to report bugs. This is also the place to look at to suggest features or improvements.

2.4. **First step with admcycles.** Once successfully installed, to use admcycles one should start a SageMath-session and type

```
sage: from admcycles import *
```

In the sample code, we reproduce the behavior of the SageMath console that provides the `sage:` prompt on each input line. When using the online SageMathCell or a Jupyter worksheet, there is no need to write `sage:`. In all our examples, this `sage:` prompt allows one to distinguish between the input (command) and the output (result). *All other examples below assume that the line

```
from admcycles import *
```

has been executed before.*

In addition to this manual, the package has an internal documentation with more information concerning the various functions. To access additional information about some function or object `foo`, type `foo?` during the SageMath session; e.g.,

```
sage: TautologicalRing?
```

3. **TAUTOLOGICAL RING AND CLASSES.** The main objects in admcycles to manipulate tautological classes are `TautologicalRing` and `TautologicalClass`. 
3.1. Creating tautological rings. A convenient way to start a computation in the tautological ring of $\overline{M}_{g,n}$ is to construct the appropriate ring itself by calling the function TautologicalRing(g, n).

```
sage: R = TautologicalRing(1, 1); R
TautologicalRing(g=1, n=1, moduli='st') over Rational Field
```

As we explain in Section 3.2, the object $R$ above then allows easy access to many of the standard tautological classes on $\overline{M}_{g,n}$. As an example, we show how to compute the integral

$$\int_{\overline{M}_{1,1}} \psi_1 = \frac{1}{24}$$

using the ring $R$ we created above (see Section 3.3 for more details):

```
sage: R.psi(1).evaluate()
1/24
```

Instead of working with the tautological ring of all of $\overline{M}_{g,n}$, it is also possible to work on open subsets of the moduli space, such as the locus of compact type curves. This can be specified with the parameter `moduli`:

```
sage: Rct = TautologicalRing(3, 1, moduli='ct')
```

The available moduli types are:

- `'st'`: all stable curves (default).
- `'tl'`: treelike curves (all cycles in the stable graph have length 1).
- `'ct'`: compact type (stable graph is a tree).
- `'rt'`: rational tails (there exists a vertex of genus $g$).
- `'sm'`: smooth curves.

As an example of how this affects the behavior of the tautological ring, we can compute the so-called socle degree, i.e., the highest nonvanishing (complex) degree of the tautological ring of the corresponding subset of $\overline{M}_{g,n}$.

```
sage: Rst = TautologicalRing(3, 1, moduli='st')
sage: Rst.socle_degree()
7
sage: Rsm = TautologicalRing(3, 1, moduli='sm')
sage: Rsm.socle_degree()
2
```

We will see in more detail in Section 3.4 how specifying the moduli affects computations.

3.2. Creating tautological classes. Each tautological class in admcycles has type TautologicalClass. We list in this section the different ways to enter tautological classes in the program. Depending on the example, some are more convenient than others.

As explained in Section 3.1 all computations happen in a given tautological ring (with a fixed base ring and fixed moduli). Once a tautological ring $R$ for $\overline{M}_{g,n}$ has been created as explained in Section 3.1,
the fundamental class, boundary divisors as well as \( \psi, \kappa \) and \( \lambda \)-classes are predefined methods of the ring \( R \).

- \( R\.fundamental\_class() \) returns the fundamental class of \( \overline{M}_{g,n} \).
- \( R\.separable\_boundary\_divisor(h,A) \) gives the pushforward \( \xi_*[\overline{M}_{\Gamma}] \) of the boundary gluing map
  \[
  \xi : \overline{M}_{\Gamma} = \overline{M}_{h,A \cup \{p\}} \times \overline{M}_{g-h,((1,...,n) \setminus A) \cup \{p'\}} \to \overline{M}_{g,n},
  \]
  where \( A \) can be a list, set or tuple\(^2\) of numbers from 1 to \( n \).
- \( R\.irreducible\_boundary\_divisor() \) gives the pushforward \( (\xi')_*[\overline{M}_{g-1,n+2}] \) of the boundary gluing map
  \[
  \xi' : \overline{M}_{g-1,n+2} \to \overline{M}_{g,n}
  \]
  identifying the last two markings to a node. Note that, since \( \xi' \) has degree 2 onto its image, this gives twice the fundamental class of the boundary divisor of irreducible nodal curves.
- \( R\.psi(i) \) gives the \( \psi \)-class \( \psi_i \) of marking \( i \) on \( \overline{M}_{g,n} \).
- \( R\.kappa(a) \) gives the (Arbarello–Cornalba) \( \kappa \)-class \( \kappa_a \) on \( \overline{M}_{g,n} \).
- \( R\.lambdaclass(d) \) gives the class \( \lambda_d \) on \( \overline{M}_{g,n} \), defined as the \( d \)-th Chern class
  \[
  \lambda_d = c_d(E)
  \]
  of the Hodge bundle \( E \), the vector bundle on \( \overline{M}_{g,n} \) with fiber \( H^0(C, \omega_C) \) over the point \( (C, p_1, \ldots, p_n) \in \overline{M}_{g,n} \).

These tautological classes can be combined in the usual way by operations \(+, -, *\) and raising to an integral power \(^\wedge\).

```sage
sage: R1 = TautologicalRing(3, 4)
sage: t1 = 3*R1.separable_boundary_divisor(1,(1,2)) - R1.psi(4)^2
sage: R2 = TautologicalRing(2, 1)
sage: t2 = -1/3*R2.irreducible_boundary_divisor() * R2.lambdaclass(1)
```

For user convenience, alternative functions are available to create the basic tautological classes (over the rationals and for the full moduli of stable curves), without having to create the tautological ring before. Each of these functions require extra arguments \( g \) and \( n \) to specify the genus and the number of marked points.

- \( fundclass(g, n) \)
- \( sepbdiv(g1, A, g, n) \)
- \( irrbddiv(g, n) \)
- \( psiclass(i, g, n) \)
- \( kappaclass(a, g, n) \)
- \( lambdaclass(d, g, n) \)

\(^2\)Be careful that tuples of length 1 must be entered as \( (a,) \) in Python, instead of \( (a) \).
sage: tt1 = 3 * sepbdiv(1, (1,2), 3, 4) - psiclass(4, 3, 4)^2
tt1
sage: t1 == tt1
True
sage: tt2 = -1/3*irrbdiv(2, 1) * lambdaclass(1, 2, 1)
tt2
sage: t2 == tt2
True

To enter more complicated classes coming from decorated boundary strata, it is often convenient to first list all such decorated strata forming the generating set of $\text{RH}^{2r}(\overline{M}_{g,n})$ in a specified degree $r$ using $R._\text{list}_\text{generators}(r)$ and then select the desired ones from the list (see below for an explanation of the notation). As a shortcut one can also directly use the function $\text{tautgens}(g,n,r)$ to produce this list without having to create the ring $R$ before.

sage: R = TautologicalRing(2, 0)
sage: R._\text{list}_\text{generators}(2)
[0] : Graph : [2] [] [] Polynomial : (kappa_2)_0
[1] : Graph : [2] [] [] Polynomial : (kappa_1^2)_0
[2] : Graph : [1, 1] [[2], [3]] [(2, 3)] Polynomial : (kappa_1)_0
[3] : Graph : [1, 1] [[2], [3]] [(2, 3)] Polynomial : psi_2
[4] : Graph : [1] [[2, 3]] [(2, 3)] Polynomial : psi_2
[5] : Graph : [1] [[2, 3]] [(2, 3)] Polynomial : psi_2
[6] : Graph : [0, 1] [[3, 4, 5], [6]] [(3, 4), (5, 6)] Polynomial : 1
[7] : Graph : [0] [[3, 4, 5, 6]] [(3, 4), (5, 6)] Polynomial : 1

The list itself is created by $R._\text{generators}(r)$, from which one can then select the classes:

sage: L = R._\text{generators}(2)

The output above should be interpreted as follows: each $\text{TautologicalClass}$ consists of a sum of decorated boundary strata (represented by data type $\text{decstratum}$), which consist of a graph (datatype $\text{StableGraph}$) and a polynomial in $\kappa$ and $\psi$-classes (datatype $\text{KappaPsiPolynomial}$).

To explain the notation above, let us look at the example of generator $L[3]$.

Graph : [1, 1] [[2], [3]] [(2, 3)] Polynomial : 2*psi_2

Its stable graph is represented by three lists.

1. The first list $[1, 1]$ are the genera of the vertices, so there are two vertices, both of genus 1. Note that vertices are numbered by 0, 1, 2, ... , so in the above case, the vertices are numbers 0 and 1.
(2) The second list gives the legs (that is markings or half-edges) attached to the vertices, so vertex 0 carries the half-edge 2 and vertex 1 the half-edge 3.

(3) The third list gives the edges, that is half-edge pairs that are connected; in the above case, the two half-edges 2 and 3 form an edge, connecting the two vertices.

If we wanted to enter this `StableGraph` manually, we could use its constructor as follows:

```python
sage: G = StableGraph([1,1],[[2],[3]],[(2,3)]); G
[1, 1] [[2], [3]] [(2, 3)]
```

The polynomial in $\kappa$ and $\psi$ is $1*\psi_2^1$ in this case, so the half-edge 2 on the first vertex carries a $\psi$-class. For the generator $L[4]$ the polynomial looks like $1*(\kappa_1^1)_0$, meaning that vertex 0 carries a class $\kappa_1^1 = \kappa_1$.

Finally, it is possible to manually enter tautological classes by constructing a stable graph $\gamma$ and calling the main constructor $R(\gamma, \kappa, \psi)$ of the tautological ring.

```python
sage: R = TautologicalRing(3,2)
sage: g = StableGraph([2,0], [[1,3],[2,4,5,6]], [(3,4),(5,6)])
sage: R(g, kappa=[[1],[1]], psi={1:2})
Graph : [2, 0] [[1, 3], [2, 4, 5, 6]] [(3, 4), (5, 6)]
Polynomial : (kappa_1)_1*psi_1^2
sage: R(g, kappa=[1,1], psi={1:2})
Graph : [2, 0] [[1, 3], [2, 4, 5, 6]] [(3, 4), (5, 6)]
Polynomial : (kappa_1*kappa_2)_0
```

In the above call, the arguments $\kappa$ and $\psi$ are both optionals and specify the $\kappa$ and $\psi$ decorations on the stable graph $\gamma$. We refer to the documentation of admcycles for more details.

### 3.3. Basic operations.

Apart from the usual arithmetic operations, we can take forgetful pushforwards and pullbacks of tautological classes and also compute the degree of tautological zero-cycles. In particular, we can compute intersection numbers. Below, for the forgetful map $\pi : \overline{M}_{1,3} \to \overline{M}_{1,2}$ forgetting the marking 3 we verify the relations

$$\pi_*\psi_3^2 = \kappa_1 \quad \text{and} \quad \pi^*\psi_2 = \psi_2 - D_{0,[2,3]},$$

where $D_{0,[2,3]}$ is the class of the boundary divisor in $\overline{M}_{1,3}$ where generically the curve splits into two components of genera 0, 1 connected at a node with the component of genus 0 carrying markings 2, 3.

```python
sage: s1 = TautologicalRing(1, 3).psi(3)^2
sage: s1.forgetful_pushforward([3])
Graph : [1] [[1, 2]] []
Polynomial : (kappa_1)_0
sage: s2 = TautologicalRing(1, 2).psi(2)
sage: s2.forgetful_pullback([3])
Graph : [1] [[1, 2, 3]] []
Polynomial : psi_2
Graph : [1, 0] [[1, 4], [2, 3, 5]] [(4, 5)]
Polynomial : -1
```
Using the method \texttt{evaluate} of \texttt{TautologicalClass}, we also compute intersection numbers of $\psi$-classes on $\overline{M}_{g,n}$, the so-called \textit{correlators} or \textit{descendent integrals}. Here, given numbers $k_1, \ldots, k_n$ summing to $3g - 3 + n$ one can define these correlators $\langle \tau_{k_1} \cdots \tau_{k_n} \rangle_{g,n}$ as
\begin{equation}
(\tau_{k_1} \cdots \tau_{k_n})_{g,n} = \int_{\overline{M}_{g,n}} \psi_1^{k_1} \cdots \psi_n^{k_n}.
\end{equation}

Below we compute the intersection number
\[ \langle \tau_0 \tau_1 \tau_2 \rangle_{1,3} = \int_{\overline{M}_{1,3}} \psi_1^0 \psi_2 \psi_3^2 = \frac{1}{12} \]
and check that it agrees with the prediction $\langle \tau_0 \tau_1 \tau_2 \rangle_{1,3} = \langle \tau_0 \tau_2 \rangle_{1,2} + \langle \tau_1 \rangle_{1,2}$ by the string equation.

\begin{verbatim}
sage: R1 = TautologicalRing(1, 3)
sage: s3 = R1.psi(2) * R1.psi(3)^2
sage: s3.evaluate()
1/12
sage: R2 = TautologicalRing(1, 2)
sage: s4 = R2.psi(2)^2 + R2.psi(1) * R2.psi(2)
sage: s4.evaluate()
1/12
\end{verbatim}

Instead of multiplying $\psi$-classes and evaluating by hand, we can also use the function \texttt{psi_correlator}, which takes as input the numbers $k_1, \ldots, k_n$ and outputs the correlator (1).

\begin{verbatim}
sage: psi_correlator(0,1,2)
1/12
\end{verbatim}

Note that in the current version of \texttt{admcycles}, the list of tautological generators $[\Gamma_i, \alpha_i]$ in a tautological class is \textit{not} automatically simplified by combining equivalent terms (since in general this requires testing graph isomorphisms between the $\Gamma_i$). When performing arithmetic operations with complicated tautological classes, this simplification can be manually triggered using the function \texttt{simplify}, as demonstrated below. For this toy example, we create two different but isomorphic stable graphs, convert them to tautological classes and form their sum $s$. After applying the method \texttt{simplify} they are recognized as equal, so that we obtain a shorter sum.

\begin{verbatim}
sage: gamma1 = StableGraph([1,2],[[3],[4]],[(3,4)]).to_tautological_class()
sage: gamma2 = StableGraph([2,1],[[5],[6]],[(5,6)]).to_tautological_class()
sage: s = gamma1 + gamma2; s
Graph : [1, 2] [[3], [4]] [(3, 4)]
Polynomial : 1
Graph : [2, 1] [[5], [6]] [(5, 6)]
Polynomial : 1
sage: s_simple = s.simplify(); s_simple
Graph : [1, 2] [[2], [3]] [(2, 3)]
Polynomial : 2
\end{verbatim}

In a future version of \texttt{admcycles} (after improving our algorithms for graph isomorphisms), we plan to automate this process.
3.4. A basis of the tautological ring and tautological relations. One can compute, using the function `generating_indices(g,n,r)`, the indices (for the list `tautgens(g,n,r)`) of a basis of $\text{RH}^{2r}(\overline{M}_{g,n})$, assuming that the generalized Faber–Zagier relations (see [Pixton 2012; Pandharipande et al. 2015; Janda 2017]) between the additive generators $[\Gamma, \alpha]$ give a complete set of relations between them. For many concrete examples of $(g, n, r)$, this conjecture can be checked using `admcycles` via the function `FZ_conjecture_holds(g,n,r)` (see [Molcho et al. 2021, Appendix B] and the documentation of the function for more details). For the computation we show below, let us verify that the generalized Faber–Zagier relations for $\text{RH}^{2}(\overline{M}_{2,0})$ are complete:

```sage
sage: FZ_conjecture_holds(2,0,2)
True
```

If the relations are complete as discussed above, `Tautvectorstobasis` converts a vector with respect to the whole generating set into a vector in this basis. The function `TautologicalClass.basis_vector(r)` converts a `TautologicalClass` into such a vector.

Continuing the example from Section 3.2 we see:

```sage
sage: generating_indices(2,0,2)
[0, 1]
sage: t3.basis_vector(2)
(-48, 22)
```


It is also possible to directly verify tautological relations using the built-in function `is_zero` of `TautologicalClass`. It checks if the tautological class is contained in the ideal generated by the 3-spin relations [Pandharipande et al. 2015] (what we call the generalized Faber–Zagier relations above). Below we verify the known relation $\kappa = \psi - \delta_0 \in R^1(\overline{M}_{1,n})$ for $n = 4$. Here $\psi$ is the sum of all $\psi_i$ and $\delta_0$ is the sum of all separating boundary divisors, i.e., those having a genus 0 component. For this, we list all stable graphs with one edge via `list_strata(g,n,1)`. We exclude the graph gamma with a self-loop by requiring that the number of vertices `gamma.numvert()` is at least 2. Then we can convert these graphs `bd` to tautological classes by using `to_tautological_class`.

```sage
sage: R = TautologicalRing(1, 4)
sage: bgraphs = [bd for bd in list_strata(1,4,1) if bd.num_verts() > 1]
sage: del0 = sum(bd.to_tautological_class() for bd in bgraphs)
sage: psisum = sum(R.psi(i) for i in range(1,5))
sage: rel = R.kappa(1) - psisum + del0
```

```sage
rel.is_zero()
```

As a shorthand for `is_zero` one can also simply compare to the integer 0 as follows:

```sage
rel == 0
```

It is also possible to express tautological classes in a basis of the tautological ring of suitable open subsets of $\overline{M}_{g,n}$, e.g., to verify that some relation holds on the locus of compact type curves. This works with
the optional argument moduli of TautologicalRing that was described in Section 3.1. We recall that moduli can be one of ‘st’ (stable), ‘tl’ (treelike), ‘ct’ (compact type), ‘rt’ (rational tails) or ‘sm’ (smooth). The functions basis_vector and is_zero depend very much on the underlying moduli. For instance, we can verify the relation

$$\lambda_1 = \frac{B_2}{2} \kappa_1 = \frac{1}{12} \kappa_1 \in H^2(\mathcal{M}_g)$$

following from Mumford’s computation [1983] in the case $g = 3$:

```sage
R = TautologicalRing(3, 0, moduli='sm')
R.kappa(1).basis_vector()
(1)
R.lambda_class(1).basis_vector()
(1/12)
```

It is also possible to start with a class on a bigger moduli (e.g., the default locus ‘st’ of all stable curves) and check whether it vanishes on a smaller subset using the optional parameter moduli of the functions is_zero or basis_vector:

```sage
R = TautologicalRing(2, 0)
u = R.lambda_class(2)
u.is_zero()
False
u.is_zero(moduli='ct')
True
u.basis_vector()
(-3/2, 1/2)
u.basis_vector(moduli='ct')
()```

The vanishing here was expected as on $\mathcal{M}_{2,0}$ the tautological ring in degree 2 vanishes:

```sage
R = TautologicalRing(2, 0, moduli='ct')
R.socle_degree()
1```

In practice, much of the time in some computations is spent on calculating generalized Faber–Zagier relations between tautological cycles on $\overline{\mathcal{M}}_{g,n}$. However, once computed, the relations can be saved to a file and reloaded in a later session using the functions save_FZrels() and load_FZrels(). Careful: the function save_FZrels() creates (and overwrites previous version of) a file new_geninddb.pkl which, depending on the previous computations, can be quite large.

### 3.5. Pulling back tautological classes to the boundary.

Recall that for a stable graph $\Gamma$ we have a gluing map

$$\xi_\Gamma : \overline{\mathcal{M}}_\Gamma = \prod_{i=1}^m \overline{\mathcal{M}}_{g(v_i), n(v_i)} \to \overline{\mathcal{M}}_{g,n}$$

(2)

taking one stable curve for each of the vertices $v_1, \ldots, v_m$ of $\Gamma$ and gluing them together according to the edges of $\Gamma$. By [Graber and Pandharipande 2003, Appendix A], the pullback of a tautological class
under $\xi_{\Gamma}$ is contained in the tensor product of the tautological rings of the factors $\overline{M}_{g(v_i),n(v_i)}$ above, and this operation is implemented in admcycles.

Below we pull back a generator of $\text{RH}^4(\overline{M}_4)$ to the boundary divisor with genus partition $4 = 2 + 2$. This produces an element of type prodtautclass, a tautological class on a product of moduli spaces, in this case $\overline{M}_{2,1} \times \overline{M}_{2,1}$. Two elements on the same product of spaces can be added and multiplied and further operations like pushforwards under (partial) gluing maps are supported. More details are given in the documentation of the class prodtautclass.

Below, we want to express the pullback to $\overline{M}_{2,1} \times \overline{M}_{2,1}$ in terms of a basis of $H^2(\overline{M}_{2,1} \times \overline{M}_{2,1})$ obtained from the preferred bases of the factors $H^*(\overline{M}_{2,1})$ given by generating_indices. We can either represent the result as a list of matrices (giving the coefficients in the tensor product bases) or as a combined vector (using the option vecout=true).

```sage
sage: bdry=StableGraph([2,2],[[1],[2]],[[1,2]])
sage: generator=tautgens(4,0,2)[3]; generator
Graph : [1, 3] [[2], [3]] [(2, 3)] Polynomial : psi_3
sage: pullback=bdry.boundary_pullback(generator)
sage: pullback.totensorTautbasis(2)
[[-3]
 [-1]

 [-3 1 -3 7 1], [0 0 0], [ 1]
]
sage: pullback.totensorTautbasis(2,vecout=true)
(-3, 1, -3, 7, 1, 0, 0, 0, 0, 0, -3, 1, -3, 7, 1)
```

### 3.6. Pushing forward classes from the boundary.

The pushforward under the map $\xi_{\Gamma}$ in (2) sends a product of tautological classes on the factors $\overline{M}_{g(v_i),n(v_i)}$ to a tautological class of $\overline{M}_{g,n}$. This operation is implemented by the function boundary_pushforward of StableGraph.

That is to say, if Gamma is a StableGraph and if $[c_1, \ldots, c_m]$ is a list whose $i$-th element $c_i$ is a TautologicalClass on the $i$-th factor $\overline{M}_{g(v_i),n(v_i)}$ of $\overline{M}_{\Gamma}$, then

$$\text{Gamma.boundary_pushforward}([c_1, \ldots, c_m])$$

is the pushforward of the product of the $c_i$. Here, the markings for the class $c_i$ are supposed to go from 1 to $n(v_i)$, where the $j$-th marking corresponds to leg number $j$ on the $i$-th vertex of Gamma.

As an illustration, we verify that the package correctly computes the excess intersection formula proved in [Graber and Pandharipande 2003] for the self-intersection of a boundary divisor in $\overline{M}_{3,3}$.

```sage
sage: B=StableGraph([2,1],[[4,1,2],[3,5]],[(4,5)])
sage: Bclass = B.boundary_pushforward() # class of undecorated boundary divisor
sage: si1 = B.boundary_pushforward([fundclass(2,3),-psiclass(2,1,2)])
sage: si1
Graph : [2, 1] [[4, 1, 2], [3, 5]] [(4, 5)] Polynomial : -psi_5
sage: si2 = B.boundary_pushforward([-psiclass(1,2,3),fundclass(1,2)])
```
Note that, e.g., for the term \text{si2} we needed to hand the function the term \(-\text{psiclass}(1,2,3)\) in the first vertex, since in the graph \(B\) the half-edge 4 is leg number 1 in the list of legs at the first vertex (and we have \((g(v_1), n(v_1)) = (2, 3)\) for this vertex).

### 4. Special cycle classes

Beyond the already mentioned standard tautological classes \(\psi_i\), \(\kappa_a\) and \(\lambda_d\) and boundaries from Section 3.2, \texttt{admcycles} provides more advanced constructions that we describe now. The corresponding functions are summarized here:

<table>
<thead>
<tr>
<th>TautologicalRing method</th>
<th>standalone function</th>
<th>manual section</th>
</tr>
</thead>
<tbody>
<tr>
<td>double_ramification_cycle</td>
<td>DR_cycle</td>
<td>Section 4.1</td>
</tr>
<tr>
<td>theta_class</td>
<td>ThetaClass</td>
<td>Section 4.1</td>
</tr>
<tr>
<td>differential_stratum</td>
<td>Strataclass</td>
<td>Section 4.2</td>
</tr>
<tr>
<td>generalized_lambda</td>
<td>generalized_lambda</td>
<td>Section 4.3</td>
</tr>
<tr>
<td>hyperelliptic_cycle</td>
<td>Hyperell</td>
<td>Section 4.4</td>
</tr>
<tr>
<td>bielliptic_cycle</td>
<td>Biell</td>
<td>Section 4.4</td>
</tr>
</tbody>
</table>

A convenient way to find out about tautological class constructions is to use the tab completion feature of SageMath. When you enter a part of a name and press the tab key (denoted <TAB> below) the program will show you all available completions. It can be used to discover the names in the \texttt{admcycles} module.

sage: import admcycles
sage: admcycles.<TAB>
admcycles.Biell   admcycles.DR_phi ...
admcycles.DR      admcycles.DRpoly ...
admcycles.DR_cycle admcycles.FZ_conjecture_holds ...
admcycles.DR_cycle_old admcycles.GRRcomp ...

Similarly one can discover the methods of TautologicalRing starting with the letter d:

sage: R = TautologicalRing(2, 2)
sage: R.d<TAB>
R.differential_stratum   R.dump
R.dimension             R.dumps
R.double_ramification_cycle

#### 4.1. Double ramification cycles

A particularly interesting family of cycles on \(\overline{M}_{g,n}\) is given by the double ramification cycles. Fixing \(g, n\) they are indexed by nonnegative integers \(k, d \geq 0\) and a tuple \(A = (a_1, a_2, \ldots, a_n)\) of integers summing to \(k(2g - 2 + n)\).

The classical double ramification cycle (for \(k = 0, d = g\))

\[
DR_g(A) \in H^{2g}(\overline{M}_{g,n})
\]

has been defined as the pushforward of the virtual fundamental class of a space of maps to rubber \(\mathbb{P}^1\)
relative to $0, \infty$ with tangency conditions at $0, \infty$ specified by the vector $A$ (see [Li and Ruan 2001; Li 2002; 2001; Graber and Vakil 2005]). In [Janda et al. 2017] it is shown that this cycle is tautological and an explicit formula in terms of tautological generators is provided.

More precisely, for $g, n, k, d$ and $A$ with $A$ a partition of $k(2g - 2 + n)$, the paper constructs an explicit tautological class

$$P^{d,r,k}_g(A) \in \mathbb{Q}[r] \otimes \mathbb{Q} \text{H}^{2d} (\overline{M}_{g,n})$$

with coefficients being polynomials in a formal variable $r$. We obtain a usual tautological class $P^{g,k}_g(A) \in \text{H}^{2d} (M_{g,n})$ by setting $r = 0$ in these polynomial coefficients. Then it is shown ([Janda et al. 2017, Theorem 1]) that in the special case $k = 0, d = g$, this gives a formula for the double ramification cycle

$$\text{DR}_g(A) = 2^{-g} P^{g,k}_g(A).$$

While this demonstrates that the cycle $P^{d,k}_g(A)$ is useful for $k = 0, d = g$, it has many interesting properties for other values of $k, d$:

- For $k$ arbitrary and $d = 1$, the restriction of $2^{-1} P^{1,k}_g(A)$ to the compact-type locus $M^c_{g,n}$ gives the pullback of the theta divisor on the universal Jacobian $J$ over $M^c_{g,n}$ under the extension of the Abel–Jacobi section

$$M_{g,n} \to J,$$

$$(C, p_1, \ldots, p_n) \mapsto (\omega_C^* \log p_i \otimes - \sum_{i=1}^n a_i p_i);$$

see [Hain 2013; Grushevsky and Zakharov 2014].

- For $k$ arbitrary and $d = g$, various geometric definitions of a double ramification cycle have been put forward and an equality with $2^{-g} P^g,k_g(A)$ was conjectured in [Farkas and Pandharipande 2018; Schmitt 2018] (see [Holmes and Schmitt 2019, Section 1.6] for an overview of the various definitions). Recently, this conjecture was proven in [Bae et al. 2020] based on earlier results of [Holmes and Schmitt 2019].

- For $k$ arbitrary and $d > g$, the class $P^{d,k}_g(A)$ vanishes by [Clader and Janda 2018].

In admcycles, the formula for $P^{d,k}_g(A)$ has been implemented. The function $\text{DR}_g(A, d, k)$ returns the cycle $2^{-d} P^{d,k}_g(A)$. The factor $2^{-d}$ was chosen such that $\text{DR}_g(A)$ indeed gives the cycle $\text{DR}_g(A)$. With the option $\text{rpoly}=$True, it is even possible to compute the cycle $2^{-d} P^{d,r,k}_g(A)$ whose coefficients are polynomials in the variable $r$.

As an application, we can verify the result from [Holmes et al. 2019] that DR cycles satisfy the multiplicativity property

$$\text{DR}_g(A) \cdot \text{DR}_g(B) = \text{DR}_g(A) \cdot \text{DR}_g(A + B) \in \text{H}^{4g} (\mathcal{M}^{\text{tr}}_{g,n})$$

on the locus $\mathcal{M}^{\text{tr}}_{g,n}$ of treelike curves but not on the locus of all stable curves, in the example given in [Holmes et al. 2019, Section 8].
\begin{verbatim}
sage: A=vector((2,4,-6)); B=vector((-3,-1,4))
sage: diff = DR_cycle(1,A)*DR_cycle(1,B)-DR_cycle(1,A)*DR_cycle(1,A+B)
sage: diff.is_zero(moduli='tl')
True
sage: diff.is_zero(moduli='st')
False

In fact, using that the cycle $\text{DR}_g(A)$ is polynomial in the entries of the vector $A$ (i.e., a tautological class with polynomial coefficients), we can check multiplicativity for all vectors $A, B$ in the case $g = 1, n = 3$. To gain access to the polynomial-valued $\text{DR}$ cycle, we define a polynomial ring and call $\text{DR}_\cdot\text{cycle}$ with a vector $A$ having as coefficients the generators of this ring:

\begin{verbatim}
sage: R.<a1,a2,a3,b1,b2,b3> = PolynomialRing(QQ,6)
sage: A = vector((a1,a2,a3)); B = vector((b1,b2,b3))
sage: diff = DR_cycle(1,A)*DR_cycle(1,B)-DR_cycle(1,A)*DR_cycle(1,A+B)
sage: diff.is_zero(moduli='tl')
True
\end{verbatim}

As a second application, we can verify the formula from [Buryak and Rossi 2021, Theorem 2.1] for intersection numbers of two $\text{DR}$ cycles with $\lambda$ on $\overline{M}_{g,3}$ in the case $g = 1$:

\begin{verbatim}
sage: intersect = DR_cycle(1,A)*DR_cycle(1,B)*lambdaclass(1,1,3)
sage: f = intersect.evaluate(); factor(f)
(1/216) * (a2*b1 - a3*b1 - a1*b2 + a3*b2 + a1*b3 - a2*b3)^2
sage: g = f.subs({a3:-a1-a2,b3:-b1-b2}); factor(g)
(1/24) * (a2*b1 - a1*b2)^2
\end{verbatim}

The formula of the cycle $P_{d,r,k}^g(A)$ in [Janda et al. 2017] is obtained as a simplification (modulo $r$) of a cycle

\[ r^{2d-2g+1} \epsilon_{\pi_c} c_d(-R^*\pi_c L) \]  

(3)

appearing in [Janda et al. 2017, Corollary 4, Proposition 5] (see there for the notation). The cycle (3) is often called a Chiodo class and it is relevant for certain computations (see [Borot et al. 2020; Do and Lewański 2020]). Since the latest version of admcycles, the cycle (3) can be obtained using the optional parameters chiodo_coeff = True and r_coeff of DR_cycle, which evaluates the expression (3) at the value r_coeff of $r$.

\begin{verbatim}
sage: g=2; A=(5,-1); d=2; k=1
sage: Chiodo = DR_cycle(g,A,d,k,chiodo_coeff=True,r_coeff=7)
\end{verbatim}

As a special case of this formula, we can obtain the cycle class $\theta_{g,n} \in R^*(\overline{M}_{g,n})$ described in [Norbury 2017], which is accessible via the function ThetaClass.

\begin{verbatim}
sage: T = ThetaClass(1,1)
sage: T == 3*psiclass(1,1,1)
True
\end{verbatim}
\end{verbatim}
Hyperelliptic Weierstrass point, which can be computed by the function
\[ \text{Strataclass}(g,k,m) \]
These recursive algorithms have been implemented in the function
\[ \text{Strataclass}(g,k,m) \]
Section 4.2. Strata of k-differentials. Let \( g, n, k \geq 0 \) with \( 2g - 2 + n > 0 \) and let \( m = (m_1, \ldots, m_n) \in \mathbb{Z}^n \) with \( \sum_i m_i = k(2g - 2) \). Consider the subset
\[ \mathcal{H}_g^k(m) = \left\{ (C, p_1, \ldots, p_n) \in \mathcal{M}_{g,n} : \omega_C^{\otimes_k} \left( \sum_{i=1}^n m_i p_i \right) \cong \mathcal{O}_C \right\} \subset \mathcal{M}_{g,n} . \]
Denote by \( \overline{\mathcal{H}_g^k(m)} \) the closure of \( \mathcal{H}_g^k(m) \) inside \( \mathcal{M}_{g,n} \). Since the above equality of line bundles is equivalent to the existence of a meromorphic k-differential \( \eta \) on \( C \) with zeros and poles exactly at the points \( p_i \) with multiplicities \( m_i \), the subsets \( \overline{\mathcal{H}_g^k(m)} \) are called strata of k-differentials.

These strata are of interest in algebraic geometry, the theory of flat surfaces and Teichmüller dynamics and have been studied intensely in the past. Elements appearing in the boundary have been classified in [Bainbridge et al. 2018; 2019b] and a smooth, modular compactification has been constructed in [Bainbridge et al. 2019a]. The dimension of \( \overline{\mathcal{H}_g^k(m)} \) depends on \( k, m \) as in Table 1 (see, e.g., [Farkas and Pandharipande 2018; Schmitt 2018]).

For \( k \geq 1 \), [Farkas and Pandharipande 2018; Schmitt 2018] present conjectural relations between the fundamental classes \([\overline{\mathcal{H}_g^k(m)}]\) and the formulas for the double ramification cycles proposed by Pixton (see Section 4.1). The conjectures were recently proven in [Bae et al. 2020] based on results from [Holmes and Schmitt 2019]. As explained in the papers, these conjectures can be used to recursively determine all cycles
- \([\overline{\mathcal{H}_g^k(m)}]\) \in \text{RH}^2g(\overline{\mathcal{M}}_{g,n}) \text{ for } g \geq 1 \text{ and } m \neq km' \text{ for some } m' \in \mathbb{Z}^n_\geq 0 ,
- \([\overline{\mathcal{H}_g^1(m)}]\) \in \text{RH}^{2g-2}(\overline{\mathcal{M}}_{g,n}) \text{ for } k = 1 \text{ and } m \in \mathbb{Z}^n_\geq 0 .

These recursive algorithms have been implemented in the function \text{Strataclass}(g,k,m), where as above \( m \) is a tuple of \( n \) integers summing to \( k(2g - 2) \).

As a small application, we can check that the stratum class \([\overline{\mathcal{H}_2^1}(3, -1)]\) vanishes (the stratum is empty since by the residue theorem there can be no meromorphic differential with a single, simple pole). Also, the stratum \( \overline{\mathcal{H}_2^1}(2) \) exactly equals the class of the locus of genus 2 curves with a marked Weierstrass point, which can be computed by the function \text{Hyperell} (see below for details).

\[
\text{sage: } L=\text{Strataclass}(2,1,(3,-1)); L.is_zero() \text{ True}
\]
\[
\text{sage: } L=\text{Strataclass}(2,1,(2)); (L-\text{Hyperell}(2,1)).is_zero() \text{ True}
\]

Table 1. Dimension theory of \( \overline{\mathcal{H}_g^k(m)} \). Note that for \( k > 1 \) and \( m = k \cdot m' \) with \( m' \in \mathbb{Z}^n_\geq 0 \), the set \( \overline{\mathcal{H}_g^1(m')} \subset \overline{\mathcal{H}_g^k(m)} \) is a union of components of codimension \( g - 1 \) in \( \overline{\mathcal{M}}_{g,n} \), with all other components of \( \overline{\mathcal{H}_g^k(m)} \) having pure codimension \( g \).

\[
\begin{array}{c|c|c|c}
\text{codim} & m = 0 & m = k \cdot m' \text{ for } m' \in \mathbb{Z}^n_\geq 0 & m \neq k \cdot m' \text{ for } m' \in \mathbb{Z}^n_\geq 0 \\
\hline
k = 0 & 0 & 0 & g \\
k = 1 & 0 & g - 1 & g \\
k > 1 & 0 & g - 1 \text{ and } g & g \\
\end{array}
\]

Denote by \( \sigma_i \) the \( i \)-th coordinate of \( \mathbb{R}^n \). As explained in the papers, these conjectures can be used to recursively determine all cycles
- \( \overline{\mathcal{H}_g^k(m)} \) \in \text{RH}^2g(\overline{\mathcal{M}}_{g,n}) \text{ for } g \geq 1 \text{ and } m \neq km' \text{ for some } m' \in \mathbb{Z}^n_\geq 0 ,
- \( \overline{\mathcal{H}_g^1(m)} \) \in \text{RH}^{2g-2}(\overline{\mathcal{M}}_{g,n}) \text{ for } k = 1 \text{ and } m \in \mathbb{Z}^n_\geq 0 .

These recursive algorithms have been implemented in the function \text{Strataclass}(g,k,m), where as above \( m \) is a tuple of \( n \) integers summing to \( k(2g - 2) \).

As a small application, we can check that the stratum class \([\overline{\mathcal{H}_2^1}(3, -1)]\) vanishes (the stratum is empty since by the residue theorem there can be no meromorphic differential with a single, simple pole). Also, the stratum \( \overline{\mathcal{H}_2^1}(2) \) exactly equals the class of the locus of genus 2 curves with a marked Weierstrass point, which can be computed by the function \text{Hyperell} (see below for details).

\[
\text{sage: } L=\text{Strataclass}(2,1,(3,-1)); L.is_zero() \text{ True}
\]
\[
\text{sage: } L=\text{Strataclass}(2,1,(2)); (L-\text{Hyperell}(2,1)).is_zero() \text{ True}
\]
4.3. **Generalized lambda classes.** Let $\pi : \mathcal{C}_{g,n} \to \overline{\mathcal{M}}_{g,n}$ be the universal curve and assume $n \geq 1$. Every divisor of $\mathcal{C}_{g,n}$, up to pullback of divisors on $\overline{\mathcal{M}}_{g,n}$, takes the form

$$D = l\tilde{K} + \sum_{p=1}^{n} d_p \sigma_p + \sum_{h \leq g, 1 \leq i \in S \subseteq [n]} a_{h,S}C_{h,S}$$

for some integers $l$, $d_p$, $a_{h,S}$. Here $\tilde{K} = c_1(\omega_\pi)$ is the first Chern class of the relative dualizing sheaf, $\sigma_p$ is the class of the $p$-th section and

$$C_{h,S} = \xi_*[\overline{\mathcal{M}}_{h,S\cup[i]} \times \overline{\mathcal{M}}_{g-h,[n]\setminus S\cup[i_*]}] \in \text{CH}^1(\overline{\mathcal{M}}_{g,[n]\cup[i_*]}) = \text{CH}^1(\mathcal{C}_{g,n}).$$

The fact that every divisor $D$ on $\mathcal{C}_{g,n}$ can be written in this form up to pullbacks from $\overline{\mathcal{M}}_{g,n}$ follows from the identification $\mathcal{C}_{g,n} \cong \overline{\mathcal{M}}_{g,n+1}$ and the computation of the Picard group of the moduli spaces of stable curves due to Harer [1983] and Arbarello and Cornalba [1987]. In [Pagani et al. 2020] a formula is given for the Chern character $\text{ch}(R^*\pi_*\mathcal{O}(D))$. This Chern character can be computed up to degree $d_{\text{max}}$ using $\text{generalized_chern_hodge}(1,d,a,d_{\text{max}},g,n)$. It takes as input an integer $1$, a list $d=[d_1, \ldots, d_n]$ of the integers $d_i$ and a list of triples $a=[[h_1,S_1,ahS_1], \ldots, [h_n,S_n,ahS_n]]$ where the $ahS_i$ are the integers $a_{h,S}$ above (given in any order). It is enough to just include the triples $[h,S,ahS]$ for which $a_{h,S}$ is nonzero.

Using $\text{generalized_lambda}(i,1,d,a,g,n)$ the Chern class $c_i(-R^*\pi_*\mathcal{O}(D))$ can be computed directly. In particular when $l=1$ and the $d_p$ and $a_{h,S}$ are zero, this equals the normal $\lambda$ class.

```python
sage: g=3;n=1
sage: l=1;d=[0];a=[]

sage: s=lambdaaclass(2,g,n)
sage: t=generalized_lambda(2,1,d,a,g,n)
sage: (s-t).is_zero()
True
```

Let $d_1, \ldots, d_n$ be integers such that $\sum_{i=1}^{n} d_i$ is divisible by $2g-2$ and let $\phi \in V^0_{g,n}$ be an element of the stability space $V^0_{g,n}$ defined in [Kass and Pagani 2019, Definition 3.2]. This $\phi$ is an assignment which given a stable curve $(C, p_1, \ldots, p_n) \in \overline{\mathcal{M}}_{g,n}$ associates a real number $\phi(C, p_1, \ldots, p_n)_{C'}$ to every irreducible component $C'$ of $C$. These numbers must sum to zero as $C'$ runs through the components of $C$; they only depend on the stable graph of $C$ and must be compatible with degenerations of curves. Given this data, Kass and Pagani construct a compactification $\overline{\mathcal{J}}_{g,n}(\phi)$ of the universal Jacobian over $\overline{\mathcal{M}}_{g,n}$.

Let now $l = \sum_{i=1}^{n} d_i/(2g-2)$ and let $a_{h,S}$ be integers such that

$$D(\phi) = l\tilde{K} + \sum d_i \sigma_i + \sum a_{h,S}(\phi)C_{h,S}$$

is $\phi$-stable on the locus of stable curves with one node (for definitions, see [Kass and Pagani 2019] or [Pagani et al. 2020]). For the shifted\(^3\) vector $A = (d_1 + l, \ldots, d_n + l)$, [Holmes et al. 2018] proves

\(^3\)This shift is due to the fact that the literature on double ramification cycles uses the “log-convention”, i.e., the entries of the input sum to $l(2g-2+n)$.\)
an equality
\[ \text{DR}_g(A)|_{U(\phi)} = c_g(-R^*\pi_*\mathcal{O}(D(\phi)))|_{U(\phi)} \] (4)
onumber

on the largest open locus \( U(\phi) \subset \overline{\mathcal{M}}_{g,n} \) where the Abel–Jacobi section
\[ s_{l,d}(\phi) : \overline{\mathcal{M}}_{g,n} \to \mathcal{J}_{g,n}(\phi), (C, p_1, \ldots, p_n) \mapsto \omega_C^\otimes l \left( -\sum_{i=1}^n d_i p_i \right) \]
extends to a morphism. In particular, \( U(\phi) \) always includes \( \mathcal{M}_{g,n}^{\text{cl}} \) and equals \( \overline{\mathcal{M}}_{g,n} \) if and only if \( l, d \) are trivial or \( l(2g-2) = 0 \) and \( d = [0, \ldots, \pm 1, \ldots, \mp 1, \ldots, 0] \). See [Pagani et al. 2020, Section 4.3] for more details.

The function \( \text{DR}_\phi(g,d) \) computes \( c_g(-R^*\pi_*\mathcal{O}(D(\phi))) \). We can verify equality (4).

\begin{verbatim}
sage: g=2;d=[1,-1]
sage: (DR_cycle(g,d)-DR_phi(g,d)).is_zero() True
\end{verbatim}

We also see that equality does not always hold over all of \( \overline{\mathcal{M}}_{g,n} \) but it does hold over \( \mathcal{M}_{g,n}^{\text{cl}} \).

\begin{verbatim}
sage: g=2;d=[2,-2]
sage: (DR_cycle(g,d)-DR_phi(g,d)).basis_vector(moduli='ct')
(12, -4, 14, 7, -40, -10, -14, 28, -4, 6, -1, 4, 0)
sage: (DR_cycle(g,d)-DR_phi(g,d)).basis_vector()
(0, 0, 0, 0, 0)
\end{verbatim}

4.4. Admissible cover cycles.

Hyperelliptic and bielliptic cycles. Before we go into details of how to specify general admissible cover cycles, let us mention the important cases of hyperelliptic and bielliptic cycles.

Recall that a smooth curve \( C \) is called hyperelliptic if \( C \) admits a double cover \( C \to \mathbb{P}^1 \) and is called bielliptic if it admits a double cover \( C \to E \) of some smooth genus 1 curve \( E \). In both cases we have an involution \( C \to C \) that exchanges the two sheets of the cover. Given \( g, n, m \geq 0 \) with \( n \leq 2g+2 \) and \( 2g-2+n+2m > 0 \), we have the locus \( \overline{H}_{g,n,2m} \subset \overline{\mathcal{M}}_{g,n+2m} \) which is the closure of the locus of smooth curves \( (C, p_1, \ldots, p_n, q_1, q'_1, \ldots, q_m, q'_m) \) such that \( C \) is hyperelliptic with \( p_1, \ldots, p_n \) fixed points of the hyperelliptic involution and the pairs \( q_i, q'_i \) being exchanged by this involution. An analogous definition gives the locus \( \overline{B}_{g,n,2m} \subset \overline{\mathcal{M}}_{g,n+2m} \) as the closure of the set of bielliptic curves with \( n \leq 2g-2 \) fixed points and \( m \) pairs of points forming orbits under the bielliptic involution.

Then the fundamental class of the (reduced) loci \( \overline{H}_{g,n,2m} \) and \( \overline{B}_{g,n,2m} \) can (in many cases) be computed by the functions \text{Hyperell}(g,n,m) and \text{Biell}(g,n,m) of our program.

As an example, we compute the class \([\overline{H}_3] \in \text{RH}^2(\overline{\mathcal{M}}_3)\) and verify that we obtain the known result
\[
[\overline{H}_3] = 9\lambda - \delta_0 - 3\delta_1,
\]
where \( \delta_0 \) is the class of the divisor of irreducible nodal curves and \( \delta_1 \) is the divisor of curves with a separating node between a genus 1 and a genus 2 component.
sage: H = Hyperell(3,0,0)
sage: H.basis_vector()
(3/4, -9/4, -1/8)
sage: R = TautologicalRing(3, 0)
sage: H2 = 9*R.lambdaclass(1)-(1/2)*R.irreducible_boundary_divisor()
-3*R.separable_boundary_divisor(1,())
sage: H2.basis_vector()
(3/4, -9/4, -1/8)

Here we need to divide \texttt{irrbdiv()} by two, the degree of the corresponding gluing map.

Creating and identifying general admissible cover cycles. Generalizing the case of hyperelliptic and bielliptic cycles, we can consider loci of curves $C$ admitting a cover $C \to D$ to a second curve $D$ such that the cover is Galois with respect to a fixed finite group $G$. Cycles defined via such covers were studied in [Schmitt and van Zelm 2020]. In general, such an admissible cover cycle is specified by the genus $g$ of the curve $C$, the finite group $G$, and monodromy data (we refer the reader to [Schmitt and van Zelm 2020, Section 1.3] for the precise definitions). Currently, intersections are only implemented for cyclic groups. Below we will study bielliptic curves in genus 2, which are double covers of elliptic curves branched over two points. As a first step we enter the monodromy data.

sage: G=PermutationGroup([(1,2)])
sage: list(G)
[(), (1,2)]
sage: H=HurData(G,[G[1],G[1]])

The function \texttt{HurData} takes the group $G$ as the first argument and as the second a list of group elements $\alpha \in G$, each of which corresponds to the $G$-orbit of some marking $p \in C$. Here $\alpha$ is a generator of the stabilizer of $p$ under the group action $G \curvearrowright C$, which gives the monodromy around $p$. In other words, the natural action of the stabilizer $G_p = \langle \alpha \rangle$ on a tangent vector $v \in T_pC$ is given by

$$\alpha.v = \exp(2\pi i / \text{ord}(h))v.$$ 

Thus in the example above, we have two markings, both with stabilizer generated by $G[1]=(1,2)$ which acts by multiplication by $-1$ on the tangent space.

To identify the admissible cover cycle (inside the moduli space $\overline{M}_{g,n}$ with $n$ the total number of marked points from the monodromy data) in terms of tautological classes, one can use the function \texttt{Hidentify}. It pulls back the admissible cover cycle to all boundary divisors and (recursively) identifies the pullback itself in terms of tautological classes. It compares this pullback to the pullback of a basis of the tautological ring. Often this pullback map is injective in cohomology so that one can then write the admissible cover cycle in terms of the basis using linear algebra. Sometimes, it is necessary to additionally intersect with some monomials in $\kappa$ and $\psi$-classes.

To apply \texttt{Hidentify} one gives the genus and the monodromy data as arguments. The standard output format is an instance of the class \texttt{TautologicalClass}. For users familiar with Pixton’s implementation of the tautological ring, there is the option \texttt{vecout=true} which returns instead a vector with respect to
the generating set of the tautological ring provided by this program.

```
sage: vbeta = Hidentify(2, H, vecout=true)
sage: vector(vbeta)
(517/4, -33, 11/4, 243/4, -125/4, 15/2, 41/4, 125, 99/4, -41, -1137/4, -285/4, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
```

This output means, specifically, that inside $\overline{M}_{2,2}$, the locus of bielliptic curves with the two points fixed by the involution being the marked points is given (in the generating set `gens=all_strata(2,3,(1,2))` produced by Pixton’s program) as $517/4 \cdot \text{gens}[0] - 33 \cdot \text{gens}[1] + \ldots$.

If we instead wanted to have bielliptic curves with two marked fixed-points of the involution and one pair of markings that are exchanged by the involution, we would need to use the monodromy data

```
sage: H2 = HurData(G, [G[1], G[1], G[0]])
sage: Hidentify(2, H2)
```

in which case `Hidentify(2,H2)` would live inside $RH^8(\overline{M}_{2,4})$.

If we only want to remember a subset of the markings, we can use the optional parameter `marking` to give this subset. For instance, the command `Hidentify(2, H, markings=[])` would give the pushforward of `Hidentify(2, H)` in $\overline{M}_{2,2}$ to the space $\overline{M}_2$ under the forgetful morphism (see also Section 4.4).

**Example: specifying and identifying $[\overline{B}_2]$ by hand.** The locus $\overline{B}_2 \subset \overline{M}_2$ of bielliptic curves is a divisor. A bielliptic genus 2 curve is ramified over two points. In the following we use the methods of the previous section to identify its cycle class.

Now when treating admissible cover cycles in general, our program a priori handles the cycle where all possible ramification points are marked. In this case, this is the cycle $[\overline{B}_{2,2,0}] \in RH^6(\overline{M}_{2,2})$ of bielliptic curves $C$ with the two ramification points $p_1, p_2$ marked. By specifying `markings=[]` when calling `Hidentify`, we tell it to remember none of the markings, in other words to push forward under the map $\pi : \overline{M}_{2,2} \to \overline{M}_2$ forgetting the markings.

```
sage: G = PermutationGroup([(1,2)])
sage: H = HurData(G, [G[1], G[1]])
sage: B22 = Hidentify(2, H, markings=[])  
sage: B22.basis_vector(1)
(30, -9)
```

We compare the result with the known formulas for $[\overline{B}_2]$. For $\delta_0$ the class of the irreducible boundary of $\overline{M}_2$ and $\delta_1$ the class of the boundary divisor with genus-splitting $(1, 1)$, it is known that $[\overline{B}_2] = \frac{3}{2} \delta_0 + 6 \delta_1$ (see [Faber 1996]). If we want to enter this combination of $\delta_0$ and $\delta_1$, we have to be careful about conventions, though: the corresponding gluing maps $\xi : \overline{M}_{1,2} \to \overline{M}_2$ and $\xi' : \overline{M}_{1,1} \times \overline{M}_{1,1} \to \overline{M}_2$ both have degree 2. This corresponds to the fact that the associated stable graphs both have an automorphism group of order 2. Hence we have to divide by a factor of two and obtain

```
sage: B22_formula = 3/4*irrbdiv(2,0) + 3*sepbdiv(1,(),2,0)
sage: B22_formula.basis_vector(1)
(15/2, -9/4)
```
We see that up to a factor of 4 the two vectors \((30, -9)\) and \((15/2, -9/4)\) agree. Where does this factor come from?

For this, recall that the cycle \(B_{22}\) above is equal to \(\pi_\ast [\overline{B}_{2,2,0}]\). Since for the generic bielliptic curve \(C\) there are two choices of orderings for marking \(p_1, p_2\), this explains a factor of 2. On the other hand, the hyperelliptic involution \(\sigma : C \rightarrow C\) on \(C\) exchanges \(p_1\) and \(p_2\). Thus \(\sigma \in \text{Aut}(C)\), but \(\sigma \notin \text{Aut}(C, p_1, p_2)\). This missing automorphism factor explains another factor of 2 in the pushforward under \(\pi\), so in fact
\[
[\overline{B}_2] = \frac{1}{4} \pi_\ast [\overline{B}_{2,2,0}].
\]

Note that since the cycles of bielliptic loci are implemented via the function \(\text{Biell}\), we could have taken a shortcut above.

\[
\text{sage: } B = \text{Biell}(2,0,0)
\]
\[
\text{sage: } B.basis_vector()
\]
\[
(15/2, -9/4)
\]

As an application, we can check the Hurwitz–Hodge integral
\[
\int_{[\overline{B}_{2,2,0}]} \lambda_2 \lambda_0 = \int_{\pi_\ast [\overline{B}_{2,2,0}]} \lambda_2 = \frac{1}{48}
\]
predicted by [Pandharipande and Tseng 2019].

\[
\text{sage: } (B_{22} \ast \text{lambda_class}(2,2,0)).\text{evaluate()}
\]
\[
1/48
\]
The corresponding integrals for \(g = 3, 4\) have also been verified like this, but the amount of time and memory needed grows drastically.

We can also check the Hurwitz–Hodge integral
\[
\int_{[\overline{H}_{2,2}/3\mathbb{Z},((1,2,3)^2,(1,3,2)^2)]} \lambda_1 = \frac{2}{9}
\]
of \(\lambda_1\) against the locus of genus 2 curves admitting a cyclic triple cover of a genus 0 curve with two points of ramification \((1, 2, 3) \in \mathbb{Z}/3\mathbb{Z}\) and two points of ramification \((1, 3, 2) \in \mathbb{Z}/3\mathbb{Z}\), computed in [Owens and Somerstep 2019, Section 5].

\[
\text{sage: } G = \text{PermutationGroup}([[(1,2,3)]]; \text{sorted(list(G))})
\]
\[
[((), (1,2,3), (1,3,2))]
\]
\[
\text{sage: } H = \text{HurData}(G, [G[1], G[1], G[2], G[2]]) \# n=2, m=2
\]
\[
\text{sage: } t = \text{Hidentify}(2, H, \text{markings}=[])
\]
\[
\text{sage: } (t \ast \text{lambda_class}(1,2,0)).\text{evaluate()}
\]
\[
2/9
\]
Note that while originally the cycle \([\overline{H}_{2,2}/3\mathbb{Z},((1,2,3)^2,(1,3,2)^2)]\) lives in \(\overline{M}_{2,4}\), since we intersect with \(\lambda_1\) which is a pullback from \(\overline{M}_2\) we can specify \(\text{markings}=[]\) above to compute the pushforward \(t\) of this cycle to \(\overline{M}_2\) before intersecting. This significantly reduces the necessary computation time.
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ABSTRACT: In this *Macaulay2* package we implement a type of object called a *LinearCode*. We implement functions that compute basic parameters and objects associated with a linear code, such as generator and parity check matrices, the dual code, length, dimension, and minimum distance, among others. We implement a type of object called an *EvaluationCode*, a construction which allows users to study linear codes using tools of algebraic geometry and commutative algebra. We implement functions to generate important families of linear codes, such as Hamming codes, cyclic codes, Reed–Solomon codes, Reed–Muller codes, Cartesian codes, monomial–Cartesian codes, and toric codes. In addition, we implement functions for the syndrome decoding algorithm and locally recoverable code construction, which are important tools in applications of linear codes.

1. INTRODUCTION. Coding theory has been extensively studied since 1948, when Claude Shannon [1948] proved in his seminal paper that linear codes can be used to reliably transmit information from a single source to a single receiver through a noisy channel. Since then, coding theory has found many important engineering applications. For example, coding theory has been used in designing reliable data storage systems, radio communication protocols, and in the emerging field of quantum computers. Coding theory has close ties with many areas in mathematics including linear algebra, commutative algebra, algebraic geometry, and combinatorics.

In this note we introduce the new [Macaulay2] package called *CodingTheory*. The goal of this package is to provide a range of functions for constructing linear and evaluation codes over finite fields, and for computing some of their main properties. To this aim, we implement two types of objects, *LinearCode* and *EvaluationCode*. The package also includes implementations of functions for generating important families of linear codes like Hamming codes, cyclic codes, Reed–Solomon codes, Reed–Muller codes, Cartesian codes, monomial–Cartesian codes and toric codes. It also has functions for the syndrome decoding algorithm and locally recoverable codes.

The organization of this note is as follows. In Section 2 we describe various ways to construct a linear code over a finite field using the *CodingTheory* package. In Section 3 we show how to compute the main parameters of a linear code: length, dimension, and minimum distance. We also illustrate how to
compute some of the main algebraic objects associated with linear codes, such as generator and parity
check matrices, dual codes, etc. In Section 4 we give a brief introduction to evaluation codes and describe
some functions implemented to study these objects. In Section 5 we explain how to create some of the
most studied families of linear codes, including Hamming codes, cyclic codes, Reed–Solomon codes,
and Reed–Muller codes. Finally, we give instructions on how to create locally recoverable codes.

In this paper we do not attempt to fully explain every function distributed in this package. For a
detailed explanation of all functions in the package, we refer to the Macaulay2 help page which can be
accessed by running

i1: viewHelp CodingTheory

More information about basics of coding theory can be found in [Huffman and Pless 2003; MacWilliams
and Sloane 1977; van Lint 1999]. Constructions of codes using commutative algebra as evaluation codes
can be seen in [Carvalho et al. 2017; Gold et al. 2005; Hansen 2000; Little and Schenck 2006; Martínez-
Bernal et al. 2017; 2018; Rentería-Márquez et al. 2011; Rentería and Tapia-Recillas 1997; Ruano 2007;
Soprunov and Soprunova 2009; Soprunov 2013]. Excellent references for the theory of vanishing ideals
and their properties are [Cox et al. 1992; Villarreal 2015].

2. CONSTRUCTING LINEAR CODES. Let \( \mathbb{F}_q \) be a finite field with \( q \) elements. Mathematically, a linear
code is defined as a vector subspace \( C \subseteq \mathbb{F}_q^n \) and it is often specified by a generator matrix, which is a
\( k \times n \) matrix \( G \) with entries in \( \mathbb{F}_q \) whose \( k \) rows form a basis for \( C \). In Macaulay2, a linear code is defined
as an \( \mathbb{F}_q \)-submodule of \( \mathbb{F}_q^n \) using the constructor \texttt{linearCode}. This constructor is an instance of the
LinearCode type. There are various ways to use the command \texttt{linearCode}. For example, one can use
this command to construct a linear code \( C \subseteq \mathbb{F}_q^n \) by specifying a generator matrix \( G \) of \( C \) (Example 2.1).
Alternatively, one can use the command \texttt{linearCode} to construct a linear code \( C \subseteq \mathbb{F}_q^n \) by indicating
the finite field \( \mathbb{F}_q \) and a list \( L \) of elements of \( \mathbb{F}_q^n \) that span \( C \) (Example 2.2). More details and equivalent
ways to use the constructor \texttt{linearCode} are given next.

Inputs:

- \( F = \text{GF}(q) \), a finite field with \( q \) elements
- \( n, r, p \), positive integers with \( p \) prime
- \( G \), a matrix with entries in \( \text{GF}(q) \)
- \( L \), a list of elements of \( \text{GF}(q)^n \)

Usage:

- \texttt{linearCode}(G)
- \texttt{linearCode}(F,L)
- \texttt{linearCode}(F,n,L)
- \texttt{linearCode}(p,r,n,L)

In the next examples we construct a simple binary linear code \( C \subseteq \mathbb{F}_2^4 \) with generator matrix
\( G = \begin{pmatrix} 1 & 1 & 0 & 0 \\ 1 & 0 & 0 & 1 \\ 0 & 1 & 1 & 1 \end{pmatrix} \) using equivalent versions of the command \texttt{linearCode}.

Example 2.1.

\begin{verbatim}
i1 : F = GF(2);
i2 : L = {{1,1,0,0},{0,0,1,1}};
i3 : G = matrix apply(L,codeword->apply(codeword,entry->sub(entry,F)));
\end{verbatim}
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i4 : C = linearCode(G);
i5 : C.GeneratorMatrix
  o5 = |
      | 1 1 0 0 |
      | 0 0 1 1 |

Note that in Example 2.1 it was necessary to coerce the entries of each vector in the list L into elements of \( F = GF(2) \). An equivalent way to do this is to pass the field \( GF(q) \) to the matrix constructor or to use the constructor \( \text{linearCode}(GF(q),L) \).

Example 2.2.

i1 : L = {{1,1,0,0},{0,0,1,1}};
i2 : C = linearCode(GF(2),L);
i3 : C.GeneratorMatrix
  o3 = |
      | 1 1 0 0 |
      | 0 0 1 1 |

The set \( F_q^* \) of nonzero elements of a finite field \( F_q \) is a multiplicative cyclic group ([Huffman and Pless 2003, Theorem 3.3.1]). A generator of \( F_q^* \) is called a primitive element of \( F_q \). One way to refer to a primitive element of a finite field is by specifying a symbol using the Variable option of the constructor \( \text{GF} \). In the next example we illustrate how to define a linear code \( C \subseteq F_{11}^{10} \) with generator matrix

\[
G = \begin{pmatrix}
1 & a^1 & a^2 & \cdots & a^9 \\
1 & a^2 & a^4 & \cdots & (a^2)^9 \\
1 & a^3 & (a^3)^2 & \cdots & (a^3)^9 \\
1 & a^4 & (a^4)^2 & \cdots & (a^4)^9
\end{pmatrix},
\]

where \( a \) is a primitive element of \( F_{11} \). In \textit{Macaulay2}, \( a = 2 \).

Example 2.3.

i1 : F = GF(11,Variable => a);
i2 : G = matrix table({1,2,3,4},
               {1,a,a^2,a^3,a^4,a^5,a^6,a^7,a^8,a^9} ,(i,j)->j^i);
i3 : C = linearCode(G);
i4 : C.GeneratorMatrix
  o4 = |
      | 1 2 4 -3 5 -1 -2 -4 3 -5 |
      | 1 4 5 -2 3 1 4 5 -2 3 |
      | 1 -3 -2 -5 4 -1 3 2 5 -4 |
      | 1 5 3 4 -2 1 5 3 4 -2 |

In \( F_q^n \) there is a standard inner product defined for all \( x = (x_1, \ldots, x_n) \) and \( y = (y_1, \ldots, y_n) \) in \( F_q^n \) as \( x \cdot y = x_1y_1 + \cdots + x_ny_n \). Given a linear code \( C \subseteq F_q^n \), the dual or orthogonal code of \( C \) with respect to this inner product is the linear code \( C^\perp \) defined as

\[
C^\perp = \{ x \in F_q^n : x \cdot c = 0 \text{ for all } c \in C \}.
\]

A generator matrix of \( C^\perp \) is called a parity check matrix for \( C \). Since \( (C^\perp)^\perp = C \), another common way to mathematically define \( C \) is by specifying one of its parity check matrices. By using the command \text{linearCode} and the ParityCheck option of this command, we can define a linear code \( C \subseteq F_q^n \) by either specifying a parity check matrix \( H \) of \( C \) or a list \( L \) of elements of \( F_q^n \) that span \( C^\perp \).
In the next example, we define a linear code \( C \subseteq \mathbb{F}_9^5 \) whose dual code \( C^\perp \) is generated by the set \( \{(1, 0, a, 0, 0), (0, 1, a+1, 1, 0), (1, 1, 1, a, 0)\} \subseteq \mathbb{F}_9^5 \), where \( a \) is a primitive element of \( \mathbb{F}_9 \). In Macaulay2, \( a \in \mathbb{F}_9 \) satisfies \( a^2 = a + 1 \).

**Example 2.4.**

```plaintext
i1 : F = GF(9,Variable => a);
i2 : L = {{1,0,a,0,0},{0,a,a+1,1,0},{1,1,1,a,0}};
i3 : C = linearCode(F,L,ParityCheck => true);
i4 : C.GeneratorMatrix
o4 = | a-1 0 a+1 1 0 |
    | 0 0 0 0 1 |
i5 : C.ParityCheckMatrix
o5 = | 1 0 a 0 0 |
    | 0 a a+1 1 0 |
    | 1 1 1 a 0 |
```

Although the dual code of a linear code can be constructed using the command `dualCode` implemented in the `CodingTheory` package, the `ParityCheck` option of the command `linearCode` also allows us to construct the dual of a linear code. In the next example we construct the dual of the linear code in Example 2.3.

**Example 2.5.**

```plaintext
i1 : F = GF(11,Variable => a);
i2 : G = matrix table({1,2,3,4},
    {1,a,a^2,a^3,a^4,a^5,a^6,a^7,a^8,a^9},(i,j)->j^i);
i3 : D = linearCode(G,ParityCheck => true);
i4 : D.GeneratorMatrix
o4 = | 1 -3 5 3 1 0 0 0 0 0 |
    | -3 -1 4 -4 0 1 0 0 0 0 |
    | 4 -4 -3 5 0 0 1 0 0 0 |
    | -5 -3 4 0 0 0 1 0 0 0 |
    | -4 -4 -1 3 0 0 0 1 0 0 |
    | -3 5 3 1 0 0 0 0 0 1 |
```

3. **Basic Parameters of Linear Codes.** The dimension \( k \) and length \( n \) are basic parameters of a linear code \( C \subseteq \mathbb{F}_q^n \). The **information rate** of a linear code is defined as \( k/n \). Another parameter of a linear code \( C \subseteq \mathbb{F}_q^n \) is the **minimum distance**, which is defined as

\[
    w_H(C) := \min\{\|c\| : c \in C, \ c \neq 0\},
\]

where \( \|c\| \) denotes the Hamming weight of \( c \in \mathbb{F}_q^n \), that is, \( \|c\| \) is the number of nonzero entries in \( c \). This parameter is important in determining the error-correcting capability of \( C \); the higher the minimum distance, the more errors the code can detect and correct (see [Huffman and Pless 2003]). While the dimension and the length of linear code are computationally easy to determine, it is known that computing the minimum distance of an arbitrary linear code is an NP-hard problem [Vardy 1997]. For this task, the function `minimumWeight` is provided.

In Macaulay2, the space \( \mathbb{F}_q^n \) has been called the **ambient module** or **ambient space** of \( C \). The field \( \mathbb{F}_q \) is called the **alphabet** or **field** of \( C \). The elements of \( C \) are referred to as **codewords**. The input in all the
following commands implemented in the CodingTheory package is always a linear code C:

- \text{dim } C
- \text{field } C
- \text{C.AmbientModule}
- \text{length } C
- \text{codewords } C
- \text{minimumWeight } C
- \text{alphabet } C
- \text{C.Generators}
- \text{informationRate } C
- \text{ambientSpace } C
- \text{C.GeneratorMatrix}
- \text{C.ParityCheckMatrix}

**Example 3.1.**

```
11 : L = {{1,1,0,0},{0,0,1,1}};
12 : C = linearCode(GF(4),L);
13 : \text{dim } C
  o3 = 2
14 : \text{length } C
  o4 = 4
15 : \text{alphabet } C
  o5 = \{0, a, a + 1, 1\}
16 : \text{ambientSpace } C
  o6 = (GF 4)
17 : \text{field } C
  o7 = GF 4
18 : \text{minimumWeight } C
  o8 = 2
19 : \text{codewords } C
  o9 = \{\{1, 1, 1, 1\}, \{1, 1, a, a\}, \{a, a, 1, 1\}, \{a, a, a, a\},
          \{a + 1, a + 1, a, a\}, \{a + 1, a + 1, 1, 1\}, \{1, 1, a + 1, a + 1\},
          \{a, a, a + 1, a + 1\}, \{a + 1, a + 1, a + 1, a + 1\}, \{1, 1, 0, 0\},
          \{0, 0, 1, 1\}, \{0, 0, a, a\}, \{a, a, 0, 0\}, \{a + 1, a + 1, 0, 0\},
          \{0, 0, a + 1, a + 1\}, \{0, 0, 0, 0\}\}
```

4. \textbf{Evaluation codes.} Let \( P = \{a_1, \ldots, a_n\} \) be a subset of \( \mathbb{F}_q^m \). Consider a finite-dimensional subspace \( S \subset \mathbb{F}_q[X_1, \ldots, X_m] \) of the ring of polynomials over \( \mathbb{F}_q \) in \( m \) variables. The \textit{evaluation map}

\[
\text{ev}_S : S \rightarrow \mathbb{F}_q^{|P|}, \quad f \mapsto (f(a_1), \ldots, f(a_n)),
\]

defines a linear map of \( \mathbb{F}_q \)-vector spaces. The image of \( \text{ev}_S \) in \( \mathbb{F}_q^{|P|} \), denoted by \( C_P(S) \), is the \textit{evaluation code} on the set \( P \) corresponding to \( S \). The \textit{vanishing ideal} of \( P \), denoted by \( I(P) \), is the ideal in \( \mathbb{F}_q[X_1, \ldots, X_n] \) of all polynomials that vanish on \( P \). A key observation that allows the use of commutative algebra in studying evaluation codes is that the kernel of the evaluation map \( \text{ev}_S \) is precisely \( S \cap I(P) \).

An evaluation code \( C_P(S) \) is implemented in \textit{Macaulay2} as an object of type \textit{EvaluationCode}. However, the object \texttt{C.LinearCode} is a linear code in \textit{Macaulay2}. This has been done in this way because there are more objects associated with an evaluation code than with a linear code. For instance, the vanishing ideal associated to the set \( P \) plays an important role when finding and estimating parameters of the code, so it is convenient to be able to access it.
There are many constructions of evaluation codes for specific choices of the set \( P \) and the subspace \( S \). These include Reed–Muller codes, Cartesian, monomial Cartesian codes, toric codes, and evaluation codes from graphs. We refer to [Carvalho et al. 2017; Hansen 2000; Little and Schenck 2006; López et al. 2014; Martínez-Bernal et al. 2017; Rentería-Márquez et al. 2011; Ruano 2007; Soprunov and Soprunova 2009] for details on how these codes are defined and what properties they have from coding theory, commutative algebra, and algebraic geometry perspectives.

Some functions implemented in the \textit{CodingTheory} package for various constructions of evaluation codes and associated algebraic objects are the following:

**Inputs:**
- \( I \), an ideal
- \( M \), an integer matrix
- \( d,r \), positive integers
- \( L \), a list of subsets of \( F \)
- \( F=\text{GF}(q) \), a finite field with \( q \) elements
- \( v \), a list of \( m \) positive integers
- \( P \), a list of points in \( F^m \)
- \( MI \), an incident matrix of a graph
- \( S \), a list of polynomials in \( m \) variables

**Usage:**
- \texttt{evaluationCode(F,P,S)}
- \texttt{vNumber(I)}
- \texttt{toricCode(F,M)}
- \texttt{footPrint(d,r,I)}
- \texttt{cartesianCode(F,L,d)}
- \texttt{hYp(d,r,I)}
- \texttt{orderCode(F,P,v,d)}
- \texttt{genMinDisIdeal(d,r,I)}
- \texttt{evCodeGraph(F,MI,S)}
- \texttt{vasconcelosDegree(d,r,I)}

The input \( S \) above is a list of polynomials that span the subspace 
\[
S \subseteq \mathbb{F}_q[X_1, \ldots, X_m].
\]

The mathematical definitions of the functions in the second column of the previous list can be found in [Cooper et al. 2020]. The following example shows how to construct an evaluation code in \textit{Macaulay2} using the \textit{CodingTheory} package.

**Example 4.1.**

```plaintext
i1 : F=GF(4,Variable=>a); R=F[x,y,z];
i3 : P={{0,0,0},{1,0,0},{0,1,0},{0,0,1},{1,1,1},{a,a,a}};
i4 : S={x+y+z,a+y*z^2,z^2,x+y+z+z^2};
i5 : C=evaluationCode(F,P,S);
i6 : (C.LinearCode).GeneratorMatrix
```

```plaintext
| 0 1 1 1 a |
| a a a a a+1 a+1 |
| 0 0 1 1 a+1 |
| 0 1 1 0 0 1 |
```
FAMILIES OF LINEAR CODES. Various important families of linear codes have been defined through
the development of coding theory. These include Hamming codes, cyclic codes, Reed–Solomon codes,
Reed–Muller codes, etc. The mathematical definitions of these and many other families of codes can be
found in [Huffman and Pless 2003; MacWilliams and Sloane 1977; van Lint 1999].

The following functions have been implemented in the CodingTheory package to construct some of
these important families of codes.

Inputs:
• \( n, k, d, m, s \), positive integers
• \( F = \text{GF}(q) \), a finite field with \( q \) elements
• \( g(x) \), a polynomial in \( F[x] \)
• \( E \), a list of elements of \( F \)
• \( L \), a list of vectors in \( F^m \)

Usage:
• \( \text{hammingCode}(q,s) \)
• \( \text{cyclicCode}(F,g(x),n) \)
• \( \text{zeroCode}(F,n) \)
• \( \text{reedSolomonCode}(F,E,s) \)
• \( \text{repetitionCode}(F,n) \)
• \( \text{universeCode}(F,n) \)
• \( \text{reedMullerCode}(q,m,d) \)
• \( \text{randomCode}(F,n,k) \)
• \( \text{zeroSumCode}(F,n) \)

Example 5.1.

i1 : C = hammingCode(2,3);
1 1 1 1 1 0 0 0
| 1 1 0 0 1 0 0 |
| 0 1 1 0 0 1 0 |
| 1 0 1 0 0 0 1 |

i2 : C.GeneratorMatrix

i3 : F = GF(5); R = F[x]; g = x-1; C = cyclicCode(F,g,6);

i4 : C.GeneratorMatrix

i5 : C = reedSolomonCode(GF(5),{1,2,3},3);

i6 : (C.LinearCode).GeneratorMatrix

i7 : C.GeneratorMatrix

i8 : C = reedSolomonCode(GF(5),{1,2,3},3);

i9 : (C.LinearCode).GeneratorMatrix

i10 : C.VanishingIdeal

ideal (x^2 + y^2 + z^2 + x*y + y*z + x*z + x + z, 3
+ a + 1)z^2 + a*z

Example 5.1.
6. APPLICATIONS OF LINEAR CODES. An important aspect in coding theory is *decoding*, which is used when information is transmitted through a noisy channel. In a few words the idea is the following. Take a vector \( c \in C \). Change the value of some of the entries of \( c \) to obtain a new vector \( v \). Decoding the vector \( v \) means to recover the vector \( c \) when only \( v \) and \( C \) are given. Detailed treatment of decoding algorithms can be found in [Huffman and Pless 2003]. Another, more recent application of coding theory is found in distributed and cloud storage systems. The idea is to use *locally recoverable codes*, which are linear codes with the property that every entry can be recovered from a few other entries. For more information on locally recoverable codes, see [Tamo and Barg 2014].

Some of the most important functions implemented in the *CodingTheory* package that can be used for applications of coding theory are the following:

Inputs:
- \( C \), a linear code over \( GF(q) \)
- \( v \), a vector in the ambient space of \( C \)
- \( \{q,n,k,r\} \), where \( q \) is a prime power, and \( n \), \( k \), and \( r \) are positive integers
- \( L \), a list of pairwise disjoint subsets of \( GF(q) \)

Usage:
- \texttt{syndromeDecode}(C,v,\texttt{minimumWeight}(C))
- \texttt{LocallyRecoverableCode}(\{q,n,k,r\},L,\texttt{a polynomial})

**Example 6.1.**

```plaintext
i1 : C = hammingCode(2,3);
i2 : msg = matrix {{1,0,1,0}};
i3 : v = msg*(C.GeneratorMatrix)
o3 = | 0 1 0 1 0 1 0 |
i4 : err = matrix take(random entries basis source v, 1)
o4 = | 0 0 0 0 1 0 0 |
i5 : received = transpose(transpose (v+err))
o5 = | 0 1 0 1 1 1 0 |
i6 : transpose syndromeDecode(C, transpose received, 3)
o6 = | 0 1 0 1 0 1 0 |
```
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SUPPLEMENT. The online supplement contains version 1.0 of *CodingTheory*. 
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Threaded Gröbner bases: a Macaulay2 package

SONJA PETROVIĆ AND SHAHRZAD ZELENBERG

ABSTRACT: The complexity of Gröbner computations has inspired many improvements to Buchberger’s algorithm over the years. Looking for further insights into the algorithm’s performance, we offer a threaded implementation of the classical Buchberger algorithm in Macaulay2. The output of the main function of the package includes information about lineages of nonzero remainders that are added to the basis during the computation. This information can be used for further algorithm improvements and optimization.

1. INTRODUCTION. The importance in computational algebra of Gröbner bases and therefore of Buchberger’s algorithm, as well as its many variants, is indisputable. Yet it is still a challenge to apply brute force algorithms to larger problems primarily due to considerations in computer science. That is, the current computing paradigm favors clusters of CPUs, or nodes, rather than one massive CPU. As a result, there is a need to distribute this algorithm that is automated for the user (in that it does not require a user to know how it should be distributed).

Past work in this area has focused on synchronized methods as detailed in [Mityunin and Pankrat’ev 2005]. One method spreads a key step in Buchberger’s algorithm — the reduction of S-pairs by division — across nodes; another sends tasks to individual nodes while a central, coordinating node waits for all threads to complete. Each of these still requires some central node and synchronization, which leads to bottlenecks in the computation. A truly distributed algorithm would be decentralized and asynchronous. Zelenberg [2018] discusses an asynchronous, decentralized distributed version of Buchberger’s algorithm done generically with the potential of very good speedups. Zelenberg implemented a threaded version in [Python] to explore this further, and as a result some important discoveries were made. It should be noted that multithreaded algorithms are not necessarily distributed across distinct nodes; rather, threads are sharing computation and passing information back and forth.

Of the discoveries made, the most important is this: in order for a distributed process to be both generically usable and automated for the user, an effective algorithm will need to account for features of the polynomials (relative to the starting basis) when deciding what tasks to assign to what node. This is because transferring information between nodes is a very slow process and so needs to be minimized.

Given the need to analyze aspects of these polynomials, [Macaulay2] offers some clear advantages over Python. Moreover, the Macaulay2 engine is written in C/C++, a language well suited for writing distributed algorithms. Threads within Macaulay2 work differently than within Python and, as such,
Figure 1. The lineage table is initialized with the starting basis, and the task table is initialized with a task for each pair of starting generators. Then, all threads perform the same task: they pull a pair of polynomials from the tasks hash table along with an associated lineage key. They compute the S-polynomial and reduce it with respect to the current basis. If the remainder, \( r \), is nonzero, it is stored in the lineage table along with its lineage key, and, for each \( g \) in the current basis, a new task indexed by the pair \((g, r)\) is added to the task table. If the remainder 1 is found, the process of creating tasks stops. The process is repeated using \( n \) parallel threads, with \( n \) specified by the user, until the task table is empty.

Some design changes were necessary from the implementation discussed in [Zelenberg 2018]. Queues are replaced altogether with hash tables — an improvement since threads access the most up-to-date version of the generating set at the time of reduction. Even so, this cannot eliminate redundancies as threads may compute the same result (virtually) simultaneously.

One of the goals of our package ThreadedGB is to allow a user to analyze what we refer to as lineages of polynomials in a Gröbner basis.

**Definition 1.1.** Let \( G \) be a Gröbner basis of \( I = (f_0, \ldots, f_k) \). A lineage of a polynomial in \( G \) is a natural number, or an ordered pair of lineages, tracing its history in the given Gröbner basis computation. It is defined recursively as follows:

- For the starting generating set, \( \text{Lineage}(f_i) = i \),
- For any subsequently created S-polynomial \( S(f, g) \), the lineage of its remainder \( r \) on division is the pair \( \text{Lineage}(r) = (\text{Lineage}(f), \text{Lineage}(g)) \).

To illustrate, suppose \( I = (x^2 - y, x^3 - z) \subset \mathbb{Q}[x, y, z] \) with graded reverse lexicographic order. Then \( \text{Lineage}(x^2 - y) = (0, 0) \) and \( \text{Lineage}(x^3 - z) = (1, 0) \). Two additional elements are added to create a (nonminimal) Gröbner basis: \( xy + z \) and \( y^2 - xz \), with lineages \((0, 1)\) and \(((0, 1), 0)\), respectively. According to \( \text{Lineage}(y^2 - xz) \), this element is constructed from \( S(xy + z, x^2 - y) \). Lineages are expressions of the starting generating set and thus dependent on the choice and order of its elements. More importantly, a lineage is not necessarily unique, as the same polynomial can be constructed multiple ways. The lineage tables produced by ThreadedGB (see Figure 1) do not provide all possible lineages — only a particular choice based on the order in which the generators are provided by the user.
2. Effect of Ordering of Polynomials on Lineages: A Simple Example. Consider the polynomial ring $\mathbb{Q}[x_1, x_3, x_0, x_4, x_2]$ with lexicographic order and the ideal of the rational normal curve in $\mathbb{P}^4$. The six generators have lineages 0, \ldots, 5, and Buchberger’s algorithm adds three new elements to the Gröbner basis before final reduction. This can be seen by turning on the gbTrace option in Macaulay2, which tells us three new polynomials are added to the basis. The function `tgb` lets us know exactly which ones and their lineages. Specifically, a run of `tgb` reveals these are $x_0x_4 - x_2^2$, $-x_3x_0x_4 + x_3x_2^2$, $-x_0x_4x_2 + x_2^3$ with lineages (2, 3), (1, 4), (1, 2), respectively.

```
i1 : needsPackage "ThreadedGB";
i2 : QQ[x_1,x_3,x_0,x_4,x_2,MonomialOrder=>Lex];
i3 : rnc = minors(2, matrix{{x_0..x_3},{x_1..x_4}});
o3 : Ideal of QQ[x , x , x , x , x ]
          1 3 0 4 2
i4 : allowableThreads = 4;
i5 : g = tgb(rnc)
o5 = LineageTable{(1, 2) => -x x x + x }  \(1, 4) => -x x x + x x
          \(2, 3) => x x - x
          0 => - x + x x
          1 => - x x + x x
          2 => x x - x
          3 => - x x + x x
          4 => x x - x x
          5 => - x + x x

o5 : LineageTable
```

Running the command `reduce g` will produce a reduced Gröbner basis; in particular, the lineage table entries with keys (1, 2), (1, 4) and 2 will be replaced by `null`. This allows the user to see which nonzero polynomials produced during the computation turn out not to be needed. Of course, to continue computing with the given basis, one wishes to have it in standard Macaulay2 format, which is a matrix.

```
i6 : matrix reduce g
o6 = | x_1^2-x_0x_2 x_1x_2-x_3x_0 x_1x_3-x_2^2
      x_1x_4-x_3x_2 x_3^2-x_4x_2 x_0x_4-x_2^2 |

o6 : Matrix (QQ[x , x , x , x , x ] <--- (QQ[x , x , x , x , x ]
          1 3 0 4 2)  6)
```

One can use the package to study, for example, how reordering the input basis affects the algorithm. In Gröbner computations, Macaulay2 creates and processes S-polynomials in lexicographic order of pairs (first and second, then first and third, and so on). Let $S = \mathbb{Q}[a, b, c, d]$ and $I = (abc - 1, abc, a + bd - c)$; clearly $I = S$. But the order of generators listed affects the complexity of the particular run; namely, listing the quadratic first makes the algorithm perform more steps. The method `tgb` can be verbose and
can tell us what is going on behind the scenes for each lineage.

```plaintext
i7 : QQ[a, b, c, d];
i8 : I = ideal (a*b*c, a*b*c - 1, a+b*d-c);
i9 : tgb(I, Verbose=>true)
Scheduling a task for lineage (0,1)
Scheduling a task for lineage (0,2)
Scheduling a task for lineage (1,2)
Adding the following remainder to GB: 1 from lineage (0,1)
Found a unit in the Groebner basis; reducing now.
o9 = LineageTable{(0, 1) => 1}
  0 => null
  1 => null
  2 => null
o9 : LineageTable
```

Compare this to the following run of the threaded Buchberger’s algorithm under a different input order.

```plaintext
i10 : I = ideal (a+b*d-c, a*b*c-1, a*b*c);
o10 : Ideal of QQ[a, b, c, d]
i11 : tgb(I)
o11 = LineageTable{(0, 1) => null}
   (0, 2) => null
   (1, 2) => 1
   0 => null
   1 => null
   2 => null
o11 : LineageTable
```

Three new elements are added to the basis, namely (0,1), (0,2), (1,2), if the quadratic generator is listed first, but if it is listed last, then only the polynomial with lineage (0,1) is added — because it already equals 1 — and the algorithm stops.

### 3. NUTS AND BOLTS

Given a list of polynomials \( L \) or an ideal \( I \) and an integer \( n \), the main method \( \text{tgb} \) uses Tasks in \text{Macaulay2} to compute a Gröbner basis of \( I \) or \( (L) \) using \( n \) threads. It returns an object of type \text{LineageTable}, which is an instance of \text{HashTable}, whose values are a Gröbner basis of \( I \) or \( (L) \). The keys are polynomial lineages.

The starting basis \( L \) (meaning, the input list \( L \) or \( L=I \)) populates the entries of a lineage table \( G \) with keys from 0 to one less than the number of elements of \( L \). The method creates all possible S-polynomials of \( L \) and schedules their reduction with respect to \( G \) as tasks. Throughout the computation, every nonzero remainder added to the basis is added to \( G \), with its lineage, as defined above, being the key. Each such remainder also triggers the creation of S-polynomials using it and every element in \( G \) and scheduling the reduction thereof as additional tasks. The process is done when there are no remaining tasks.

There is a way to track the tasks being created by turning on the option \text{Verbose}, or provide the reduced or a minimal Gröbner basis using the functions \text{reduce} or \text{minimalize}, respectively. The users who expect just a Gröbner basis in usual \text{Macaulay2} format, without the lineages, can call \text{matrix} on the \text{LineageTable}.

### 4. IMPROVEMENTS AND SPEED-UPS

As with any \text{Macaulay2} package, improvements are easy to make via GitHub. Our package’s GitHub repository will be made public shortly, so other users can implement any extensions or add improvements to this threaded implementation of Buchberger’s algorithm.
These may include known speed-ups as optional ways to run the algorithm; for example, if one wishes to study lineages produced by the F4 algorithm [Faugére 1999], then one can build that option into this threaded computation.

The current goal is to explore algorithm performance and complexity and how input basis features affect these; the lineages are designed specifically to aid in this goal. Of course, speed-ups should come “naturally” from a threaded implementation. However, with Macaulay2’s current implementation of threads, speed-ups aren’t observed with interpreted code, hence to achieve effective speed-ups in practice, we plan to implement tgb in the engine, using C/C++.

SUPPLEMENT. The online supplement contains version 1.1 of ThreadedGB.
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Standard pairs of monomial ideals over nonnormal affine semigroups in SageMath

BYEONGSU YU

ABSTRACT: We present StdPairs, a SageMath library to compute standard pairs of a monomial ideal over a pointed (nonnormal) affine semigroup ring. Moreover, StdPairs provides the associated prime ideals, the corresponding multiplicities, and an irredundant irreducible primary decomposition of a monomial ideal. The library expands on the standardPairs function on Macaulay2 over polynomial rings, and is based on algorithms from Matusevich and Yu (2020). We also provide methods that allow the outputs from this library to be compatible with the Normaliz package of Macaulay2 and SageMath.

1. INTRODUCTION.

Affine semigroup rings are the object of many studies in combinatorial commutative algebra. The goal of this article is to present the SageMath library StdPairs, which systematizes computations for monomial ideals in affine semigroup rings. The algorithms implemented here are based on the notion of standard pairs, introduced for monomial ideals in polynomial rings by [Sturmfels et al. 1995], and generalized to the semigroup ring case in [Matusevich and Yu 2020]. Standard pairs are combinatorial structures that contain information on primary and irreducible decompositions of monomial ideals, as well as multiplicities. One of the main contributions of [Matusevich and Yu 2020] is that standard pairs and the associated algebraic concepts can be effectively computed over affine semigroup rings.

The SageMath library StdPairs implements the algorithms of [Matusevich and Yu 2020] to calculate standard pairs for monomial ideals in any pointed (nonnormal) affine semigroup ring. This library can be regarded as a generalization of the standardPairs function in Macaulay2 implemented by [Hoşten and Smith 2002]. This library is provided as an online supplement to this paper.

Outline. Section 2 provides background on affine semigroup rings, their monomial ideals, and related combinatorial notions. It also explains their implementation as SageMath classes. Section 3 presents the implementation of algorithms to find standard pairs, proposed in [Matusevich and Yu 2020, Section 4]. Section 4 shows compatibility with the Normaliz package by introducing methods to translate objects in SageMath into objects in Macaulay2 using Normaliz.

Keywords: affine semigroups, standard pairs, monomial ideals, semigroup rings.
StdPairs version 1.0
1.1. Notation. We denote a semigroup of nonnegative integers including 0 by \( \mathbb{N} = \{0, 1, 2, \ldots\} \). A ring of integers is \( \mathbb{Z} \). All nonnegative real numbers are represented by \( \mathbb{R}_{\geq 0} \). Boldface uppercase letters and boldface lowercase letters denote matrices and vectors, respectively. This will be used when we call a cone \( \mathbb{R}_{\geq 0} \mathbf{A} \) for some \( d \times n \) matrix \( \mathbf{A} \) over \( \mathbb{Z} \). Let \( \mathbb{K} \) be an arbitrary field.

2. Affine semigroup, ideal, and proper pair as classes of SageMath.

2.1. Mathematical background. An affine semigroup is a semigroup of \( \mathbb{Z}^d \) generated by finitely many vectors \( \mathbf{a}_1, \ldots, \mathbf{a}_n \) for some \( n \in \mathbb{N} \). We let \( \mathbf{A} \) be a \( d \times n \) matrix whose column vectors are \( \mathbf{a}_1, \ldots, \mathbf{a}_n \in \mathbb{Z}^d \). The set of all nonnegative integer linear combinations of \( \mathbf{a}_1, \ldots, \mathbf{a}_n \), denoted by \( \mathbb{N} \mathbf{A} \), is an affine semigroup. These columns \( \mathbf{a}_1, \ldots, \mathbf{a}_n \) are the generators of the affine semigroup \( \mathbb{N} \mathbf{A} \); the matrix \( \mathbf{A} \) is called the generating matrix. Since \( \mathbb{N} \mathbf{A} \) contains 0, an affine semigroup is a commutative monoid. Given a field \( \mathbb{K} \), we are concerned with the affine semigroup ring \( \mathbb{K}[\mathbb{N} \mathbf{A}] \). A natural first example is the polynomial ring in \( d \)-variables; in this case, \( \mathbf{A} \) is the \( d \times d \) identity matrix. We refer to [Miller and Sturmfels 2005, Section 7] for more background on this topic. Throughout this article, we assume that the affine semigroup \( \mathbb{N} \mathbf{A} \) under consideration is pointed, which means that the cone \( \mathbb{R}_{\geq 0} \mathbf{A} \) does not contain lines.

An ideal of an affine semigroup is a set \( \mathbf{I} \subset \mathbb{N} \mathbf{A} \) such that \( \mathbf{I} + \mathbb{N} \mathbf{A} \subset \mathbf{I} \). There is a one-to-one correspondence between monomial ideals of \( \mathbb{K}[\mathbb{N} \mathbf{A}] \) and ideals of \( \mathbb{N} \mathbf{A} \). Therefore, the definition of prime, irreducible, and primary ideals of \( \mathbb{K}[\mathbb{N} \mathbf{A}] \) can be naturally extended to the ideals of an affine semigroup. The standard monomials of an ideal \( \mathbf{I} \subset \mathbb{N} \mathbf{A} \) are all elements of \( \mathbb{N} \mathbf{A} \setminus \mathbf{I} \). Let \( \text{std}(\mathbf{I}) \) be a set of all standard monomials with respect to \( \mathbf{I} \).

A face of an affine semigroup \( \mathbb{N} \mathbf{A} \) is a subsemigroup \( \mathbb{N} \mathbf{F} \subset \mathbb{N} \mathbf{A} \) such that the complement \( \mathbb{N} \mathbf{A} \setminus \mathbb{N} \mathbf{F} \) is an ideal of \( \mathbb{N} \mathbf{A} \) [Miller and Sturmfels 2005, Definition 7.8]. Equivalently, it is a subsemigroup \( \mathbb{N} \mathbf{F} \) with the property that \( \mathbf{a} + \mathbf{b} \in \mathbb{N} \mathbf{F} \) if and only if \( \mathbf{a}, \mathbf{b} \in \mathbb{N} \mathbf{F} \). The faces of an affine semigroup form a lattice which is isomorphic to the face lattice of a (real) cone over the affine semigroup [Bruns and Herzog 1993; Miller and Sturmfels 2005]. Thus, we may represent a face \( \mathbb{N} \mathbf{F} \) as a submatrix \( \mathbf{F} \) of \( \mathbf{A} \).

A pair is a tuple \( (\mathbf{a}, \mathbf{F}) \) of an element \( \mathbf{a} \) in \( \mathbb{N} \mathbf{A} \) and a face \( \mathbf{F} \) of \( \mathbb{N} \mathbf{A} \) [Matusevich and Yu 2020]. A proper pair of an ideal \( \mathbf{I} \) is a pair \( (\mathbf{a}, \mathbf{F}) \) such that \( \mathbf{a} + \mathbb{N} \mathbf{F} \subset \text{std}(\mathbf{I}) \). A pair \( (\mathbf{a}, \mathbf{F}) \) divides \( (\mathbf{b}, \mathbf{G}) \) if there exists \( \mathbf{c} \in \mathbb{N} \mathbf{A} \) such that \( \mathbf{a} + \mathbf{c} + \mathbb{N} \mathbf{F} \subset \mathbf{b} + \mathbb{N} \mathbf{G} \) [Matusevich and Yu 2020]. The set of all proper pairs of an ideal \( \mathbf{I} \) is partially ordered \( \prec \) by inclusion. In other words, \( (\mathbf{a}, \mathbf{F}) \prec (\mathbf{b}, \mathbf{G}) \) if \( \mathbf{a} + \mathbb{N} \mathbf{F} \subset \mathbf{b} + \mathbb{N} \mathbf{G} \). The standard pairs of an ideal \( \mathbf{I} \) are the maximal elements of the set of all proper pairs of \( \mathbf{I} \) with this partial order. We denote by \( \text{Std}(\mathbf{I}) \) the set of all standard pairs of an ideal \( \mathbf{I} \).

We remark that our notation here differs from existing notation for standard pairs over polynomial rings. Over the polynomial ring \( \mathbb{K}[x_1, x_2, \ldots, x_n] \), a pair is a tuple \( (x^\mathbf{a}, V) \) where \( x^\mathbf{a} \) is a monomial \( x_1^{a_1} x_2^{a_2} \cdots x_n^{a_n} \) for some integer vector \( \mathbf{a} = (a_1, a_2, \ldots, a_n) \) and \( V \) is a set of variables [Hoşten and Smith 2002; Sturmfels et al. 1995]. From the viewpoint of affine semigroup rings, the polynomial ring is a special case when the underlying affine semigroup is generated by an \( n \times n \) identity matrix \( \mathbf{I} \). Since the
cone \( \mathbb{R}_{\geq 0} I \) is a simplicial cone, i.e., every subset of rays form a face, we may interpret \( V \) as a face. The following example shows the different notations for the standard pairs of a monomial ideal

\[
I = \left\langle x_{\begin{bmatrix} 1 \\ 3 \end{bmatrix}}, x_{\begin{bmatrix} 2 \\ 2 \end{bmatrix}}, x_{\begin{bmatrix} 2 \\ 3 \end{bmatrix}}, x_{\begin{bmatrix} 3 \\ 2 \end{bmatrix}} \right\rangle
\]

in the polynomial ring \( \mathbb{K}[x_1, x_2, x_3] \):

In Macaulay2,

```
R = QQ[x,y,z];
I = monomialIdeal(x*y^3*z, x*y^2*z^2, y^3*z^2, y^2*z^3);
```

wheras in the given library StdPairs in SageMath,

```
sage: A = matrix(ZZ,
[1,0,0],
[0,1,0],
[0,0,1]
)sage: Q = AffineMonoid(A)
sage: M = matrix(ZZ,
[1,1,0,0],
[3,2,3,2],
[1,2,2,3])
sage: I = MonomialIdeal(M,Q)
sage: I.standard_cover()
```

(, (0,), (0, 2), (0, 1), and (1,)) in StdPairs of SageMath are indices of columns of \( A \). These denote {}, \{x\}, \{x, y\}, \{x, z\}, and \{y\}, respectively, in Macaulay2. Therefore, for example, the pair \( ([0], [0], [1])^T, ([0], [0], [1]) \) will represent \{z, \{y\}\}, while the pair \( ([0], [0], [0])^T, ([1], [0], [0]) \) represents \{1, \{x, z\}\}, and so on. Therefore, this example shows that StdPairs is consistent with Macaulay2.

2.2. Classes in StdPairs. We implement three classes related to affine semigroups, semigroup ideals, and proper pairs respectively. This implementation is based on SageMath 9.1 with Python 3.7.3. and the 4ti2 package. Detailed usage and examples of each method or object can be found using the command \texttt{<method_name>?} in SageMath or \url{https://byeongsuyu.github.io/StdPairs/}, the documentation of StdPairs made by the Sphinx package.

Class \texttt{AffineMonoid}. This class is constructed by using an integer matrix \( A \). The name follows the convention of SageMath which distinguishes monoid from semigroup. In SageMath, \( A \) can be expressed
as a 2-dimensional NumPy.ndarray type or an integer matrix of SageMath. For example,

```python
sage: from stdpairs import *
sage: A = matrix(ZZ,[[1,2],[0,2]])
sage: Q = AffineMonoid(A)
```
generates $Q$ as a type of AffineMonoid. This class has several methods as explained below:

- **Q.gens()** returns a matrix generating an affine monoid $Q$ as NumPy.ndarray type. This may not be a minimal generating set of $Q$.
- **Q.mingens()** returns a minimal generating matrix of an affine monoid of $Q$.
- **Q.poly()** returns a real cone $\mathbb{R}_{\geq 0}Q$ represented as a type of Polyhedron in SageMath. If one generates $Q$ with True parameter, i.e.,

```python
sage: from stdpairs import *
sage: A = matrix(ZZ,[[1,2],[0,2]])
sage: Q = AffineMonoid(A,is_normaliz=True)
```
then Q.poly() is of a class of Normaliz integral polyhedron. This requires the PyNormaliz package. See [Köppe and Labbé 2019] for more details.

- **Q.face_lattice()** returns a finite lattice containing all faces of the affine semigroup. A face in the lattice is saved as a tuple storing column numbers of generators $A$. This lattice is of type FiniteLatticePoset in SageMath. For example,

```python
sage: Q.face_lattice()
Finite lattice containing 5 elements
sage: Q.face_lattice().list()
[(-1,), (), (0,), (1,), (0, 1)]
```

- **Q.index_to_face()** returns a dictionary type object whose keys are tuples denoting indices of column vectors consisting of faces, and whose items are corresponding faces of Q.poly(). For example,

```python
sage: Q.index_to_face()
{(-1,): A -1-dimensional face of a Polyhedron in ZZ^2,
 (0,): A 0-dimensional face of a Polyhedron in ZZ^2
 defined as the convex hull of 1 vertex,
 (1,): A 1-dimensional face of a Polyhedron in ZZ^2
 defined as the convex hull of 1 vertex and 1 ray,
 (0,1): A 2-dimensional face of a Polyhedron in ZZ^2
 defined as the convex hull of 1 vertex and 2 rays}
```

- **Q.index_of_face(matrix face)** returns a face as a tuple of indices of column vectors of a generator $A$ corresponding to a given submatrix face of $A$. For example,

```python
sage: M = matrix(ZZ,[[2],[2]])
sage: Q.index_of_face(M)
(1,)
```
Here, face should be a submatrix of Q.gens() which form a face.
• Q.face(tuple index) returns a face as a submatrix of a generator $A$ corresponding to a given tuple index. For example,

    sage: Q.face((1,))
    array([[2],
            [2]])

• Q.integral_support_vectors() return a dictionary type object whose keys are tuples denoting faces and whose items are integral support functions of facets containing $F$ as a vector form. An integral support function $\phi_H$ of a facet $H$ is a linear function $\phi_H : \mathbb{R}^d \to \mathbb{R}$ such that $\phi_H(\mathbb{Z}^d) = \mathbb{Z}$, $\phi_H(a) \geq 0$ for all column vectors $a$ of generators $A$, and $\phi_H(a) = 0$ if and only if $a \in H$. By linearity, $\phi_H(a) = b \cdot a$ for some rational vector $b$. We call $b$ an integral support vector. Each item of Q.integral_support_vectors() is a matrix as NumPy.ndarray type whose rows are integral support vectors of facets containing the given face. For example,

    sage: Q.integral_support_vectors()
    {(): array([[ 0, 1],
                [ 1, -1]]),
     (0,): array([[0, 1]]),
     (1,): array([[ 1, -1]]),
     (0, 1): array([], dtype=int64)}

In this code, () denoting 0 has two integral support vectors, since it is an intersection of two facets (0,) and (1,), while (0,1) has no such integral support vectors since it is not a proper face but the affine semigroup itself. See [Matusevich and Yu 2020, Definition 2.1] for the precise definition of a (primitive) integral support function.

• Q.is_empty() returns a boolean value indicating whether $Q$ is a trivial affine semigroup or not. A trivial affine semigroup is an empty set as an affine semigroup.

• Q.is_pointed() returns a boolean value indicating whether $Q$ is a pointed affine semigroup or not.

• Q.is_element(vector $b$) returns nonnegative integral inhomogeneous solutions (minimal integer solutions) of $Ax = b$ using zsolve in [4ti2]. If $b$ is not an element of an affine semigroup $Q$, then it returns an empty matrix. The vector $b$ should be a NumPy.ndarray type 2-dimensional object with one column, or a matrix of SageMath with only one column.

• Q.save_txt() returns a string containing information about $Q$. This can be loaded again using txt_to_affinemonoid(string info), which will be explained in Section 2.3.

• Q.save(string path) saves the given object $Q$ as binary file on the given path. This can be loaded again using load(path), a pre-existing global function of SageMath.

Moreover, one can directly compare affine semigroups using the equality operator == in SageMath.

Class MonomialIdeal. This class is constructed by an affine semigroup $Q$ and generators of an ideal as a matrix form, say $M$, which is a 2-dimensional NumPy.ndarray object or an integer matrix of SageMath.
For example,

```python
sage: M = matrix(ZZ,[[4,6],[4,6]])
sage: I = MonomialIdeal(M,Q)
sage: I
An ideal whose generating set is
[[4]
[4]]
```

As shown in the example above, this class stores only minimal generators of the ideal. The attributes and methods are explained below:

- `I.gens()` returns the minimal generators of $I$ as a `NumPy.ndarray` type object.
- `I.ambient_monoid()` returns the ambient affine semigroup of $I$.
- `I.standard_cover(verbos = False)` returns the standard cover of $I$, a dictionary object whose keys are faces and whose items are lists consisting of `ProperPair` type objects whose face is equal to the corresponding key. `ProperPair` objects will be explained in Section 2.2. The definition of the standard cover will be given in Section 3.1. Users can check the progress of the computation if `verbose=True`.
- `I.overlap_classes()` returns a dictionary object whose keys are tuples denoting faces and whose items are lists representing overlap classes of $I$. An overlap class of an ideal $I$ is a set of standard pairs such that their representing submonoids intersect nontrivially.
- `I.maximal_overlap_classes()` returns all maximal overlap classes of $I$ with divisibility. An overlap class is maximal with divisibility if every pair in the overlap class can divide only pairs in itself. See [Matusevich and Yu 2020, Section 3] for the detail.
- `I.irreducible_decomposition()` returns a list of components of the irredundant irreducible primary decomposition of $I$.
- `I.associated_primes()` returns all associated prime ideals of $I$ as a dictionary type. In other words, the function returns a dictionary whose keys are faces of the affine semigroup as a tuple and whose values are associated prime ideals corresponding to the face in its key.
- `I.multiplicity(ideal P or face F)` returns a multiplicity of $I$ over the given associated prime $P$. Since there is a one-to-one correspondence between monomial prime ideals and faces of an affine semigroup, this method takes the face $F$ (as a tuple) corresponding to a prime ideal $P$ as a valid input instead.
- `I.is_element(vector b)` returns nonnegative integral inhomogeneous solutions (minimal integer solutions) of $Ax = b - a$ for each generator $a$ of $I$ using `zsolve` in [4ti2]. If $b$ is an element of the ideal, then it returns a list $[x, a]$ for some generator $a$ such that $a + Ax^T = b$. Otherwise, it returns an empty matrix. The vector $b$ should be a `NumPy.ndarray` type 2-dimensional object with one column, or a matrix of SageMath with only one column.
**I.is_standard_monomial(vector b)** returns a boolean value indicating whether the given vector \(b\) is a standard monomial or not.

**I.is_principal()** returns a boolean value indicating whether \(I\) is principal or not. Likewise, the similar methods \(I.is_empty(), I.is_irreducible(), I.is_primary(), I.is_prime(),\) and \(I.is_radical()\) return a boolean value indicating whether \(I\) has the properties implied by their name or not.

**I.radical()** returns the radical of \(I\) as a MonomialIdeal object.

**I.intersect(J)** returns an intersection of two ideals \(I\) and \(J\) as a MonomialIdeal object. Likewise, addition +, multiplication *, and comparison == are defined between two objects. The following example shows an addition of two monomial ideals in SageMath:

```sage
sage: I = MonomialIdeal(matrix(ZZ,[[4,6],[4,6]]),Q)
sage: J = MonomialIdeal(matrix(ZZ,[[5],[0]]),Q)
sage: I.intersect(J)
An ideal whose generating set is
[[9]
 [4]]
sage: I+J
An ideal whose generating set is
[[5 4]
 [0 4]]
sage: I*J
An ideal whose generating set is
[[9]
 [4]]
```

**I.save_txt()** returns a string which can be used to recover the object \(I\) and its precalculated properties without calculation. That is, it contains not only the generators of \(I\), but also its standard cover, overlap classes, associated primes, and irreducible primary decompositions if they were calculated. This can be loaded again using `txt_to_monomialideal(string info)` (see Section 2.3).

**I.save(string path)** saves the given object \(I\) as a binary file on the given path. This can be loaded again using `load(path)`, a pre-existing global function of SageMath.

**Class ProperPair.** A proper pair \((a, F)\) of an ideal \(I\) can be declared in SageMath by specifying an ideal \(I\), a standard monomial \(a\) as a matrix form (or NumPy 2D array), and a face \(F\) as a tuple. If \((a, F)\) is not proper, then SageMath calls a `ValueError`. The following example shows two ways of defining a proper pair:

```sage
sage: import numpy as np
sage: I = MonomialIdeal(matrix(ZZ,[[4,6],[4,6]]),Q)
sage: PP = ProperPair(np.array([2,0])[np.newaxis].T,(0,),I)
sage: PP
([2], [0]^T,
```

\(([[2], [0]]^T,[[1], [0]])

```sage: QQ = ProperPair(np.array([2,0])[np.newaxis].T,(0,),I,
....: properness =True)
sage: QQ
([2], [0]^T,
```

\(((2], [0]]^T,[[1], [0]])
```
The second line tests whether the pair is a proper pair of the given ideal \( I \) or not before generating \( PP \). However, the fourth line with \texttt{properness=True} generates \( QQ \) without checking whether \( QQ \) is a proper pair of \( I \) or not. Use the third parameter with \texttt{True} only if the generating pair is proper a priori. In any case, each \( PP \) and \( QQ \) denotes a proper pair whose initial monomial is \([2,0]\) and whose face is \([1,0]\).

The attributes and methods are explained below. We assume that \( PP \) denotes a proper pair \((a, F)\).

- \texttt{PP.monomial()}, \texttt{PP.face()}, and \texttt{PP.ambient_ideal()} return the initial monomial \( a \) (as a NumPy 2D array), the face \( F \) (as a tuple), and its ambient ideal (as an object of \texttt{AffineMonoid}) respectively.
- \texttt{PP.is_maximal()} returns a boolean value indicating whether the given pair is maximal with respect to the divisibility of proper pairs of the ambient ideal. If \( PP \) is generated without testing whether its monomial is in the given ideal \( I \) or not, this method raises a warning instead of returning a boolean value.
- \texttt{PP.is_element(vector \( b \))} returns nonnegative integral inhomogeneous solutions (minimal integer solutions) of \( a + Fx = b \) using \texttt{zsolve} in [4ti2]. If \( b \) is not an element of the submonoid \( a + \mathbb{N}F \), then it returns an empty matrix.
- Like \texttt{AffineMonoid} or \texttt{MonomialIdeal}, one can directly compare proper pairs using the equality operator \texttt{==} in SageMath.

### 2.3. Global functions.

- \texttt{prime_ideal(tuple face, AffineMonoid \( Q \))} returns a prime ideal of the given \texttt{AffineMonoid} object \( Q \) corresponding to the tuple object \( face \) as an object of \texttt{MonomialIdeal}.

  ```python
  sage: prime_ideal((1,),Q)
  An ideal whose generating set is
  [[1]]
  [[0]]
  ```

- \texttt{div_pairs(pair \( PP \), pair \( QQ \))} will return a matrix whose column \( u \) is a minimal solution of \( a + u + \mathbb{N}F \leq b + \mathbb{N}G \) if \( PP = (a, F) \) and \( QQ = (b, G) \). The returned value is a nonempty matrix if and only if a pair \( PP \) divides a pair \( QQ \). For example, suppose two pairs \( PP \) and \( QQ \) are \([2,0] + \mathbb{N}[1,0]\) and \([3,0] + \mathbb{N}[1,0]\) respectively. Then,

  ```python
  sage: I = MonomialIdeal(matrix(ZZ,[[4,6],[4,6]]),Q)
  sage: PP = ProperPair(matrix(ZZ,[[2],[0]]),(0,),I)
  sage: QQ = ProperPair(matrix(ZZ,[[3],[0]]),(0,),I)
  sage: div_pairs(PP,QQ)
  [[1]]
  [[0]]
  ```
  ```python
  sage: div_pairs(QQ,PP)
  [[0]]
  [[0]]
  ```

  since \([2,0] + \mathbb{N}[1,0]\) \(\supseteq\) \([3,0] + \mathbb{N}[1,0]\).
• `txt_to_affinemonoid(string info)` (or `txt_to_monomialideal(string info)`) loads an `AffineMonoid` object (or a `MonomialIdeal` object) in the string `info`, which is generated by the `AffineMonoid.save_txt()` (or `MonomialIdeal.save_txt()`) methods. These are useful for users who want to avoid repeating calculations which were previously done. For example, the ideal `J` in

```python
sage: I = MonomialIdeal(matrix(ZZ,[[4,2],[4,0]]),Q)
sage: I.standard_cover()
{(): {([1], [0]^T, [], []), ([0], [0]^T, [], []), ([3], [2]^T, [], []), ([2], [2]^T, [], [])}}
sage: J=txt_to_monomialideal(I.save_txt())
sage: J.standard_cover()
{(): {([1], [0]^T, [], []), ([0], [0]^T, [], []), ([3], [2]^T, [], []), ([2], [2]^T, [], [])}}
```

is a new `MonomialIdeal` object; however, it does not need time to calculate its standard cover, since precalculated information of the standard cover was stored in `I.save_txt()` and transferred to `J`.

• `pair_difference(ProperPair PP, ProperPair QQ)` is a global function which decomposes `PP \ QQ` as a finite union of pairs. See Theorem 1 and subsequent arguments for details.

• `from_macaulay2(string var_name)` and `to_macaulay2(MonomialIdeal I)` are global functions used for communicating with Macaulay2 objects. See Section 4 for details.

3. IMPLEMENTATION OF AN ALGORITHM FINDING STANDARD PAIRS.

3.1. Case 1: Principal ideal. A cover of standard monomials of an ideal `I` is a set of proper pairs of `I` such that the union of all subsemigroups `a + NF` corresponding to an element `(a, F)` of the cover is equal to the set of all standard monomials. The standard cover of an ideal `I` is a cover of `I` whose elements are standard pairs. The standard cover of a monomial ideal `I` is unique by the maximality of standard pairs among all proper pairs of `I`. A key idea in [Matusevich and Yu 2020, Section 4] is to construct covers containing all standard pairs. Once a cover is obtained, we can then produce the standard cover.

The following result helps to compute the standard cover in the special case of a principal ideal.

**Theorem 1** [Matusevich and Yu 2020, Theorem 4.1]. Let `b, b' \in N A` and let `G, G'` be faces of `A` such that `G \cap G' = G`. There exists an algorithm to compute a finite collection `C` of pairs over faces of `G` such that

\[(b + G) \setminus (b' + G') = \bigcup_{(a, F) \in C} (a + F).\]

The pair difference of the pairs `(b, G)` and `(b', G')` is a finite collection of pairs over faces of `G` given by Theorem 1.
Corollary 2. Given a principal ideal $I = (b)$, the pair difference of pairs $(0, A)$ and $(b, A)$ is the standard cover of $I$.

Proof. Theorem 1 implies that the pair difference is a cover of $I$. To see it is the standard cover, suppose that the ambient affine semigroup is generated by $A = [a_1 \cdots a_n]$. Let $(c, F)$ be a proper pair in the pair difference. Without loss of generality, we assume that $F = [a_1 \cdots a_m]$ for some $m < n$ by renumbering indices. By the proof of Theorem 1 in [Matusevich and Yu 2020], $c = A \cdot u$ where $x^u \in \mathbb{k}[\mathbb{N}^n]$ is a standard monomial such that $(x^u, \{x_1, \ldots , x_m\})$ is a standard pair of some monomial ideal $J$ in $\mathbb{k}[\mathbb{N}^n]$.

Suppose that there exists $(d, G)$ such that $F \subseteq G$ and $d + g = c$ for some $g \in G$. Since $d \in \mathbb{N}A$, $d = A w$ for some $w \in \mathbb{N}^n$. Since $A$ is pointed, $w$ is, coordinatewise, less than $u$. Thus, $(x^w, \{x_1, \ldots , x_m\})$ contains $(x^u, \{x_1, \ldots , x_m\})$. Lastly, $(x^w, \{x_1, \ldots , x_m\})$ is a proper pair of $J$, otherwise, there exists $x^v \in \mathbb{k}[x_1, \ldots , x_m] \subseteq \mathbb{k}[\mathbb{N}^n]$ such that $x^{w+v} \in J$. Then, $x^w x^{w+v} \in J \implies x^u x^{w+v} \in J \cap (x^u, \{x_1, \ldots , x_m\}) = \emptyset$ leads to a contradiction.

Thus, by maximality of the standard pair, $w = u$. This implies $d = c$. Moreover, $G = F$, otherwise there exists $j \in \{1, 2, \ldots , n\} \setminus \{1, \ldots , m\}$ such that $x^u x^j \notin J$ for any $l$, which implies that $(x^u, \{x_1, \ldots , x_m, x_j\})$ is a proper pair of $J$ strictly containing a standard pair $(x^u, \{x_1, \ldots , x_m\})$ of $J$, a contradiction. 

Theorem 1 is implemented as a method `pair_difference((b, F), (b', F'))` within the library `StdPairs`. The two input arguments should be of type `ProperPair`. It returns the pair difference of pairs $(b, F)$ and $(b', F')$ with dictionary type, called `Cover`. `Cover` classifies pairs by their faces. For example, the code below shows the pair difference of pairs $(0, A)$ and $(0, 2, A)$, which are

\[
\begin{align*}
(0, \begin{bmatrix} 2 \\ 0 \end{bmatrix}), & \quad \begin{bmatrix} 0 \\ 1 \end{bmatrix}, \begin{bmatrix} 2 \\ 0 \end{bmatrix}, \begin{bmatrix} 1 \\ 2 \end{bmatrix}, \begin{bmatrix} 2 \\ 0 \end{bmatrix}, \text{ and } \begin{bmatrix} 1 \\ 2 \end{bmatrix}.
\end{align*}
\]

sage: from stdpairs import *
sage: Q = AffineMonoid(matrix(ZZ, [[2,0,1],[0,1,1]]))
sage: I = MonomialIdeal(matrix(ZZ,0,Q))
sage: C = ProperPair(np.array([[0,0]]).T, (0,1,2), I )
sage: D = ProperPair(np.array([[0,2]]).T, (0,1,2), I )
sage: print(pair_difference(C,D))
{(0,), [([[1], [2]]^T,[2], [0]), ([[1], [1]]^T,[2], [0]), ([[0], [1]]^T,[2], [0]), ([[0], [0]]^T,[2], [0]))}

By Corollary 2, this is the standard cover of the ideal $I = (0, 2)$ in an affine semigroup $\mathbb{N}[\begin{bmatrix} 2 & 0 & 1 \\ 0 & 1 & 1 \end{bmatrix}]$.

The method `pair_difference((b, F), (b', F'))` uses `standardPairs` of Macaulay2 internally to find standard pairs of a polynomial ring, which is implemented by [Hoşten and Smith 2002]. Briefly, the method `pair_difference((b, F), (b', F'))` calculates minimal solutions of the integer linear system

\[
\begin{bmatrix} F & -F' \end{bmatrix} \begin{bmatrix} u \\ v \end{bmatrix} = b' - b
\]

using `zsolve` in 4ti2. The solutions form an ideal $J$ of a polynomial ring in the proof of Theorem 1 on Macaulay2. Next, `standardPairs` derives standard pairs of $J$. Lastly, the method `pair_difference`
constructs proper pairs based on the standard pairs of $J$, and classifies the proper pairs based on their faces and returns the pair difference.


**Proposition 3** [Matusevich and Yu 2020, Proposition 4.4]. Let $I$ be a monomial ideal in $\mathbb{K}[\mathbb{N}A]$. There is an algorithm whose input is a cover of the standard monomials of $I$, and whose output is the standard cover of $I$.

According to the proof of [Matusevich and Yu 2020, Proposition 4.4], this is achieved by repeating the procedures below.

1. Input: $C_0$, an initial cover of $I$.
2. For each $(a, F) \in C_0$, find minimal solutions of $(a + \mathbb{R}F) \cap \mathbb{N}A$ using the primitive integral support functions. (See [Matusevich and Yu 2020, Lemma 4.2] for the detail.)
   
   If $b_1, b_2, \ldots, b_m$ are the minimal solutions of $(a + \mathbb{R}F) \cap \mathbb{N}A$, then we construct pairs such as $(b_1, F), (b_2, F), \ldots, (b_m, F)$ and store them in the attribute $C_1$.
3. For each pair $(b, F) \in C_1$, construct $(b, G)$ for any face $G$ which is not strictly contained in $F$. If $(b, G)$ is a proper pair of $I$, save $(b, G)$ on the attribute $C_2$.
4. If $C_0$ is equal to $C_2$, we are done. Otherwise, set $C_0 := C_2$ and repeat the above process.

The method `_czero_to_cone(C_0, I)` in the hidden module `_stdpairs` of `StdPairs` implements (2) to return $C_1$. It calls the method `_minimal_holes(vector a, face F, affine semigroup A)` internally, which is the implementation of Lemma 4.2 in [Matusevich and Yu 2020]. The method `_cone_to_ctwo(C_1, I)` implements (3). Since the constructor function of the class `ProperPair` checks whether the pair is proper or not, the method `_cone_to_ctwo(C_1, I)` tries to construct proper pairs as an attribute in SageMath and records them if it is successful.

Now we are ready to find the standard cover of a general ideal $I$ whose minimal generators are $\langle b_1, \ldots, b_n \rangle$. One can find standard pairs as in [Matusevich and Yu 2020, Theorem 4.5] as described below:

1. Find the standard cover $C'$ of $\langle b_1 \rangle$ using pair difference.
2. For $i = 2$ to $n$:
   
   (a) For each pair $(b, F)$ in $C$, replace it with elements of the pair difference of pairs $(b, F)$ and $(b_i, A)$. After this process, $C$ is a cover of an ideal $\langle b_1, b_2, \ldots, b_i \rangle$.
   
   (b) Using the algorithm of Proposition 3, find the standard cover $C'$ of $\langle b_1, b_2, \ldots, b_i \rangle$.
   
   (c) Replace $C$ with $C'$.
3. Return $C$.

The returned value $C$ is now the standard cover of $I$. 
The library StdPairs implements [Matusevich and Yu 2020, Theorem 4.5] as a hidden method _standard_pairs(I). This method has an input I whose type is MonomialIdeal. It returns a cover whose type is dictionary, classifying standard pairs by its face. For example, the code below shows that the standard cover of an ideal generated by
\[
\begin{bmatrix}
  2 & 2 & 2 \\
  0 & 1 & 2 \\
  2 & 2 & 2 
\end{bmatrix}
\]
in an affine semigroup
\[
\mathbb{N}A = \mathbb{N}\begin{bmatrix}
  0 & 1 & 0 \\
  0 & 0 & 1 \\
  1 & 1 & 1 
\end{bmatrix}
\]
is
\[
\{(0, \begin{bmatrix}
  0 & 0 \\
  1 & 1 \\
  1 & 1 
\end{bmatrix}), (\begin{bmatrix}
  1 \\
  1 \\
  1 
\end{bmatrix}, \begin{bmatrix}
  0 & 0 \\
  1 & 1 \\
  0 & 1 
\end{bmatrix})\}.
\]

4. COMPATIBILITY WITH NORMALIZ PACKAGE IN SAGEMATH AND MACAULAY2. Normaliz is a package in SageMath and Macaulay2 for finding Hilbert bases of rational cones and their normal affine monoid [Bruns and Ichim 2010]. StdPairs has methods translating classes in Section 2 into objects in the Normaliz package. If an affine semigroup \(\mathbb{N}A\) is normal, i.e., \(\mathbb{N}A = \mathbb{Z}^d \cap \mathbb{R}_{\geq 0} A\), then this translation works well. However, if it is not normal, then this translates \(\mathbb{N}A\) into its saturation described in Section 2.

For SageMath, one can have a polyhedron over \(\mathbb{Z}\) with the Normaliz package in SageMath by adding an argument True on the constructor of AffineMonoid. For example, the code below gives an AffineMonoid class attribute Q whose attribute Q.poly() is a polyhedron over \(\mathbb{Z}\) with Normaliz. Therefore, you can use all methods on Normaliz object. For example,

```
sage: from stdpairs import *
sage: Q=AffineMonoid(matrix(ZZ,[[0,1,1,0],[0,0,1,1],[1,1,1,1]]),is_normaliz=True)
sage: Q.poly().hilbert_series([0,0,1])
(t + 1)/(-t^3 + 3*t^2 - 3*t + 1)
```

The method to_macaulay2( MonomialIdeal I) returns a dictionary storing attributes of Macaulay2 computations. This dictionary contains an affine semigroup ring, a list of generators of an ideal, and a list of standard pairs in Macaulay2. For example,

```
sage: from stdpairs import *
sage: Q=AffineMonoid(matrix(ZZ,[[0,1,1,0],[0,0,1,1],[1,1,1,1]]))
sage: I=MonomialIdeal(matrix(ZZ,[[2,2,2],[0,1,2],[2,2,2]]),Q)
```
Moreover, Macaulay2 objects AffineSemigroupRing, MonomialSubalgebra, and list of a standard cover can be accessed via macaulay.eval(string) method with strings R, I, and SC. For instance, the example below shows how to access such Macaulay2 objects:

```python
sage: macaulay2.eval('R')
ZZ[c, a*c, a*b*c, b*c]
monomial subalgebra of PolyRing
```

```python
sage: macaulay2.eval('I')
2 2 2 2 2 2 2
{a c , a b*c , a b c}
List
```

```python
sage: macaulay2.eval('SC')
{{1, {c, b*c}}, {a*c, {c, b*c}}, {a*b*c, {c, b*c}}}
List
```

In Macaulay2, a type MonomialSubalgebra in the Normaliz package may correspond to an affine semigroup ring. Since Normaliz has no attributes for a monomial ideal of the type MonomialSubalgebra, the ideal is stored as a list of its generators. The standard cover of I is also sent to Macaulay2 as a nested list, similar to the output of the method standardPairs in Macaulay2.

In the other direction, from_macaulay(Macaulay2 S) translates monomialSubalgebra object S of Macaulay2 into an AffineMonoid object in StdPairs. For example,

```python
sage: R = macaulay2.eval('ZZ[x,y,z]')
sage: macaulay2.needsPackage('"Normaliz"')
Normaliz
sage: macaulay2.eval('S=createMonomialSubalgebra {x^2*y, x*z, z^3}')
2 3
ZZ[x y, x*z, z ]
monomial subalgebra of ZZ[x..z]
sage: Q=from_macaulay2('S')
sage: Q
An affine semigroup whose generating set is
[[2 1 0]
 [1 0 0]
 [0 1 3]]
```
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Computations with rational maps between multi-projective varieties

GIOVANNI STAGLIANÒ

ABSTRACT: We briefly describe the algorithms behind some of the functions provided by the Macaulay2 package MultiprojectiveVarieties, a package for multi-projective varieties and rational maps between them.

INTRODUCTION. This paper is a natural sequel of [Staglianò 2018], where we presented some of the algorithms implemented in the Macaulay2 package [Cremona], related to computations with rational and birational maps between closed subvarieties of projective spaces.

Here we describe methods for working with rational and birational maps between multiprojective varieties, that is, closed subvarieties of products of projective spaces. For instance, we explain how to compute the degrees of such maps, their graphs, and the inverses when they exist. All these methods are implemented in the Macaulay2 package MultiprojectiveVarieties.

From a theoretical point of view, we know that every multiprojective variety is isomorphic, via the Segre embedding, to a projective variety embedded into a single projective space. Therefore, every rational map between multiprojective varieties can be regarded as a rational map between ordinary subvarieties of projective spaces. This, however, introduces a lot of new variables, making computation more difficult.

Moreover, basic constructions on rational maps naturally lead one to consider rational maps between multiprojective varieties. For instance, the graph of a rational map is a closed subvariety of the product of the source and of the target of the map. Using the package Cremona, it is generally easy to verify that the first projection from the graph is birational, but to calculate, for instance, its inverse we need the tools provided by the package presented here.

In Section 1, we give a concise overview of the theory of rational maps between multiprojective varieties, emphasizing the computational aspects and making clear how they can be represented in a computer. For more details on the theory see, e.g., [Harris 1992; Hartshorne 1977]. In Section 2, with the help of an example, we show how one can work with such maps using Macaulay2.

1. AN OVERVIEW OF RATIONAL MAPS BETWEEN MULTIPROJECTIVE VARIETIES.

1A. Notation and terminology. Throughout this paper, we keep the following notation. Let $K$ denote an arbitrary field. Consider the polynomial ring

$$R = K[x_0^{(1)}, \ldots, x_n^{(1)}; \ldots; x_0^{(r)}, \ldots, x_n^{(r)}]$$

in $r$ groups of variables, equipped with the $\mathbb{Z}^r$-grading, where the degree of each variable is a standard
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basis vector. More precisely, we set \( \text{deg}(x_i^{(j)}) = (0, \ldots, 0, 1, 0, \ldots, 0) \in \mathbb{Z}^r \), where 1 occurs at position \( j \); we call this the standard \( \mathbb{Z}^r \)-grading on \( R \). The polynomial ring \( R \) is the homogeneous coordinate ring of the product of \( r \) projective spaces

\[
P^{n_1 \ldots n_r} = \mathbb{P}^{n_1} \times \cdots \times \mathbb{P}^{n_r}.
\]

The closed subsets (of the Zariski topology) of \( P^{n_1 \ldots n_r} \) are of the form

\[
V(\mathfrak{a}) = \{ p \in P^{n_1 \ldots n_r} : F(p) = 0 \text{ for all homogeneous } F \in \mathfrak{a} \},
\]

where \( \mathfrak{a} \) is a homogeneous ideal in \( R \). For any homogeneous ideal \( \mathfrak{a} \subseteq R \), the multisaturation of \( \mathfrak{a} \) is the homogeneous ideal

\[
\text{sat}(\mathfrak{a}) = (\cdots ((\mathfrak{a} : (x_0^{(1)}, \ldots, x_{n_1}^{(1)})^\infty : (x_0^{(2)}, \ldots, x_{n_2}^{(2)})^\infty : \cdots : (x_0^{(r)}, \ldots, x_{n_r}^{(r)})^\infty).
\]

One says that \( \mathfrak{a} \) is multisaturated if \( \mathfrak{a} = \text{sat}(\mathfrak{a}) \). Two homogeneous ideals \( \mathfrak{a}, \mathfrak{a}' \subseteq R \) define the same subscheme of \( P^{n_1 \ldots n_r} \) if and only if \( \text{sat}(\mathfrak{a}) = \text{sat}(\mathfrak{a}') \), and they define the same subset if and only if \( \sqrt{\text{sat}(\mathfrak{a})} = \sqrt{\text{sat}(\mathfrak{a}')}. \)

We fix a homogeneous absolutely prime ideal \( \mathfrak{I} \subset R \), and we may also assume that \( \mathfrak{I} \) is multisaturated. The graded domain \( R/\mathfrak{I} \) is the homogeneous coordinate ring of an absolutely irreducible multiprojective variety

\[
X = V(\mathfrak{I}) \subseteq P^{n_1 \ldots n_r} = \mathbb{P}^{n_1} \times \cdots \times \mathbb{P}^{n_r}.
\]

There is a similar correspondence between homogeneous ideals in \( R/\mathfrak{I} \) and closed subsets of \( X \). The two most important invariants of \( X \) are: the dimension (as a topological space), which is the (Krull) dimension of the homogeneous coordinate ring \( R/\mathfrak{I} \) minus \( r \), and the multidegree, an integral homogeneous polynomial of degree codim \( X = n_1 + \cdots + n_r - \dim X \) in \( r \) variables (see [Harris 1992, Lecture 19] and [Miller and Sturmfels 2005, p. 165]).

Similarly, let us take another polynomial ring in \( s \) groups of variables,

\[
S = K[y_0^{(1)}, \ldots, y_{m_1}^{(1)}; \ldots; y_0^{(s)}, \ldots, y_{m_s}^{(s)}],
\]

equipped with the standard \( \mathbb{Z}^s \)-grading. Let \( J \subset S \) be a multisaturated homogeneous absolutely prime ideal, and let

\[
Y = V(J) \subseteq P^{m_1 \ldots m_s} = \mathbb{P}^{m_1} \times \cdots \times \mathbb{P}^{m_s}
\]

be the absolutely irreducible multiprojective variety defined by \( J \).

1B. Rational maps to an embedded projective variety. In this subsection we consider the particular case when \( s = 1 \), and we set \( \mathbb{P}^m = P^{m_1 \ldots m_s} \). Then \( Y \subseteq \mathbb{P}^m \) is an embedded projective variety.
Definition of rational map. We call multiform (or simply form) a homogeneous element of \( R/I \). To a vector \( F = (F_0, \ldots, F_m) \) of \( m+1 \) forms in \( R/I \) of the same multidegree, which are not all zero, we associate a continuous map

\[
\phi_F : X \setminus V(F) \rightarrow \mathbb{P}^m, \quad \text{defined by} \quad p \in X \setminus V(F) \mapsto (F_0(p), \ldots, F_m(p)) \in \mathbb{P}^m.
\]

If \( G = (G_0, \ldots, G_m) \) is another such vector of forms in \( R/I \) of the same multidegree, then we say that \( F \sim G \) if \( \phi_F(p) = \phi_G(p) \) for each \( p \in X \setminus (V(F) \cup V(G)) \). We have \( F \sim G \) if and only if \( \phi_F = \phi_G \) on some nonempty open subset \( U \) of \( X \setminus (V(F) \cup V(G)) \); in particular \( \sim \) is an equivalence relation. A rational map \( \Phi : X \rightarrow Y \) is defined as an equivalence class of nonzero vectors of \( m+1 \) forms \( F = (F_0, \ldots, F_m) \) in \( R/I \) of the same multidegree, with respect to the relation \( \sim \), such that for some (and hence every) representative \( F \) we have that the image of \( \phi_F \) is contained in \( Y \). If \( p \in X \setminus V(F) \) for some representative \( F \), we set \( \Phi(p) = \phi_F(p) \) and we say that \( \Phi \) is defined at \( p \). The domain of \( \Phi \), denoted by \( \text{Dom}(\Phi) \), is the set of points where \( \Phi \) is defined, that is, it is the largest open subset of \( X \) such that the map \( \phi_F \) is defined for some representative \( F \). The complementary set in \( X \) of the domain of \( \Phi \) is called base locus. A rational map \( \Phi : X \rightarrow Y \) is called a morphism if it everywhere defined, that is, if its base locus is empty.

Establishing the equality of rational maps. Notice that if a vector \( F = (F_0, \ldots, F_m) \) of forms in \( R/I \) represents a rational map \( \Phi : X \rightarrow Y \), then also the vector \( H \cdot F = (HF_0, \ldots, HF_m) \) represents \( \Phi \), for each nonzero form \( H \) in \( R/I \). More generally, two vectors \( F = (F_0, \ldots, F_m) \) and \( G = (G_0, \ldots, G_m) \), as the ones considered above, represent the same rational map \( \Phi : X \rightarrow Y \) if and only if

\[
\text{rk} \begin{pmatrix} F_0 & \cdots & F_m \\ G_0 & \cdots & G_m \end{pmatrix} < 2,
\]

that is, if and only if \( F_i G_j - F_j G_i \) vanishes identically on \( X \), for every \( i, j = 0, \ldots, m \).

Determining the domain of a rational map. Let \( \Phi : X \rightarrow Y \) be a rational map and let \( F = (F_0, \ldots, F_m) \) be one of its representatives. A syzygy of \( F \) is a vector \( H = (H_0, \ldots, H_m) \) of forms in \( R/I \) such that \( \sum_{i=0}^{m} H_i F_i = 0 \). Let \( M_F \) be a matrix whose columns form a set of generators for the module of syzygies of \( F \). The following result is proved in [Simis 2004, Proposition 1.1], although stated there only for \( r = 1 \).

**Proposition 1.1.** The representatives of the rational map \( \Phi \) correspond bijectively to the homogeneous vectors in the rank one graded \((R/I)\)-module

\[
\ker(M_F^r) \subset (R/I)^{m+1}.
\]

Let \( F_1, \ldots, F_p \) be a set of minimal homogeneous generators of \( \ker(M_F^r) \). The base locus of \( \Phi \) is the closed subset of \( X \) where all the entries of \( F_i \), for \( i = 1, \ldots, p \), vanish. The sequence of multidegrees \((\text{deg} F_1, \ldots, \text{deg} F_p)\), defined up to ordering, is called the degree sequence of \( \Phi \).
Example 1.2. In the case when \( R/I \) is a unique factorization domain (e.g., \( X = \mathbb{P}^{m_1} \times \cdots \times \mathbb{P}^{m_r} \)), then a rational map \( \Phi : X \rightarrow Y \) is uniquely represented up to proportionality, that is, the degree sequence of \( \Phi \) consists of a unique element.

Direct and inverse images via rational maps. Let \( \Phi : X \rightarrow Y \) be a rational map, and let \( M \) be a set of generators for the \((R/I)\)-module of representatives of \( \Phi \). For \( F = (F_0, \ldots, F_m) \in M \), we consider the graded \( K \)-algebra homomorphism \( \varphi_F : S/J \rightarrow R/I \) defined by \( \varphi_F(y_i) = F_i \in R/I \).

For each homogeneous ideal \( a \subseteq R/I \) (resp. \( b \subseteq S/J \)), we have a closed subset \( V(a) \subseteq X \) (resp. \( V(b) \subseteq Y \)). The direct image of \( V(a) \) via \( \Phi \), denoted by \( \Phi(V(a)) \), and the inverse image of \( V(b) \) via \( \Phi \), denoted by \( \Phi^{-1}(V(b)) \), as sets, are given by the closure

\[
\Phi(V(a)) = \{ \Phi(p) : p \in \text{Dom}(\Phi) \cap V(a) \}, \quad \Phi^{-1}(V(b)) = \{ p \in \text{Dom}(\Phi) : \Phi(p) \in V(b) \}.
\]

The following result follows from elementary commutative algebra, and it tells us how to calculate direct and inverse images.

Proposition 1.3. The following formulas hold:

\[
\Phi(V(a)) = \bigcup_{F \in M} V(\varphi_F^{-1}(a)) = V\left( \bigcap_{F \in M} \varphi_F^{-1}(a) \right); \\
\Phi^{-1}(V(b)) = \bigcup_{F \in M} V(\varphi_F(b) : (F)^\infty) = V\left( \bigcap_{F \in M} \varphi_F(b) : (F)^\infty \right).
\]

As a consequence, we obtain that if \( F \) is any of the representatives of \( \Phi \), then

\[
\Phi(X) = V(\ker \varphi_F).
\]

The direct image \( \Phi(X) \) is called the (closure of the) image of \( \Phi \). We say that \( \Phi \) is dominant if \( \Phi(X) = Y \).

1C. Rational maps to a multiprojective variety. We now consider the general case when \( s \geq 1 \), and hence \( Y \subseteq \mathbb{P}^{m_1, \ldots, m_s} = \mathbb{P}^{m_1} \times \cdots \times \mathbb{P}^{m_s} \) is a multiprojective variety. Let us denote by \( \pi_i : \mathbb{P}^{m_1, \ldots, m_s} \rightarrow \mathbb{P}^{m_i} \) the \( i \)-th projection, and let \( Y_i = \pi_i(Y) \).

Definition of multirational map. We define a multirational map (or simply rational map)

\[
\Phi : X \rightarrow Y
\]
as an \( s \)-tuple of rational maps \( \Phi_i : X \rightarrow \mathbb{P}^{m_i} \) such that the image of \( \Phi_i \) is contained in \( Y_i \), for \( i = 1, \ldots, s \). The domain of a multirational map \( \Phi \) is the intersection

\[
\text{Dom}(\Phi) = \bigcap_{i=1}^{s} \text{Dom}(\Phi_i).
\]

In other words, \( \Phi \) is defined at a point \( p \in X \) if and only if \( \Phi_i \) is defined at \( p \) for all \( i = 1, \ldots, s \), and in that case we set \( \Phi(p) = (\Phi_1(p), \ldots, \Phi_s(p)) \in \mathbb{P}^{m_1, \ldots, m_s} \). Analogously with the case \( s = 1 \), we call the base locus the complementary set in \( X \) of the domain of \( \Phi \), and we say that \( \Phi \) is a morphism if
X = Dom(Φ). We say that Φ is dominant if for some (and hence every) open subset U of the domain of Φ, the set \{Φ(p) : p ∈ U\} is dense in Y.

**Composition of multirational maps.** If Ψ = (Ψ₁, . . . , Ψᵣ) : Y → Z is another multirational map, then Φ and Ψ can be composed if Φ(Dom(Φ)) ∩ Dom(Ψ) ≠ ∅; in particular, this happens when either Φ is dominant or Ψ is a morphism. If \( F^{(1)}, \ldots, F^{(s)} \) are, respectively, representatives of \( Φ₁, \ldots, Φᵣ \), and if \( G^{(j)} \) is a representative of \( Ψ_j \), then the vector \( G^{(j)}(F^{(1)}, \ldots, F^{(s)}) \) is a representative of \( (Ψ ∘ Φ)_j = Ψ_j ∘ Φ \).

So we can consider the category of (multi)-projective varieties and dominant (multi)-rational maps. An “isomorphism” in this category is called a birational map, that is, \( Φ : X → Y \) is a birational map if it admits an inverse, namely a multirational map \( Φ^{-1} : Y → X \) such that \( Φ^{-1} ∘ Φ = id_{X} \) and \( Φ ∘ Φ^{-1} = id_{Y} \) as (multi)-rational maps. A birational morphism \( Φ : X → Y \) is called an isomorphism if \( Φ^{-1} \) is a morphism. Also (multi)-projective varieties and morphisms form a category.

**Example: the Segre embedding.** Let \( N = (n₁ + 1) \cdots (nᵣ + 1) - 1 \), and let us consider \( \mathbb{P}^N \) with the homogeneous coordinate ring \( K[z_{(t₁, \ldots, tᵣ)} : t_j = 0, \ldots, n_j, j = 1, \ldots, r] \), where the variables are the entries of the generic \( r \)-dimensional matrix of shape \( (n₁ + 1) \times \cdots \times (nᵣ + 1) \). The Segre embedding of \( \mathbb{P}^{n₁} \times \cdots \times \mathbb{P}^{nᵣ} \) into \( \mathbb{P}^N \) is the rational map

\[
\mathcal{G}_{n₁, \ldots, nᵣ} : \mathbb{P}^{n₁} \times \cdots \times \mathbb{P}^{nᵣ} \rightarrow \mathbb{P}^N,
\]

represented by the ring map

\[
K[z_{(t₁, \ldots, tᵣ)} : t_j = 0, \ldots, n_j, j = 1, \ldots, r] \rightarrow K[x_{0}^{(1)}, \ldots, x_{n₁}^{(1)}, \ldots, x_{0}^{(r)}, \ldots, x_{nᵣ}^{(r)}],
\]

\[
z_{(t₁, \ldots, tᵣ)} \mapsto x_{t₁}^{(1)} \cdots x_{tᵣ}^{(r)}.
\]

This ring map (or better the forms defining it) represents uniquely up to proportionality the rational map \( \mathcal{G}_{n₁, \ldots, nᵣ} \), and it is also clear that it is an injective morphism. The image of \( \mathcal{G}_{n₁, \ldots, nᵣ} \) is the projective variety of all \( r \)-dimensional matrices of rank 1. If we consider \( \mathcal{G}_{n₁, \ldots, nᵣ} \) as a rational map onto its image, then we have that \( \mathcal{G}_{n₁, \ldots, nᵣ} \) is an isomorphism. Indeed, for \( j = 1, \ldots, r \), the module of representatives of the \( j \)-th component \( \mathcal{X}_j \) of the inverse \( \mathcal{X} = \mathcal{G}_{n₁, \ldots, nᵣ}^{-1} \) is generated by the \( (n₁ + 1) \cdots (n_{j-1} + 1) (n_{j+1} + 1) \cdots (nᵣ + 1) \) vectors \( (z_{(t₁, \ldots, tᵣ)} : t_j = 0, \ldots, n_j) \), as \( t₁, \ldots, t_{j-1}, t_{j+1}, \ldots, tᵣ \) vary. Note, in particular, that \( \mathcal{X}_j \) is not uniquely represented up to proportionality, provided that \( n₁, \ldots, n_{j-1}, n_{j+1}, \ldots, nᵣ \) are not all zero.

**Multirational maps as ordinary rational maps.** Let \( Φ = (Φ₁, \ldots, Φᵣ) : X → Y \) be a multirational map. Then, by composing \( Φ \) with the restriction to \( Y \) of the Segre embedding \( \mathcal{G}_{m₁, \ldots, mᵣ} : \mathbb{P}^{m₁} \times \cdots \times \mathbb{P}^{mᵣ} \rightarrow \mathbb{P}^M \), where \( M = (m₁ + 1) \cdots (mᵣ + 1) - 1 \), we get an ordinary rational map \( \tilde{Φ} : X → \mathcal{G}_{m₁, \ldots, mᵣ}(Y) \subseteq \mathbb{P}^M \). The rational map \( \tilde{Φ} \) is the unique rational map that makes the following diagram commutative:
Since $\mathcal{S}_{m_1, \ldots, m_s}$ is an isomorphism onto its image, we have that $\Phi$ is a morphism (resp. birational; resp. an isomorphism) if and only if $\tilde{\Phi}$ is a morphism (resp. birational; resp. an isomorphism). Thus, from a theoretical point of view, it would be enough to consider only “ordinary” rational maps. In practice, however, this complicates things considerably since the ambient space of the target of $\mathcal{S}_{m_1, \ldots, m_s}$ is much larger with respect to the source, and moreover the homogeneous coordinate ring of the image of $\mathcal{S}_{m_1, \ldots, m_s}$ is no longer a unique factorization domain (ruled out trivial cases).

**Graph of a (multi)-rational map.** Let $F^{(1)}, \ldots, F^{(s)}$ be, respectively, representatives of the components $\Phi_1, \ldots, \Phi_s$ of a multirational map $\Phi : X \rightarrow Y$. Consider the $\mathbb{Z}^r \times \mathbb{Z}^s$-graded coordinate ring of

$$\mathbb{P}^{n_1} \times \cdots \times \mathbb{P}^{n_r} \times \mathbb{P}^{m_1} \times \cdots \times \mathbb{P}^{m_s},$$

(1-1)

given by

$$T = K[x_1; \ldots; x_r; y_1; \ldots; y_s],$$

where $x_j = (x^{(j)}_0, \ldots, x^{(j)}_{n_j})$ and $y_i = (y^{(i)}_0, \ldots, y^{(i)}_{m_i})$, for $j = 1, \ldots, r$ and $i = 1, \ldots, s$. Moreover, let $t_1, \ldots, t_s$ be new variables, and consider the extended polynomial ring

$$\overline{T} = K[t_1, \ldots, t_s; x_1; \ldots; x_r; y_1; \ldots; y_s].$$

We define an ideal in $\overline{T}$ as the following sum of ideals (by abuse of notation we also denote by $F^{(i)}$ chosen lifts of $F^{(i)}$ to $R$):

$$I_{(F^{(1)}, \ldots, F^{(s)})} := I + \sum_{i=1}^{s} (y_i - t_i F^{(i)}).$$

(1-2)

The graph $\Gamma(\Phi)$ of the multirational map $\Phi$ is the subvariety of (1-1) defined by the contraction ideal

$$I_{(F^{(1)}, \ldots, F^{(s)})} \cap T,$$

(1-3)

which no longer depends on the choice of the representatives $F^{(i)}$. Equivalently, we can consider the homogeneous ideal in $T$ given by

$$J_{(F^{(1)}, \ldots, F^{(s)})} := I + \left( 2 \times 2 \text{ minors of } \begin{pmatrix} y^{(i)}_0 & \cdots & y^{(i)}_{m_i} \\ F^{(i)}_0 & \cdots & F^{(i)}_{m_i} \end{pmatrix}, \ i = 1, \ldots, s \right),$$

(1-4)

and then we can calculate the ideal of $\Gamma(\Phi)$ by the saturation:

$$\left( \cdots \left( J_{(F^{(1)}, \ldots, F^{(s)})} : (F^{(1)})^\infty \right) : \cdots \right) : (F^{(s)})^\infty.$$

(1-5)

We point out that the homogeneous coordinate ring of $\Gamma(\Phi)$ is also known as “Rees algebra”; see [Eisenbud 2018]. We have two projections (which are morphisms) that fit in a commutative diagram

$$\begin{array}{ccc}
\Gamma(\Phi) & \xrightarrow{\pi_1} & X \\
\downarrow \pi_2 & & \downarrow \Phi \\
& & Y
\end{array}$$
The first projection \( \pi_1 : \Gamma(\Phi) \to X \) is also known as the blowing up of \( X \) along \( B \), where \( B = X \setminus \text{Dom}(\Phi) \) is the base locus of \( \Phi \). It is a birational morphism, and it is an isomorphism if and only if \( \Phi \) is a morphism. See, e.g., [Hartshorne 1977, Chapter II, Section 7] for more details. The second projection \( \pi_2 : \Gamma(\Phi) \to Y \) is birational if and only if \( \Phi \) is birational, and in that case the graph of \( \Phi^{-1} \) is the same as that of \( \Phi \), by exchanging the two projections. Moreover, \( \pi_2 \) and \( \Phi \) have always the same image in \( Y \); in particular, we can calculate the homogeneous ideal of the image of \( \Phi \) as the contraction of the ideal of \( \Gamma(\Phi) \) to \( S = K[y_1; \ldots; y_s] \).

**Computing the inverse map of a birational map.** Keep the notation as above, and assume moreover that \( \Phi : X \to Y \) is birational. We want to find the components \( \Psi_j : Y \to \mathbb{P}^{n_j} \), for \( j = 1, \ldots, r \), of the inverse multirational map \( \Psi : Y \to X \) of \( \Phi \).

Fix a minimal set of multiforms generating the homogeneous ideal of the graph \( \Gamma(\Phi) \) in the \( \mathbb{Z}^r \times \mathbb{Z}^s \)-graded coordinate ring of (1-1). For each \( j = 1, \ldots, r \), we select in this set those of multidegree \((0, \ldots, 0, 1, 0, \ldots, 0; d_1, \ldots, d_s) \), where 1 occurs at position \( j \), and \( d_1, \ldots, d_s \) are not subject to conditions. Let us denote these multiforms by \( H_1(x_j, y_1, \ldots, y_s), \ldots, H_q(x_j, y_1, \ldots, y_s) \). Thus, for \( k = 1, \ldots, q \), we can write

\[
H_k(x_j, y_1, \ldots, y_s) = x_0^{(j)} G_0^{(j,k)}(y_1, \ldots, y_s) + \cdots + x_n^{(j)} G_n^{(j,k)}(y_1, \ldots, y_s),
\]

for suitable uniquely determined forms \( G_{ij}^{(j,k)} \in S = K[y_1, \ldots, y_s] \). We regard the \( q \times (n_j+1) \)-matrix

\[
\mathcal{J}^{(j)} = \left( G_{ij}^{(j,k)} \right)_{k=1,\ldots,q}^{i_j=0,\ldots,n_j}
\]

as a matrix over the homogeneous coordinate ring \( S/J \) of \( Y \).

**Proposition 1.4.** The \((S/J)\)-module of representatives of \( \Psi_j \) is given by \( \ker(\mathcal{J}^{(j)}) \). More explicitly we have that the rank of \( \mathcal{J}^{(j)} \) is \( n_j \), and \( \Psi_j \) is represented by the vector of signed \( n_j \times n_j \)-minors of any full rank \( n_j \times (n_j+1) \)-submatrix of \( \mathcal{J}^{(j)} \).

A proof of the previous result can be found in [Simis 2004, Theorem 2.4], in the particular case when \( r = s = 1 \) (see also [Doria et al. 2012] and [Busé et al. 2020, Theorem 4.4] for the case when \( s = 1 \) and the source is a product of projective varieties). The proof in the general case is not so different; its main ingredients are: the description of the equations of the graph \( \Gamma(\Phi) \) given by (1-4) and (1-5), and the fact that \( \Gamma(\Phi) \) can be identified with \( \Gamma(\Psi) \). We leave the details to the reader.

**Direct and inverse images via multirational maps.** If \( Z \subseteq X \) is an irreducible subvariety such that \( Z \cap \text{Dom}(\Phi) \neq \emptyset \), we can consider the restriction of \( \Phi \) to \( Z \), \( \Phi|_Z : Z \to Y \), defined as usual by the composition of the inclusion \( Z \hookrightarrow X \) with \( \Phi \). Note that the graph (and hence the image) of \( \Phi|_Z \), can be calculated as above, just by replacing in (1-2) the ideal \( I \) with the multisaturated homogeneous ideal of \( Z \), and by choosing the representatives \( F^{(i)} \) such that \( Z \not\subseteq V(F^{(i)}) \). This gives us a way to calculate the direct image \( \Phi(Z) = \Phi|_Z(Z) \).

If \( W \subseteq Y \) is a subvariety, using **Proposition 1.3**, we can calculate the inverse image \( \Phi^{-1}(W) \subseteq X \) as \( \Phi^{-1}(W) = \Phi^{-1}(\mathcal{E}_{m_1,\ldots,m_s}(W)) \). Alternatively (and more efficiently), let \( I_W \subseteq S \) be the defining ideal ...
of $W$, and let $\varphi_{(F^{(1)},\ldots,F^{(s)})}: S \to R/I$ be the map defined by $y_{i}^{(i)} \mapsto F_{i}^{(i)}$ in $R/I$, for $i = 1,\ldots,s$ and $t_{i} = 0,\ldots,m_{i}$. Then the saturation of the extended ideal $(\varphi_{(F^{(1)},\ldots,F^{(s)})}(I_{W})) \subseteq R/I$ with respect to all the ideals $(F^{(i)})$, for $i = 1,\ldots,s$, gives us the ideal of the closure of $\Phi^{-1}(W) \setminus V(F^{(1)},\ldots,F^{(s)})$.

**Multidegree of a multirational map.** Let $\Phi: X \dasharrow Y$ be a rational map. The projective degrees

$$d_{0}(\Phi), d_{1}(\Phi),\ldots,d_{\dim X}(\Phi)$$

of $\Phi$ are defined as the components of the multidegree of the graph, embedded as a subvariety of

$$\mathcal{S}_{n_{1},\ldots,n_{r}}(\mathbb{P}^{n_{1}} \times \cdots \times \mathbb{P}^{n_{r}}) \times \mathcal{S}_{m_{1},\ldots,m_{s}}(\mathbb{P}^{m_{1}} \times \cdots \times \mathbb{P}^{m_{s}}) \subset \mathbb{P}^{N} \times \mathbb{P}^{M},$$

where $N = \prod_{j=1}^{s}(n_{j}+1) - 1$ and $M = \prod_{i=1}^{r}(m_{i}+1) - 1$. It follows that the composition $\tilde{\Phi}: X \dasharrow \mathbb{P}^{M}$ of $\Phi$ with the restriction to $Y$ of the Segre embedding $\mathcal{S}_{m_{1},\ldots,m_{s}}$ has the same projective degrees as $\Phi$. If $L$ denotes the intersection of $Y$ with $\dim X - i$ general hypersurfaces of multidegree $(1,\ldots,1)$, then we have

$$d_{i}(\Phi) = \deg(\mathcal{S}_{n_{1},\ldots,n_{r}}(\Phi^{-1}(L))),$$

if $\dim(\Phi^{-1}(L)) = i$ and $d_{i}(\Phi) = 0$ otherwise. See also [Harris 1992, Example 19.4, p. 240]. This gives us a probabilistic algorithm to compute the projective degrees, as already remarked in [Staglianò 2018]. A nonprobabilistic algorithm can be obtained by calculating the multidegree of the graph of $\Phi$ as a subvariety of $P^{n_{1},\ldots,n_{r}} \times P^{m_{1},\ldots,m_{s}}$ and then applying the following remark.

**Remark 1.5.** Let

$$P(a_{1},\ldots,a_{r},b_{1},\ldots,b_{s}) \in \mathbb{Z}[a_{1},\ldots,a_{r},b_{1},\ldots,b_{s}]$$

be the multidegree of a $k$-dimensional subvariety of $P^{n_{1},\ldots,n_{r}} \times P^{m_{1},\ldots,m_{s}}$. Then the multidegree of the same variety embedded as a subvariety of $\mathcal{S}_{n_{1},\ldots,n_{r}}(P^{n_{1},\ldots,n_{r}}) \times \mathcal{S}_{m_{1},\ldots,m_{s}}(P^{m_{1},\ldots,m_{s}}) \subset \mathbb{P}^{N} \times \mathbb{P}^{M}$, is given by

$$\sum_{i=\max(0,k-M)}^{\min(k,N)} d_{i}a^{N-i}b^{M-k+i} \in \mathbb{Z}[a,b],$$

where $d_{i}$ denotes the coefficient of the monomial $a_{1}^{n_{1}}\cdots a_{r}^{n_{r}}b_{1}^{m_{1}}\cdots b_{s}^{m_{s}}$ in the polynomial

$$(a_{1} + \cdots + a_{r})^{i}(b_{1} + \cdots + b_{s})^{k-i}P(a_{1},\ldots,a_{r},b_{1},\ldots,b_{s}).$$

In particular, when $m_{1} = \cdots = m_{s} = 0$, we get the degree of the variety embedded in $\mathbb{P}^{N}$ from its multidegree as a subvariety of $P^{n_{1},\ldots,n_{r}}$.

The last projective degree $d_{\dim X}(\Phi)$ is the degree of $\mathcal{S}_{n_{1},\ldots,n_{r}}(X) \subseteq \mathbb{P}^{N}$. The first projective degree $d_{0}(\Phi)$ is the product of the degree of $\mathcal{S}_{m_{1},\ldots,m_{s}}(\Phi(X)) \subseteq \mathbb{P}^{M}$ with the degree of $\Phi$. We have that $\Phi$ is birational onto its image if and only if its degree is 1, that is, if and only if $d_{0}(\Phi) = \deg(\mathcal{S}_{m_{1},\ldots,m_{s}}(\Phi(X)))$. Thus we can determine whether $\Phi$ is birational without computing its inverse.
2. Implementation in Macaulay2. The Macaulay2 package *MultiprojectiveVarieties* provides support for multiprojective varieties and multirational maps. It implements, among other things, the methods described in the previous section. As we previously said, a multirational map can be represented by a list of rational maps having as target a projective space. Partial support for this particular kind of rational maps is provided by the package *Cremona*, on which the first one depends.

Here we give just one simple example to illustrate how one can work with these packages. We refer to the online documentation of *Macaulay2* for more examples and technical details.

It is classically well known that a smooth cubic hypersurface $X \subset \mathbb{P}^5$ containing two disjoint planes is birational to $\mathbb{P}^2 \times \mathbb{P}^2$, and that the inverse map $\mathbb{P}^2 \times \mathbb{P}^2 \dashrightarrow X$ is not defined along a K3 surface of degree 14. We now analyze this example using *Macaulay2*.

In the following lines of code, we first define the two projections $f : \mathbb{P}^5 \dashrightarrow \mathbb{P}^2$ and $g : \mathbb{P}^5 \dashrightarrow \mathbb{P}^2$ from two disjoint planes in $\mathbb{P}^5$, then we define the multirational map $(f, g) : \mathbb{P}^5 \dashrightarrow \mathbb{P}^2 \times \mathbb{P}^2$ and restrict it to a smooth cubic hypersurface $X$ containing the two planes. So we get a multirational map $\Phi : X \dashrightarrow \mathbb{P}^2 \times \mathbb{P}^2$.

```plaintext
i1 : needsPackage "MultiprojectiveVarieties"; -- version 2.2
i2 : K = QQ, K[t,u,v,x,y,z];
i3 : f = rationalMap {t,u,v};
o3 : RationalMap (linear rational map from PP^5 to PP^2)
i4 : g = rationalMap {x,y,z};
o4 : RationalMap (linear rational map from PP^5 to PP^2)
i5 : Phi = rationalMap {f,g};
o5 : MultirationalMap (rational map from PP^5 to PP^2 x PP^2)
i6 : X = projectiveVariety ideal(t*u*x-u^2*x+u*v*x-v^2*x+t*x^2-u*x^2+t^2*y-t*u*y-t*v*y-t*x*y-v*x*y-t*y^2+2*t*u*z+v^2*z-t*x*z-u*y*z-v*y*z-t*z^2+2*u*z^2);
o6 : ProjectiveVariety, hypersurface in PP^5
i7 : Phi = Phi|X;
o7 : MultirationalMap (rational map from X to PP^2 x PP^2)
```

Next, we verify that $\Phi$ is dominant and birational, compute the inverse map $\Phi^{-1}$, and “describe” the base locus of $\Phi^{-1}$.

```plaintext
i8 : image Phi == target Phi
o8 = true
i9 : degree Phi
o9 = 1
i10 : inverse Phi;
o10 : MultirationalMap (birational map from PP^2 x PP^2 to X)
i11 : describe baseLocus inverse Phi;
o11 = ambient:................. PP^2 x PP^2
dim:.................... 2
codim:.................. 2
degree:................ 14
multidegree:.......... 2 T_0^2 + 5 T_0 T_1 + 2 T_1^2
generators:............ (2,1)^1 (1,2)^1
purity:............... true
dim sing. l.:......... -1
```

M2 --no-preload
Macaulay2, version 1.18

Now we take the graph of $\Phi$ with the two projections $p_1 : \Gamma(\Phi) \rightarrow X$ and $p_2 : \Gamma(\Phi) \rightarrow \mathbb{P}^2 \times \mathbb{P}^2$. We calculate the projective degrees of $p_1$ and $p_2$, the inverse of $p_2$, and verify that $p_1 \circ p_2^{-1} = \Phi^{-1}$ and that $p_2$ is a morphism but not an isomorphism.

```plaintext
i12 : (p1,p2) = graph Phi;
i13 : (multidegree p1, multidegree p2)
o13 = ({141, 63, 25, 9, 3}, {141, 78, 40, 18, 6})
i14 : inverse p2;
o14 : MultirationalMap (birational map from PP^2 x PP^2 to 4-dimensional subvariety of PP^5 x PP^2 x PP^2)
i15 : (inverse p2) * p1 == inverse Phi, isMorphism p2, isIsomorphism p2
o15 = (true, true, false)
```

We now calculate the **exceptional locus** of the first projection $p_1$; this is the inverse image of the base locus of $p_1^{-1}$.

```plaintext
i16 : baseLocus Phi == baseLocus inverse p1
o16 = true
i17 : E = p1^-* (baseLocus Phi);
o17 : ProjectiveVariety, threefold in PP^5 x PP^2 x PP^2
i18 : dim E, degree E
o18 = (3, 48)
```

Finally, we take the first projection $h : \Gamma(p_2) \rightarrow \Gamma(\Phi)$ from the graph of $p_2$. This multirational, regarded as a rational map between embedded projective varieties, has as source a fourfold of degree 771 in $\mathbb{P}^{485}$ and as target a fourfold of degree 141 in $\mathbb{P}^{53}$.

```plaintext
i19 : h = first graph p2;
o19 : MultirationalMap (birational map from 4-dimensional subvariety of PP^5 x PP^2 x PP^2 x PP^2 x PP^2 to 4-dimensional subvariety of PP^5 x PP^2 x PP^2)
i20 : degree source h, degree target h
o20 = (771, 141)
```

By construction, we know (and Macaulay2 knows) that the map $h$ is birational. We can also verify this experimentally, by reducing to prime characteristic and calculating the fiber of $h$ at a random point $p$ on its source.

```plaintext
i21 : h = h ** (ZZ/1000003),;
i22 : p = point source h;
o22 = ProjectiveVariety, a point in PP^5 x PP^2 x PP^2 x PP^2 x PP^2
i23 : p == h^-* h p
o23 = true
```

On a standard laptop, the time to execute the 23 lines of code above is less than 5 seconds.

**SUPPLEMENT.** The online supplement contains version 2.3 of MultiprojectiveVarieties.
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