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Polyhomeostatic adaption occurs when evolving systems try to achieve a target distribution function for certain dynamical parameters, a generalization of the notion of homeostasis. Here we consider a single rate-encoding leaky integrator neuron model driven by white noise, adapting slowly its internal parameters, threshold and gain, in order to achieve a given target distribution for its time-averaged firing rate. For the case of sparse encoding, when the target firing-rate distribution is bimodal, we observe the occurrence of spontaneous quasiperiodic adaptive oscillations resulting from fast transition between two quasistationary attractors. We interpret this behavior as self-organized stochastic tipping, with noise driving the escape from the quasistationary attractors.

1. Introduction

Self-regulation plays an important role in biological and technical systems. Homeostatically regulated steady states are a precondition to life, examples being the concentration of blood glucose controlled by insulin [Plum et al. 2006] and glucagon, the pH value of blood [Schaefer 1961; Tresguerres et al. 2010], and body temperature [Charkoudian 2003], which are all autoregulated in order to maintain stable conditions. Further examples are the concentration of ions, proteins, and transmitters in the brain; their respective levels are all self regulated [Marder and Goaillard 2006]. Furthermore, homeostasis is implemented and can be found in technical systems, for example in microrobotic swarms [Kernbach and Kernbach 2011]. Adaption typically introduces a slow time scale into the dynamical system [Gros 2010b], a process also called metalearning, a central notion in the context of neuromodulation [Doya 2002] and emotional control [Gros 2010a]. The resulting dynamical system then has both fast and slow variables and critical transitions in the form of tipping processes may occur [Kuehn 2011].

Classical homeostasis involves the regulation of a scalar quantity such as body temperature. More complex forms of homeostasis are also important in the realm
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of life. For example, an animal may want to achieve a certain time-averaged distribution of behaviors, like foraging, resting, and engaging socially, over the course of several days. This kind of adaptive behavior has been termed polyhomeostasis [Marković and Gros 2010; 2012]. It occurs when a dynamical system tries to achieve, via the continuous adaption of slow variables, a given target distribution for the time-averaged activity of a subset of fast variables. Polyhomeostatically adapting systems are typically slow-fast dynamical systems and their dynamical behavior can tip spontaneously from one state into another. Polyhomeostasis may therefore result in nontrivial dynamical phenomena. Tipping transitions from laminar flow to intermittent chaotic bursts of activities have been observed for networks of rate-encoding and polyhomeostatic adapting neurons [Marković and Gros 2010; 2012].

Tipping transitions can occur both in adaptive and in driven systems. Potential tipping scenarios are currently discussed intensively in the context of climate research [Lenton et al. 2008; Ashwin et al. 2012]. They may be related to a slow driving of external parameters [Baer et al. 1989], to noisy input inducing a stochastic escape from a local attractor [Gammaitoni et al. 1998; McDonnell and Abbott 2009], or through a dynamical effect when the rate of change of a control parameter reaches a certain threshold [Ashwin et al. 2012].

Here we study the phenomenon of self-organized tipping for a polyhomeostatic adapting system driven by a steady-state stochastic input. We examine a previously proposed model [Stemmler and Koch 1999; Triesch 2005] for regulating the firing-rate distribution of individual neurons based on information-theoretical principles. This type of model has been studied previously for the case of discrete time systems and unimodal target firing-rate distributions [Marković and Gros 2010; 2012]. Here we examine the case of continuous time and bimodal target distribution functions, corresponding to sparse coding. For bimodal firing-rate distributions the neural activity tends to switch in between states close to minimal and maximal activity. Similar bimodal activity states are also observed in many other systems, for example, dynamical gene regulation networks [Davidson and Erwin 2006]. We find that bimodal target distributions may lead to self-organized bistability within a certain range of parameters.

We consider a single leaky integrator neuron with noisy input and a sigmoidal transfer function having two degrees of freedom. To achieve a special behavior — here the temporal output distribution of the firing rate — we use polyhomeostasis to change the intrinsic parameters which are directly influencing the mapping of the membrane potential to the firing rate in order to obtain a specific output distribution. We derive these parameter-changing rules using stochastic adaption and show that two degrees of freedom already result in a good behavior approximation, for most of the parameters studied. For bimodal adaption target distributions we observe
self-organized and quasiperiodic stochastic tipping in between two quasistationary attractors resulting from competing adaption gradients.

2. Model

Biological neurons integrate incoming signals and emit an axon potential, a spike, whenever the membrane potential has reached a certain threshold. The membrane potential then returns, after a short refractory period, rapidly to its resting value. This behavior can be captured using spiking integrate-and-fire neural models [Burkitt 2006]. In many circumstances the firing rate, the number of spikes per unit time, is important and rate-encoding neural models can be used [Borst and Theunissen 1999]. Here we consider a single rate-encoding leaky integrator driven by white noise $\xi(t)$,

$$\dot{x}(t) = -\Gamma x(t) + \xi(t), \quad \langle \xi(t)\xi(t') \rangle = Q\delta(t-t'),$$

(1)

where $x > 0$ is the membrane potential and $\Gamma > 0$ the relaxation rate. The firing rate $y(t) \in [0, 1]$ is a nonlinear function of the membrane potential $x(t)$, which we have selected as

$$y(t) = g(x(t)), \quad g(x) = \frac{1}{1 + e^{-a(x-b)}},$$

(2)

where $a > 0$ is the gain and $b$ is the threshold. The polynomial transfer function (2) maps the membrane potential $x \in [-\infty, \infty]$ to the normalized firing rate $y \in [0, 1]$ which approaches zero and unity for small and large membrane potentials, respectively, compare Figure 1. The slope of $g(x)$ is $a/4$ at the threshold $b$.

**Figure 1.** The transfer function $g(x)$ of (2) for thresholds $b = 2$ (red lines) and $b = 3$ (green lines) and various gains $a$: 1 (dotted), 3 (dashed), and 9 (solid).
Usually the intrinsic parameters of the transfer function (2), \(a\) and \(b\), are taken as given by some a priori considerations. Here we will consider them to be slow variables, \(a = a(t)\) and \(b = b(t)\), adapting slowly such that a target dynamical behavior is approached on the average for the firing rate \(y(t)\). The stochastic driving \(\xi(t) \in [\Xi_1, \Xi_2]\) in (1) is simulated through white noise plateaus: The values are generated according to a uniform probability distribution (white noise), but they remain constant for short time intervals on the order of unity. The membrane potential averages the input driving noise, due to the leak rate \(\Gamma\) in (1), its distribution function \(\rho(x)\) having a mean \(\mu_\rho \approx (\Xi_1 + \Xi_2)/(2\Gamma)\) and variance \(\sigma_\rho^2 \approx (\Xi_2 - \Xi_1)/(2\Gamma)\).

2.1. Polyhomeostatic adaption. The firing-rate statistic is given by

\[
p(z) = \frac{1}{T} \int_{t_0}^{t_0+T} \delta(z - y(t))\,dt,
\]

where the length \(T\) of the sliding observation window is substantially larger than the relaxation rate \(1/\Gamma\). The firing-rate distribution \(p(z)\) is an important quantity characterizing the information processing capability of biological and artificial neurons. No information is encoded for a constant firing rate, the next value is always exactly the same as before, so no new information is transferred. One may assume that a certain distribution \(q(y)\) of firing rates may constitute an optimal working regime. Possible functional dependencies for \(q(y)\) can be derived by information-theoretical considerations, for example, maximizing information entropy, as discussed further below.

Considering a given target firing-rate distribution \(q(y)\), the closeness of the actual firing-rate distribution \(p(y)\) is measured by the Kullback–Leibler divergence \(D_{KL}\), their relative entropy [Gros 2010b]:

\[
D_{KL}(p, q) = \int dy p(y) \ln \frac{p(y)}{q(y)}, \quad D_{KL}(p, q) \geq 0.
\]

The Kullback–Leibler divergence is positive definite and vanishes only when the two distributions coincide. The KL-divergence is generically not symmetric but becomes symmetric in the limiting case of similar distributions \(p\) and \(q\), becoming equivalent in this limit to the \(\chi^2\) test [Gros 2010b]. Our aim is now to rewrite (4) as an integral over the membrane potential \(x\), using

\[
p(y)\,dy = \rho(x)\,dx, \quad p(y) = \frac{\rho(x)}{dy/dx},
\]

where \(\rho(x)\) is the membrane potential distribution. Using \(y = g(x)\) and (4) and (5), we obtain

\[
\frac{\partial D_{KL}}{\partial \theta} = \int dx \rho(x) \left[ -\frac{1}{g'} \frac{\partial g'}{\partial \theta} - \frac{q'}{q} \frac{\partial g}{\partial \theta} \right] \equiv \int dx \rho(x) \frac{\partial d}{\partial \theta}
\]
for the derivative of the Kullback–Leibler divergence with respect to the intrinsic parameters \( \theta = a, b \) of the transfer function \( g(x) \); see (2).

We consider now the case in which the system does not dispose of prior information about the distribution of input stimuli and the thereby resulting distribution of membrane potential \( \rho(x) \). The best strategy to minimize the Kullback–Leibler divergence is then to minimize the individual terms of the integral (6) through the stochastic adaption rules [Triesch 2005; Marković and Gros 2010]

\[
\frac{d\theta}{dt} = -\varepsilon_\theta \frac{\partial d}{\partial \theta}, \quad \theta = a, b,
\]

for the intrinsic parameters of the transfer function \( g(x) \), where the \( \varepsilon_\theta \) are appropriate small adaption rates.

2.2. Target firing-rate distribution. In order to evaluate (7), respectively (6), we need to specify the target firing-rate distribution \( q(y) \). For this purpose we use information-theoretical considerations.

Given a continuous probability distribution function \( q \) its Shannon entropy \( H(q) \) can be defined as

\[
H(q) = -\int dy q(y) \ln q(y).
\]

(8)

Among all the real-valued distributions with specified mean \( \mu \) and standard deviation \( \sigma \) the Gaussian distribution [Gros 2010b]

\[
q(y) \propto \exp\left(-\frac{(y - \mu)^2}{2\sigma^2}\right) \propto \exp(\lambda_1 y + \lambda_2 y^2)
\]

(9)

has maximal information entropy, with \( \mu = -\lambda_1/(2\lambda_2) \) and \( 2\sigma^2 = -1/\lambda_2 \), which is easily obtained using variational calculus:

\[
0 = \delta\left[H(q) + \lambda_1 \int dy y q(y) + \lambda_2 \int dy y^2 q(y)\right].
\]

where \( -\lambda_1 \) and \( -\lambda_2 \) are the respective Lagrange parameters. In Figure 2 examples for \( q(y) \) are illustrated for several values of \( \lambda_1 \) and \( \lambda_2 \). The support of the target firing rates is compact, \( y \in [0, 1] \), and both negative and positive \( \lambda_1 \) and \( \lambda_2 \) can be considered. The normalization factor \( \int_0^1 dy q(y) \) cancels out in (6), since only ratios are involved.

For positive \( \lambda_2 > 0 \) and \( \lambda_1 \approx -\lambda_2 \) one obtains bimodal target distributions. This is an interesting case, since sparse coding, which is realized when only a minority of neurons in a given network is active, and a majority is inactive [Olshausen and Field 2004], is characterized by a skewed bimodal distribution.
2.3. Stochastic adaption rules. From (9) and (2) we find the relations

\[
\frac{q'(y)}{q(y)} = \lambda_1 + 2\lambda_2 y, \quad \frac{\partial g}{\partial x} = ag(1 - g),
\]

and

\[
\frac{\partial g}{\partial a} = (x - b)g(1 - g), \quad \frac{\partial g}{\partial b} = -ag(1 - g),
\]

which we can use to evaluate the stochastic adaption rules (7) as

\[
\frac{da}{dt} = \epsilon_a \left[ \frac{1}{a} + (x - b)[1 - 2y + (\lambda_1 + 2\lambda_2 y)(1 - y)y] \right]
\]

(10)

and

\[
\frac{db}{dt} = \epsilon_b \left[ -a(1 - 2y + (\lambda_1 + 2\lambda_2 y)(1 - y)y) \right].
\]

(11)

These two adaption rules will lead to an adaption of the time-averaged firing-rate distribution \( p(y) \) towards the target distribution \( q(x) \) whenever the adaption time-scales \( 1/\epsilon_\theta \) are substantially larger than the time constants of the neural dynamics, which in turn are determined by the time scale of the incoming stimuli and by the leak-rate \( \Gamma \) in (1).

The transfer function \( g(x) \) contains only two free parameters, the gain \( a \) and the threshold \( b \). Perfect adaption \( p(y) \equiv q(y) \), for all \( y \in [0, 1] \), can hence not...
be expected. The system tries to minimize the Kullback–Leibler divergence by adapting the available degrees of freedom, which are just two in our case.

2.4. Numerical method. Equations (1), (10), and (11) form a set of first-order differential equations with respect to time. We solve them numerically using the Euler method with one evaluation per time step. We confirmed that this method is sufficiently accurate using the fourth-order Runge–Kutta method [Press et al. 2007]. The random white noise $\xi(t)$ is generated through a pseudorandom number generator with a uniform distribution. The values for the leak $\Gamma$, the time step $\Delta t$, and the learning rates $\epsilon_a$ and $\epsilon_b$ are shown in the corresponding figures.

3. Results

We performed a series of simulations with the aim of studying two issues. Polyhomeostatic adaption has been studied previously for the case of discrete time systems [Triesch 2005; Marković and Gros 2010]; here we examine the case of continuous time. The case of a bimodal target distribution is, in addition, highly interesting, as it confronts the system with a dilemma. The transfer function $g(x)$, compare Figure 1, is strictly monotonic. The distribution of the membrane potential $\rho(x)$ is hence unimodal. There is no easy way for the adapting neuron to achieve, as a steady-state time-average, a bimodal output firing-rate distribution $p(y)$. The question then is whether the system will find a way out of this dilemma through spontaneous behavioral changes.

3.1. Target distribution approximation. For most simulations we used, if not stated otherwise, $\Gamma = 1$ for the leak rate and $\Delta t = 10^{-1}$ for the integration time step. A typical time series is given in Figure 3. Note that the adaption of the intrinsic parameters $a$ and $b$ takes place on a slower time scale than that of the primary dynamic variables, $x$ and $y$, as typical for a slow-fast dynamical system.

Applying moderate to small learning rates $\epsilon_a = \epsilon_b \lesssim 0.01$ the neuron’s firing rate $y$ approximates various types of target distributions $q$ quite well. In Figure 4 the achieved and the respective target firing-rate distributions are compared. The respective relative entropies are well minimized and presented in Table 1. Strictly speaking the stochastic adaption rules (10) and (11) are equivalent to approximating the firing-rate statistic (3), which is a time-averaged quantity, towards the target distribution function $q(y)$ only in the limit of very small adaption rates, $\epsilon_a$ and $\epsilon_b$. Small but finite values for the adaption rates, as used in our simulations, correspond to a trailing averaging procedure over a limited time interval, and the value of Kullback–Leibler divergence achieved hence depends weakly on the actual values used for the learning rates.

For very high learning rates, $\epsilon_b \gg 0.1$, the threshold $b$ follows the membrane potential $x$ nearly instantaneously, and both variables become highly correlated.
Figure 3. Typical time series for a unimodal target distribution $q(y)$ with $\lambda_1 = -10$, $\lambda_2 = 0$, compare Figure 2. Plotted are the membrane potential $x$ (solid blue line, upper panel), the threshold $b$ (dashed red line, upper panel), the gain $a$ (solid green line, middle panel) and the firing rate $y$ (solid black line, lower panel). $\Delta t = 10^{-1}$, $\epsilon_a = \epsilon_b = 10^{-2}$, and $\Gamma = 1$. Therefore the firing-rate distribution $p$ cannot approximate the target distribution $q$ anymore. In fact, the resulting Kullback–Leibler divergence is then very high. The tipping in dynamic behavior as a function of adaption rate amplitude is typical for a rate-induced tipping transition [Ashwin et al. 2012].

3.2. Gain-threshold phase diagram. Due to the sigmoidal shape of the transfer function, several target distributions lead to specific fingerprints in the gain-threshold
Figure 4. Target distribution $q$ (bars) versus achieved distribution $p$ (points) for different distributions. In each diagram $\lambda_1$ and $\lambda_2$ are given, while $\Delta t = 10^{-1}$, $t_{\text{max}} = 10^8$, $\epsilon_a = \epsilon_b = 10^{-2}$, $\Gamma = 1$, and $\Xi = [0, 10]$.

The threshold, for example, for a left (right)-dominant target distribution is high (low) and is therefore sensitive to the mean $\mu = -\lambda_1/(2\lambda_2)$ of $q(y)$. Small gains $a$ result in quite flat transfer functions $g(x)$, compare Figure 1, mapping the membrane potentials to similar firing rates $y$. High gains in $a$ discriminate, relative to the threshold $b$, on the other side.
between high and low membrane potentials. The gain is therefore smaller for hill-shaped and flat target distributions, as compared to the left and right-dominant target distributions (for example, $\lambda_1 = -20$, $\lambda_2 = +20$) for which intermediate values are suppressed.

Left (right)-dominant target distributions (compare Table 1) correspond directly to high (low) transfer function thresholds. Uniform, hill, and other not unilateral dominant target distributions lead to intermediate transfer function thresholds with a wide variety of the transfer function gains. For symmetrical target distributions from hill-shaped to diametrical-shaped there is a transition from low to high gains.

### Table 1.
The relative entropies $D_{KL}$ (4) of various target distributions (see Figure 2) compared to the corresponding achieved distribution, compare Figure 4.

<table>
<thead>
<tr>
<th>$\lambda_1$</th>
<th>$\lambda_2$</th>
<th>Shape</th>
<th>$D_{KL}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>Uniform</td>
<td>0.043</td>
</tr>
<tr>
<td>-10</td>
<td>0</td>
<td>Left-dominant</td>
<td>0.034</td>
</tr>
<tr>
<td>+10</td>
<td>0</td>
<td>Right-dominant</td>
<td>0.028</td>
</tr>
<tr>
<td>-10</td>
<td>+10</td>
<td>Left/right-dominant</td>
<td>0.018</td>
</tr>
<tr>
<td>+20</td>
<td>-20</td>
<td>Hill</td>
<td>0.076</td>
</tr>
<tr>
<td>-20</td>
<td>+20</td>
<td>Left/right, symmetric</td>
<td>0.175</td>
</tr>
<tr>
<td>-20</td>
<td>+19</td>
<td>Left/right, left-skewed</td>
<td>0.244</td>
</tr>
<tr>
<td>-20</td>
<td>+18.5</td>
<td>Left/right, left-skewed</td>
<td>0.283</td>
</tr>
</tbody>
</table>

3.3. **Self-organized stochastic escape.** While the left- and right-dominant unimodal target distributions are easily approximated due to the sigmoidal shape of the transfer function, the bimodal left and right-dominant target distributions put the system in a dilemma: Since intermediate values are to be suppressed the transfer function gain $a$ cannot be too small. Because of this there exist at least two quasistationary fixed points, one for the left part and one for the right part of the distribution.

For zero or small learning rates $\epsilon_a = \epsilon_b \approx 0$ the system is trapped in a single local fixed point. Only the left or right part of the target distribution is then approximated, and the Kullback–Leibler divergence is not well minimized.

Increasing the learning rates $\epsilon_a = \epsilon_b$ allows the system to escape stochastically from the respective local fixed points: the transfer function threshold $b$ conquers the local gradient and moves to the other fixed point and back (compare Figure 6). In the long-term observation the system therefore approximates both the left and the right part of the target distribution and hence minimizes the relative entropy, compare Table 2. These tipping transitions between the two quasistationary fixed points are illustrated in Figure 7, which shows a typical time series for a skewed
target distribution. Note that there are two fixed points for the gain and threshold and a direct correspondence to the periods of high and low firing rates $y(t)$.

Very low learning rates $\epsilon_a$ and $\epsilon_b$ lead to deep and large basins of attraction for the respective fixed points, while on the other hand high learning rates result in the
close following of the threshold to the membrane potential which prohibits reaching the target distribution. This mechanism is reminiscent of the case of Langevin dynamics in a double-well potential [Hanggi 1986], where a stochastically driven particle may switch forth and back between two local minima [Gros 2010b]. The switching time is controlled for the double-well problem by the Kramers escape rate, which depends exponentially on the potential barrier height. It is difficult to formulate a quantitative mapping to the double-well problem. The local attractors visible in Figures 6 and 7, and the effective barriers in between them, are self-organized structures. Note that the strength $Q$ of the noise term (1) is constant and influences the transition rate only weakly, due to the continuous adaption of the transfer function, via (10) and (11), to the average strength of the stochastic driving.

<table>
<thead>
<tr>
<th>$\epsilon_a = \epsilon_b$</th>
<th>$10^{-5}$</th>
<th>$10^{-4}$</th>
<th>$10^{-3}$</th>
<th>$5 \cdot 10^{-3}$</th>
<th>$10^{-2}$</th>
<th>$5 \cdot 10^{-2}$</th>
<th>$10^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_{KL}$</td>
<td>0.306</td>
<td>0.295</td>
<td>0.293</td>
<td>0.289</td>
<td>0.283</td>
<td>0.154</td>
<td>0.109</td>
</tr>
</tbody>
</table>

Table 2. Relative entropies $D_{KL}$ (4) for the left-skewed target distribution ($\lambda_1 = -20$, $\lambda_2 = 18.5$) relative to the achieved distribution for various learning rates $\epsilon_a$ and $\epsilon_b$, compare Figure 6.
Self-organized stochastic tipping in slow-fast dynamical systems

Figure 7. Time series of the membrane potential $x$ (top, blue line), threshold $b$ (top, red line), gain $a$ (middle, green line), and firing rate $y$ (bottom, black line), with $\Delta t = 10^{-1}$, $\epsilon_a = \epsilon_b = 10^{-1}$, $\Gamma = 1$, $\lambda_1 = -20$, and $\lambda_2 = 18.5$.

4. Discussion

We showed that polyhomeostatic adaption of a continuous-time leaky integrator leads to the desired firing-rate distributions. We also ran further simulations using white noise and Gaussian noise input and replace the transfer function by other qualitatively different (but still sigmoidal) functions, see the Appendix. It turns out that the polyhomeostatic adaption as well as the self-organized stochastic escape are quite robust principles. However, the quality of the approximation (as seen by visual overlapping) and the value of the Kullback–Leibler divergence depend on the learning rates, and also on the input distribution and the input’s strength.
The stochastic tipping as a function of adaption rates has a close relation to the phenomenon of stochastic escape. The strength of the driving input noise is constant, but its influence is averaged out for very low adaption rates. Stochastic escape from one local attractor to another is not possible. The stochasticity of the input becomes relevant for intermediate values of adaption rates and stochastic transitions between the two quasistationary attractors are most frequent. Finally, for very large adaption rates, the system tips into another dynamical state, tracking the stochastic input signal nearly instantaneously. This sequence of behaviors is self organized and can be reached from any initial state.

**Appendix: Polynomial transfer function**

The polyhomeostatic adaption of the system does not change qualitatively by replacing the transfer function $g$. Instead it turns out that the system is robust against changing the transfer function as long as it remains sigmoidal. We also applied a transfer function

$$g(x) = \frac{(x/b)^{ab}}{(x/b)^{ab} + 1}, \quad (A.1)$$

with a polynomial decay to $g(0) = 0$, which limits the membrane potential $x \geq 0$ to be nonnegative. It turns out that the shape of the target distribution $q$ is also well approximated using this transfer function. Stochastic escape from one fixed point to another and back can be observed in addition, since two fixed points are necessary for some target distributions.

The transfer function has an inflection point for exponents $ab > 0$; it is absent for $ab < 1$, compare Figure 8. The transfer function $g$ behaves as

$$g(x) \approx \begin{cases} 
(x/b)^{ab}, & x \ll b, \\
\frac{1}{2} + \frac{1}{4} a(x - b), & x \approx b, \\
1 - (b/x)^{ab}, & x \gg b. 
\end{cases} \quad (A.2)$$

The slope is $a/4$ which approaches zero and unity for small and large membrane potentials respectively.

From (A.1) we find the relations

$$\frac{\partial g}{\partial x} = (1 - g)g \frac{ab}{x}, \quad (A.3)$$

$$\frac{\partial g}{\partial a} = (1 - g)gb \ln\left(\frac{x}{b}\right), \quad \frac{\partial g}{\partial b} = (1 - g)ga \left[\ln\left(\frac{x}{b}\right) - 1\right], \quad (A.4)$$

which we can use to evaluate the stochastic adaption rules (7) as

$$\frac{da}{dt} = \epsilon_a \left[\frac{1}{a} - b \ln(x/b)\{1 - 2y + (\lambda_1 + 2\lambda_2 y)(1 - y)y\}\right] \quad (A.5)$$
Figure 8. The transfer function $g(x)$, see (A.1), for thresholds $b = 2$ (red lines) and $b = 3$ (green lines) and various gains $a$: $1/3$ (dotted), $3$ (dashed), and $9$ (solid). No inflection point is present for exponents $ab < 1$.

and

$$\frac{db}{dt} = \epsilon_b \left[ \frac{1}{b} - a[\ln(x/b) - 1][1 - 2y + (\lambda_1 + 2\lambda_2 y)(1 - y)y] \right].$$

(A.6)

Applying this transfer function $g$ it turns out that the target distribution is well approximated also in this case, even though the membrane potential is restricted to nonnegative numbers. Table 3 lists the well-minimized Kullback–Leibler divergences for several target distributions.

<table>
<thead>
<tr>
<th>$\lambda_1$</th>
<th>$\lambda_2$</th>
<th>Shape</th>
<th>$D_{KL}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>Uniform</td>
<td>0.060131</td>
</tr>
<tr>
<td>-10</td>
<td>0</td>
<td>Left-dominant</td>
<td>0.069351</td>
</tr>
<tr>
<td>+10</td>
<td>0</td>
<td>Right-dominant</td>
<td>0.114578</td>
</tr>
<tr>
<td>-10</td>
<td>+10</td>
<td>Left/right-dominant</td>
<td>0.051811</td>
</tr>
<tr>
<td>+20</td>
<td>-20</td>
<td>Hill</td>
<td>0.148098</td>
</tr>
<tr>
<td>-20</td>
<td>+20</td>
<td>Left/right, symmetric</td>
<td>0.189217</td>
</tr>
<tr>
<td>-20</td>
<td>+19</td>
<td>Left/right, left-skewed</td>
<td>0.063934</td>
</tr>
<tr>
<td>-20</td>
<td>+18.5</td>
<td>Left/right, left-skewed</td>
<td>0.261215</td>
</tr>
</tbody>
</table>

Table 3. Relative entropies of various target distributions compared to the corresponding achieved distribution ($\epsilon_a = \epsilon_b = 10^{-2}$, bins = 100).
We conclude that the stochastic adaption rules are therefore generic and qualitatively independent on the concrete realization of the transfer function. However, quantitatively the resulting relative entropies depend on the choice of the transfer function which also influences the optimal adaption rates $\epsilon_a$ and $\epsilon_b$.

**A.1 Self-organized stochastic escape.** For the nonsymmetric convex target distribution ($\lambda_1 = -20, \lambda_2 = 19$) there are two fixed points. Since the target distribution cannot be well approximated by only one fixed point the system escapes stochastically from one to the other and back within a certain period, compare with Figures 9 and 10. For small learning rates $\epsilon_a = \epsilon_b \lesssim 0.01$ the system is trapped in only one fixed point. The relative entropy therefore is not well minimized.

For intermediate learning rates $0.01 \lesssim \epsilon_a = \epsilon_b \lesssim 0.04$ the perturbation is high enough to stochastically escape from that fixed point and approach another one. Figures 9 and 10 show a typical time series for this tipping. This has also an effect on the relative entropy which is therefore even smaller than without stochastic escape (see Table 4).

For high learning rates $\epsilon_a = \epsilon_b \gtrsim 0.05$ the system’s behavior changes: the transfer function is close to a Heaviside step function and the threshold follows the membrane potential quickly. In that state the achieved distribution is not close

---

**Figure 9.** Stochastic escape: Phase diagram of the transfer function gain versus transfer function threshold for a convex left-skewed target distribution with various learning rates ($\epsilon_a$ and $\epsilon_b$ given in the legend), with $\Delta t = 10^{-2}$, $\Gamma = 0.1$, $\lambda_1 = -20$, and $\lambda_2 = 19$. 
Figure 10. Time series: membrane potential $x$, transfer function threshold $b$ (dashed), transfer function gain $a$, and firing rate $y$, with $\Delta t = 10^{-1}$, $\epsilon_a = \epsilon_b = 10^{-2}$, $\Gamma = 0.1$, $\lambda_1 = -20$, and $\lambda_2 = 19$. to the target distribution, therefore the relative entropy is not minimized anymore (see Table 4).

<table>
<thead>
<tr>
<th>$\epsilon_a = \epsilon_b$</th>
<th>$10^{-4}$</th>
<th>$10^{-3}$</th>
<th>0.01</th>
<th>0.03</th>
<th>0.04</th>
<th>0.05</th>
<th>0.06</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_{KL}$</td>
<td>0.376</td>
<td>0.368</td>
<td>0.064</td>
<td>0.043</td>
<td>0.017</td>
<td>1.892</td>
<td>1.591</td>
</tr>
</tbody>
</table>

Table 4. Relative entropies of the left-skewed target distribution ($\lambda_1 = -20$, $\lambda_2 = 19$) compared to the achieved distribution for various learning rates $\epsilon_a$ and $\epsilon_b$. Note that the Kullback–Leibler divergence is not minimized for $\epsilon_b \gtrapprox 0.05$ due to the fast correlation of the membrane potential and the transfer function threshold.
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In this work we extend the well-posedness for infinitesimal dislocation-based gradient viscoplasticity with linear kinematic hardening from the subdifferential case to general nonassociative monotone plastic flows. We assume an additive split of the displacement gradient into nonsymmetric elastic distortion and nonsymmetric plastic distortion. The thermodynamic potential is augmented with a term taking the dislocation density tensor $\text{Curl } p$ into account. The constitutive equations in the models we study are assumed to be only of monotone type. Based on the generalized version of Korn’s inequality for incompatible tensor fields (the nonsymmetric plastic distortion) due to Neff et al. the existence of solutions of quasistatic initial-boundary value problems under consideration is shown using a time-discretization technique and a monotone operator method.

1. Introduction

We study the existence of solutions of quasistatic initial-boundary value problems arising in gradient viscoplasticity. The models we study use rate-dependent constitutive equations with internal variables to describe the deformation behavior of metals at infinitesimally small strain.

Our focus is on a phenomenological model on the macroscale not including the case of single-crystal plasticity. From a mathematical point of view, the maze of equations, slip systems, and physical mechanisms in single-crystal plasticity is only obscuring the mathematical structure of the problem.

Our model has been first presented in [Neff et al. 2009a]. It is inspired by [2000]. Contrary to more classical strain gradient approaches, the model features a nonsymmetric plastic distortion field $p \in \mathbb{M}^3$ [Bardella 2010], a dislocation-based energy storage based solely on $|\text{Curl } p|$, and second gradients of the plastic distortion in the
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form of Curl Curl $p$ acting as dislocation-based kinematical backstresses. We only consider energetic length-scale effects and not higher gradients in the dissipation.

The uniqueness of classical solutions in the subdifferential case (associated plasticity) for rate-independent and rate-dependent formulations is shown in [Neff 2008b]. The existence question for the rate-independent model in terms of a weak reformulation is addressed in [Neff et al. 2009a]. The rate-independent model with isotropic hardening is treated in [Ebobisse and Neff 2010]. The first numerical results for a simplified rate-independent irrotational formulation (no plastic spin, symmetric plastic distortion $p$) are presented in [Neff et al. 2009b]. In [Giacomini and Lussardi 2008; Reddy et al. 2008] well-posedness for a rate-independent model of [Gurtin and Anand 2005] is shown under the decisive assumption that the plastic distortion is symmetric (the irrotational case), in which case we may really speak of a strain gradient plasticity model, since the gradient acts on the plastic strain.

In order to appreciate the simplicity and elegance of our model we sketch some of its ingredients. First, as is usual in plasticity theory, we split the total displacement gradient into nonsymmetric elastic and plastic distortions:

$$\nabla u = e + p.$$ 

For invariance reasons, the elastic energy contribution may only depend on the elastic strains $\text{sym } e = \text{sym}(\nabla u - p)$. While $p$ is nonsymmetric, a distinguishing feature of our model is that, similarly to classical approaches, only the symmetric part $\epsilon_p := \text{sym } p$ of the plastic distortion appears in the local Cauchy stress $\sigma$, while the higher-order stresses are nonsymmetric. The reason for this is that we assume that $p$ has to obey the same transformation behavior as $\nabla u$ does, and thus the energy storage due to kinematical hardening should depend only on the plastic strains $\text{sym } p$. For more on the basic invariance questions related to this issue dictating this type of behavior, see [Neff 2008a; Svendsen et al. 2009]. We assume as well plastic incompressibility: $\text{tr } p = 0$.

The thermodynamic potential of our model can therefore be written as

$$\int_\Omega \left( \begin{array}{c} \mathbb{C}[x] (\text{sym}(\nabla u - p)) (\text{sym}(\nabla u - p)) \\ \text{elastic energy} \\ + \frac{C_1}{2} |\text{dev sym } p|^2 + \frac{C_2}{2} |\text{Curl } p|^2 + u \cdot b \\ \text{kinematical hardening, dislocation storage, external volume forces} \end{array} \right) \, dx.$$ 

The positive definite elasticity tensor $\mathbb{C}$ is able to represent the elastic anisotropy of the material. The evolution equations for the plastic distortion $p$ are taken in such a way that the stored energy is nonincreasing along trajectories of $p$ at frozen displacement $u$; see [Neff et al. 2009a]. This ensures the validity of the second law.
of thermodynamics in the form of the reduced dissipation inequality.

For the reduced dissipation inequality we consider $u$ fixed in time and consider the time derivative of the free energy (and taking into account that Curl is a self-adjoint operator provided that the appropriate boundary conditions are specified), we have

$$
\frac{d}{dt} \int_{\Omega} W(\nabla u(t_0) - p(t), p(t), \text{Curl } p(t)) \, dx
= \int_{\Omega} D_1 W \cdot (-\partial_t p) + D_2 W \cdot \partial_t p + D_3 W \cdot \text{Curl } \partial_t p \, dx
= - \int_{\Omega} (D_1 W - D_2 W - \text{Curl } D_3 W) \cdot \partial_t p \, dx.
$$

Choosing $\partial_t p \in g(D_1 W - D_2 W - \text{Curl } D_3 W)$ with a monotone function $g$ we obtain the reduced dissipation inequality

$$
\frac{d}{dt} \int_{\Omega} W(\nabla u(t_0) - p(t), p(t), \text{Curl } p(t)) \, dx \leq 0.
$$

Adapted to our situation, the plastic flow has the form

$$
\partial_t p \in g(\sigma - C_1 \text{ dev sym } p - C_2 \text{ Curl Curl } p), \quad (1)
$$

where $\sigma = \mathbb{C}[x] \text{ sym}(\nabla u - p)$ is the elastic symmetric Cauchy stress of the material and $g$ is a multivalued monotone flow function which is not necessary the subdifferential of a convex plastic potential (associative plasticity). In this generality, our formulation comprises certain nonassociative plastic flows in which the yield condition and the flow direction are independent and governed by distinct functions. Moreover, the flow function $g$ is supposed to induce a rate-dependent response as all materials are rate dependent.

Clearly, in the absence of energetic length-scale effects ($C_2 = 0$), the Curl Curl $p$ term is absent. In general we assume that $g$ maps symmetric tensors to symmetric tensors. Thus, for $C_2 = 0$ the plastic distortion remains symmetric and the model reduces to a classical plasticity model. Therefore, the energetic length scale is solely responsible for the plastic spin in the model. The appearance of the Curl Curl $p$ term in the argument of $g$ is clear: the argument of $g$ consists of the Eshelby stress tensor $\Sigma$ driving the plastic evolution, see [Neff et al. 2009a].

Regarding the boundary conditions necessary for the formulation of the higher-order theory we assume that the boundary is a perfect conductor, which means that the tangential component of $p$ vanishes on $\partial \Omega$. In the context of dislocation dynamics these conditions express the requirement that there is no flux of the Burgers vector across a hard boundary. Gurtin and Needleman [2005] introduce
the following different types of boundary conditions for the plastic distortion:

\[
\begin{align*}
\partial_t p \times n \bigg|_{\Gamma_{\text{hard}}} &= 0 \quad \text{“microhard” (perfect conductor)}, \\
\partial_t p \bigg|_{\Gamma_{\text{hard}}} &= 0 \quad \text{“hard-slip”}, \\
\text{Curl } p \times n \bigg|_{\Gamma_{\text{hard}}} &= 0 \quad \text{“microfree”}.
\end{align*}
\]

(2)

We specify a sufficient condition for the microhard boundary condition, namely

\[ p \times n \bigg|_{\Gamma_{\text{hard}}} = 0, \]

and assume \( \Gamma_{\text{hard}} = \partial \Omega \). This is the correct boundary condition for tensor fields in \( H(\text{Curl}) \) which admits tangential traces.

We combine this with a new inequality extending Korn’s inequality to incompatible tensor fields, namely, for all \( p \in H(\text{Curl}) \) such that \( p \times n \big|_{\Gamma_{\text{hard}}} = 0 \), we have

\[
\|p\|_{L^2(\Omega)} \leq C(\Omega) \left( \|\text{sym } p\|_{L^2(\Omega)} + \|\text{Curl } p\|_{L^2(\Omega)} \right). \tag{3}
\]

Here, \( \Gamma_{\text{hard}} \subset \partial \Omega \) with full two-dimensional surface measure and domain \( \Omega \) needs to be sliceable, that is, cuttable into finitely many simply connected subdomains with Lipschitz boundaries. This inequality has been derived in [Neff et al. 2011; 2012a; 2012b] and is precisely motivated by the well-posedness question for our model [Neff et al. 2009a]. Inequality (3) expresses the fact that controlling the plastic strain \( \text{sym } p \) and the dislocation density \( \text{Curl } p \) in \( L^2(\Omega) \) gives a control of the plastic distortion \( p \) in \( L^2(\Omega) \) provided the correct boundary conditions are specified: namely the microhard boundary condition. Since in the sequel we assume that \( \text{tr}(p) = 0 \) (plastic incompressibility) the quadratic terms in the thermodynamic potential provide a control of the right-hand side in (3).

It is worth noting that with \( g \) only monotone and not necessarily a subdifferential the powerful energetic solution concept [Giacomini and Lussardi 2008; Mainik and Mielke 2009; Kratochvíl et al. 2010] cannot be applied. In this contribution we face the combined challenge of a gradient plasticity model based on the dislocation density tensor \( \text{Curl } p \) involving the plastic spin, a general nonassociative monotone flow-rule, and a rate-dependent response.

**Setting of the problem.** Let \( \Omega \subset \mathbb{R}^3 \) be an open bounded set, the set of material points of the solid body, with a \( C^1 \)-boundary. By \( T_e \) we denote a positive number (time of existence), which can be chosen arbitrarily large, and for \( 0 < t \leq T_e \),

\[ \Omega_t = \Omega \times (0, t). \]

\[ ^1\text{Here, } v \times n \text{ with } v \in M^3 \text{ and where } n \in \mathbb{R}^3 \text{ denotes a row by column operation.} \]
The sets $\mathcal{M}^3$ and $\mathcal{G}^3$ denote the sets of all $3 \times 3$ matrices and all symmetric $3 \times 3$ matrices, respectively. Let $\mathfrak{s}l(3)$ be the set of all traceless $3 \times 3$ matrices, that is,

$$\mathfrak{s}l(3) = \{ v \in \mathcal{M}^3 \mid \text{tr } v = 0 \}.$$ 

Unknown in our small strain formulation are the displacement $u(x, t) \in \mathbb{R}^3$ of the material point $x$ at time $t$ and the nonsymmetric infinitesimal plastic distortion $p(x, t) \in \mathfrak{s}l(3)$.

The model equations of the problem are

\[-\text{div}_x \sigma(x, t) = b(x, t), \quad (4)\]
\[\sigma(x, t) = C[x] (\text{sym}(\nabla_x u(x, t) - p(x, t))), \quad (5)\]
\[\partial_t p(x, t) \in g(x, \Sigma_{\text{lin}}^{\text{sym}}(x, t)), \quad \Sigma_{\text{lin}} = \Sigma_{\text{e,lin}} + \Sigma_{\text{sh,lin}} + \Sigma_{\text{curl,lin}}, \quad (6)\]
\[\Sigma_{\text{e,lin}} = \sigma, \quad \Sigma_{\text{sh,lin}} = -C_1 \text{dev } \text{sym } p, \quad \Sigma_{\text{curl,lin}} = -C_2 \text{Curl Curl } p,
\]

which must be satisfied in $\Omega \times [0, T_e)$. Here, $C_1, C_2 \geq 0$ are given material constants and $\Sigma_{\text{lin}}$ is the infinitesimal Eshelby stress tensor driving the evolution of the plastic distortion $p$. The initial condition and Dirichlet boundary condition are

\[p(x, 0) = p^0(x), \quad x \in \Omega, \quad (7)\]
\[p(x, t) \times n(x) = 0, \quad (x, t) \in \partial \Omega \times [0, T_e), \quad (8)\]
\[u(x, t) = 0, \quad (x, t) \in \partial \Omega \times (0, T_e), \quad (9)\]

where $n$ is a normal vector on the boundary $\partial \Omega$. For simplicity we consider only the homogeneous boundary condition. The elasticity tensor $C[x] : \mathcal{G}^3 \to \mathcal{G}^3$ is a linear, symmetric, uniformly positive definite mapping. The mapping $x \mapsto C[x] : \Omega \to \mathcal{G}^3$ is measurable. Classical linear kinematic hardening is included for $C_1 > 0$. Here, the nonlocal backstress contribution is given by the dislocation density motivated term $\Sigma_{\text{curl,lin}} = -C_2 \text{Curl Curl } p$ together with the corresponding microhard boundary conditions.

For the model we require that the nonlinear constitutive mapping $(v \mapsto g(\cdot, v)) : \mathcal{M}^3 \to 2^{\mathfrak{s}l(3)}$ is monotone\(^2\), that is, it satisfies

$$0 \leq (v_1 - v_2) \cdot (v_1^* - v_2^*), \quad (10)$$

for all $v_i \in \mathcal{M}^3$, $v_i^* \in g(x, v_i)$, $i = 1, 2$, and for a.e. $x \in \Omega$. We also require that

$$0 \in g(x, 0), \quad \text{a.e. } x \in \Omega. \quad (11)$$

The mapping $x \mapsto g(x, \cdot) : \Omega \to 2^{\mathfrak{s}l(3)}$ is measurable (see Section 2 for the definition of the measurability of multivalued maps). Moreover, the function $g$ has the

\(^2\text{Here } 2^{\mathfrak{s}l(3)} \text{ denotes the power set of } \mathfrak{s}l(3).\)
following property:

\[ g(x, v) \in \mathcal{G}^3 \quad \text{for any } v \in \mathcal{G}^3 \text{ and a.e. } x \in \Omega. \]

Given are the volume force \( b(x, t) \in \mathbb{R}^3 \) and the initial datum \( p^{(0)}(x) \in \text{sl}(3) \).

**Remark 1.1.** It is well known that classical viscoplasticity (without gradient effects) gives rise to a well-posed problem. We extend this result to our formulation of rate-dependent gradient plasticity. The presence of the classical linear kinematic hardening in our model is related to \( C_1 > 0 \) whereas the presence of the nonlocal gradient term is always related to \( C_2 > 0 \).

In the recent work by the authors [Nesenenko and Neff 2012] the existence of solutions for the initial boundary problem (4)–(9) is studied under the assumption that the monotone function \( g \) is a subdifferential of a proper lower semicontinuous convex function \( \phi : \mathcal{M}^3 \to \mathbb{R} \quad (\mathbb{R} := \mathbb{R} \cup \{\infty\}) \), that is, \( g = \partial \phi \), and with the following different boundary condition:

\[ \text{Curl } p(x, t) \times n(x) = 0, \quad (x, t) \in \partial \Omega \times [0, T_e), \quad (12) \]

instead of (8). It is required there that the function \( \phi \) satisfies the following two-sided estimate:

\[ a_0 |v|^q - b_0 \leq \phi(v) \leq a_1 |v|^q + b_1, \quad (13) \]

for positive \( a_0 \) and \( a_1 \), some \( b_0 \) and \( b_1 \), and any \( v \in \mathcal{M}^3 \). Using methods of convex analysis we obtained in [Nesenenko and Neff 2012] the existence of weak solutions (see Definition 4.6) for the problem (4)–(7) + (12) + (9), with \( g = \partial \phi \), under the restrictions on \( g \) given above. We note that the existence result derived in that paper is also valid for the new problem (4)–(9), that is, with the boundary condition (8) instead of (12), and of course the subdifferential structural assumption on \( g \). In this work, assuming \( \Omega \subset \mathbb{R}^3 \) is a sliceable domain with a \( C^1 \)-boundary and the homogeneous initial condition for \( p \), that is, \( p^{(0)}(x) = 0 \) for \( x \in \Omega \), we show the existence of strong solutions (see Definition 4.5) for the problem (4)–(9) with the monotone function \( g \) belonging to the class \( \mathcal{M}(\Omega, \mathcal{M}^3, q, \alpha, m) \) defined in Section 4. The derivation of this result is based on the inequality (3), which is recently obtained in [Neff et al. 2011; 2012c] under the assumption that \( \Omega \) is a sliceable domain, and on the monotonicity assumption for the function \( g \). We note that in the case of the sliceable domain \( \Omega \) the methods used in this work allow us to show the existence of strong solutions for (4)–(9) with \( g = \partial \phi \), that is, the weak solutions for (4)–(9) with \( g = \partial \phi \) derived in [Nesenenko and Neff 2012] are the strong solutions in the sense of Definition 4.5 in this case. However, we do not know how to extend our results on the existence of strong solutions to domains \( \Omega \) which are not sliceable and to the nonhomogeneous initial condition. We note as well that the existence of strong solutions for the initial boundary problem formed
We also define the space $Z$ where $X$ |·|
 with (13) for any domain $\Omega$, is an open problem too.

**Notation.** Throughout we choose the numbers $q$ and $q^*$ satisfying the following conditions:

$$1 < q, q^* < \infty \quad \text{and} \quad 1/q + 1/q^* = 1,$$

where $| \cdot |$ denotes a norm in $\mathbb{R}^k$, $k \in \mathbb{N}$. Moreover, the following notations are used in this work. The space $W^{m,q}(\Omega, \mathbb{R}^k)$ with $q \in [1, \infty]$ consists of all functions in $L^q(\Omega, \mathbb{R}^k)$ with weak derivatives in $L^q(\Omega, \mathbb{R}^k)$ up to order $m$. If $m$ is not integer, then $W^{m,q}(\Omega, \mathbb{R}^k)$ denotes the corresponding Sobolev–Slobodecki space. We set $H^m(\Omega, \mathbb{R}^k) = W^{m,2}(\Omega, \mathbb{R}^k)$. The norm in $W^{m,q}(\Omega, \mathbb{R}^k)$ is denoted by $\| \cdot \|_{m,q,\Omega}$ ($\| \cdot \|_q := \| \cdot \|_{0,q,\Omega}$). The operator $\Gamma_0$ defined by

$$\Gamma_0 : v \in W^{1,q}(\Omega, \mathbb{R}^k) \mapsto W^{1-1/q,q}(\partial \Omega, \mathbb{R}^k)$$

denotes the usual trace operator. The space $W^{m,q}_0(\Omega, \mathbb{R}^k)$ with $q \in [1, \infty]$ consists of all functions $v$ in $W^{m,q}(\Omega, \mathbb{R}^k)$ with $\Gamma_0 v = 0$. One can define the bilinear form on the product space $L^q(\Omega, \mathcal{M}) \times L^{q^*}(\Omega, \mathcal{M})$ by

$$(\xi, \zeta)_{\Omega} = \int_{\Omega} \xi(x) \cdot \zeta(x) \, dx.$$

The space

$$L^q_{\text{Curl}}(\Omega, \mathcal{M}^3) = \{ v \in L^q(\Omega, \mathcal{M}^3) \mid \text{Curl } v \in L^q(\Omega, \mathcal{M}^3) \}$$

is a Banach space with respect to the norm

$$\| v \|_{q,\text{Curl}} = \| v \|_q + \| \text{Curl } v \|_q.$$ 

By $H(\text{Curl})$ we denote the space of measurable functions in $L^2_{\text{Curl}}(\Omega, \mathcal{M}^3)$, that is, $H(\text{Curl}) = L^2_{\text{Curl}}(\Omega, \mathcal{M}^3)$. The well-known result on the generalized trace operator can be easily adapted to functions with values in $\mathcal{M}^3$ (see [Sohr 2001, §II.1.2]). Then, according to this result, there is a bounded operator $\Gamma_n$ on $L^q_{\text{Curl}}(\Omega, \mathcal{M}^3)$:

$$\Gamma_n : v \in L^q_{\text{Curl}}(\Omega, \mathcal{M}^3) \mapsto (W^{1-1/q,q^*}(\partial \Omega, \mathcal{M}^3))^*$$

with

$$\Gamma_n v = v \times n |_{\partial \Omega} \text{ if } v \in C^1(\overline{\Omega}, \mathcal{M}^3),$$

where $X^*$ denotes the dual of a Banach space $X$. Next, $L^q_{\text{Curl},0}(\Omega, \mathcal{M}^3) = \{ w \in L^q_{\text{Curl}}(\Omega, \mathcal{M}^3) \mid \Gamma_n(w) = 0 \}$. We also define the space $Z^q_{\text{Curl}}(\Omega, \mathcal{M}^3)$ by

$$Z^q_{\text{Curl}}(\Omega, \mathcal{M}^3) = \{ v \in L^q_{\text{Curl},0}(\Omega, \mathcal{M}^3) \mid \text{Curl } v \in L^q(\Omega, \mathcal{M}^3) \}.$$
which is a Banach space with respect to the norm
\[ \| v \|_{Z^{q_{\text{Curl}}} C} = \| v \|_{q_{\text{Curl}}} + \| \text{Curl Curl } v \|_{q}. \]

For functions \( v \) defined on \( \Omega \times [0, \infty) \) we denote by \( v(t) \) the mapping \( x \mapsto v(x, t) \), which is defined on \( \Omega \). The space \( L^{q}(0, T; X) \) denotes the Banach space of all Bochner-measurable functions \( u : [0, T] \to X \) such that \( t \mapsto \| u(t) \|_{X}^{q} \) is integrable on \([0, T]\). Finally, we frequently use the spaces \( W^{m,q_{\text{d}}}(0, T; X) \), which consist of Bochner-measurable functions having \( q \)-integrable weak derivatives up to order \( m \).

2. Maximal monotone operators

In this section we recall some basics about monotone and maximal monotone operators. For more details see [Barbu 1976; Pascali and Sburlan 1978; Hu and Papageorgiou 1997], for example.

Let \( V \) be a reflexive Banach space with the norm \( \| \cdot \| \), and let \( V^{*} \) be its dual space with the norm \( \| \cdot \|_{*} \). The brackets \( \langle \cdot, \cdot \rangle \) denote the dual pairing between \( V \) and \( V^{*} \). Under \( V \) we shall always mean a reflexive Banach space throughout this section. For a multivalued mapping \( A : V \to 2^{V^{*}} \) we define the **effective domain** of \( A \) as
\[
D(A) = \{ v \in V \mid Av \neq \emptyset \}
\]
and the **graph** of \( A \) as
\[
\text{Gr } A = \{ [v, v^{*}] \in V \times V^{*} \mid v \in D(A), v^{*} \in Av \}.
\]

**Definition 2.1.** A mapping \( A : V \to 2^{V^{*}} \) is called **monotone** if the inequality
\[
\langle v^{*} - u^{*}, v - u \rangle \geq 0
\]
holds for all \([v, v^{*}], [u, u^{*}] \in \text{Gr } A\). A monotone mapping \( A : V \to 2^{V^{*}} \) is called **maximal monotone** if the inequality
\[
\langle v^{*} - u^{*}, v - u \rangle \geq 0 \quad \text{for all } [u, u^{*}] \in \text{Gr } A
\]
implies \([v, v^{*}] \in \text{Gr } A\).

A mapping \( A : V \to 2^{V^{*}} \) is called **generalized pseudomonotone** if the set \( Av \) is closed, convex, and bounded for all \( v \in D(A) \) and, for every pair of sequences \( \{v_{n}\} \) and \( \{v_{n}^{*}\} \) such that \( v_{n}^{*} \in Av_{n}, v_{n} \rightharpoonup v_{0}, v_{n}^{*} \rightharpoonup v_{0}^{*} \in V^{*} \) and
\[
\limsup_{n \to \infty} \langle v_{n}^{*}, v_{n} - v_{0} \rangle \leq 0,
\]
we have \([v_{0}, v_{0}^{*}] \in \text{Gr } A \) and \( \langle v_{n}^{*}, v_{n} \rangle \to \langle v_{0}^{*}, v_{0} \rangle \).
A mapping $A : V \to 2^{V^*}$ is called strongly coercive if either $D(A)$ is bounded or $D(A)$ is unbounded and the condition
\[
\frac{\langle v^*, v - w \rangle}{\|v\|} \to +\infty \quad \text{as} \quad \|v\| \to \infty, \quad [v, v^*] \in \text{Gr} \ A,
\]
is satisfied for each $w \in D(A)$.

It is well known [Pascali and Sburlan 1978, p. 105] that if $A$ is a maximal monotone operator, then for any $v \in D(A)$ the image $Av$ is a closed convex subset of $V^*$ and the graph $\text{Gr} A$ is demiclosed.\(^3\) A maximal monotone operator is also generalized pseudomonotone; see [Barbu 1976; Pascali and Sburlan 1978; Hu and Papageorgiou 1997].

**Remark 2.2.** We recall that the subdifferential of a lower semicontinuous and convex function is maximal monotone; see, for example, [Phelps 1993, Theorem 2.25].

**Definition 2.3.** The duality mapping $J : V \to 2^{V^*}$ is defined by
\[
J(v) = \{ v^* \in V^* : \langle v^*, v \rangle = \|v\|^2 = \|v^*\|^2_{\ast} \}
\]
for all $v \in V$.

Without loss of generality (due to Asplund’s theorem) we can assume that both $V$ and $V^*$ are strictly convex, that is, that the unit ball in the corresponding space is strictly convex. By virtue of [Barbu 1976, Theorem II.1.2], the equation
\[
J(v_\lambda - v) + \lambda Av_\lambda \ni 0
\]
has a solution $v_\lambda \in D(A)$ for every $v \in V$ and $\lambda > 0$ if $A$ is maximal monotone. The solution is unique; see [Barbu 1976, p. 41].

**Definition 2.4.** Setting
\[
v_\lambda = j_\lambda^A v \quad \text{and} \quad A_\lambda v = -\lambda^{-1} J(v_\lambda - v)
\]
we define two single-valued operators: the Yosida approximation $A_\lambda : V \to V^*$ and the resolvent $j_\lambda^A : V \to D(A)$ with $D(A_\lambda) = D(j_\lambda^A) = V$.

By this definition, one immediately sees that $A_\lambda v \in A(j_\lambda^A v)$. For the main properties of the Yosida approximation we refer to [Barbu 1976; Pascali and Sburlan 1978; Hu and Papageorgiou 1997] and mention only that both are continuous operators and that $A_\lambda$ is bounded and maximal monotone.

Next, the maximality of the sum of two maximal monotone operators is given by the following result.

\(^3\) A set $A \in V \times V^*$ is demiclosed if, whenever $v_n$ converges strongly to $v_0$ in $V$ and $v_n^*$ converges weakly to $v_0^*$ in $V^*$ (or $v_n$ converges weakly to $v_0$ in $V$ and $v_n^*$ converges strongly to $v_0^*$ in $V^*$) and $[v_n, v_n^*] \in \text{Gr} A$, we have $[v, v^*] \in \text{Gr} A$. 
Theorem 2.5. Let $V$ be a reflexive Banach space, and let $A$ and $B$ be maximal. Suppose that the condition

$$D(A) \cap \text{int } D(B) \neq \emptyset$$

is fulfilled. Then the sum $A + B$ is a maximal monotone operator.

Proof. See [Pascali and Sburlan 1978, Theorem III.3.6] or [Barbu 1976, Theorem II.1.7]. □

For deeper results on the maximality of the sum of two maximal monotone operators we refer the reader to the book [Simons 1998]. The next surjectivity result plays an important role in the existence theory for monotone operators.

Theorem 2.6. If $V$ is a (strictly convex) reflexive Banach space and $A : V \to 2^{V^*}$ is maximal monotone and coercive, then $A$ is surjective.

Proof. See [Pascali and Sburlan 1978, Theorem III.2.10]. □

Measurability of multivalued mappings. In this subsection we present briefly some facts about measurable multivalued mappings. We assume that $V$, and hence $V^*$, is separable and denote the set of maximal monotone operators from $V$ to $V^*$ by $\mathcal{M}(V \times V^*)$. Further, let $(S, \Sigma(S), \mu)$ be a $\sigma$-finite $\mu$-complete measurable space.

Definition 2.7. A function $A : S \to \mathcal{M}(V \times V^*)$ is measurable if, for every open set $U \in V \times V^*$, the set

$$\{x \in S \mid A(x) \cap U \neq \emptyset\}$$

is measurable in $S$. Here “open set” could be replaced by “closed set”, “Borel set”, “open ball”, or “closed ball”, with an equivalent result.

The next result states that the notion of measurability for maximal monotone mappings can be equivalently defined in terms of the measurability for appropriate single-valued mappings.

Proposition 2.8. Let $A : S \to \mathcal{M}(V \times V^*)$, let $\lambda > 0$ and let $E$ be dense in $V$. The following are equivalent:

(a) $A$ is measurable,

(b) for every $v \in E$, $x \mapsto j_{\lambda}^{A(x)} v$ is measurable, and

(c) $v \in E$, $x \mapsto A_{\lambda}(x)v$ is measurable.

Proof. See [Damlamian et al. 2007, Proposition 2.11]. □

For further reading on measurable multivalued mappings we refer the reader to [Castaing and Valadier 1977; Hu and Papageorgiou 1997; Pankov 1997].
Canonical extensions of maximal monotone operators. Given a mapping
\[ A : S \rightarrow \mathcal{M}(V \times V^*), \]
one can define a monotone graph from \( L^q(S, V) \) to \( L^{q^*}(S, V^*) \), where \( 1/q + 1/q^* = 1 \), as follows.

**Definition 2.9.** Let \( A : S \rightarrow \mathcal{M}(V \times V^*) \), the canonical extension of\( A \) from \( L^q(S, V) \) to \( L^{q^*}(S, V^*) \), where \( 1/q + 1/q^* = 1 \), is defined by:
\[
\text{Gr} \mathcal{A} = \{ [v, v^*] \in L^p(S, V) \times L^q(S, V^*) | [v(x), v^*(x)] \in \text{Gr} A(x) \text{ for a.e. } x \in S \}.
\]

Monotonicity of \( \mathcal{A} \) as defined in Definition 2.9 is obvious, while its maximality follows from the next proposition.

**Proposition 2.10.** Let \( A : S \rightarrow \mathcal{M}(V \times V^*) \) be measurable. If \( \text{Gr} \mathcal{A} \neq \emptyset \), then \( \mathcal{A} \) is maximal monotone.

**Proof.** See [Damlaman et al. 2007, Proposition 2.13].

We have to point out here that the maximality of \( A(x) \) for almost every \( x \in S \) does not imply the maximality of \( \mathcal{A} \) as the latter can be empty [Damlaman et al. 2007]: \( S = (0, 1) \) and \( \text{Gr} A(x) = \{ [v, v^*] \in \mathbb{R}^m \times \mathbb{R}^m | v^* = x^{-1/q} \} \).

3. Some properties of the Curl Curl operator

In this section we present some results concerning the Curl Curl operator, which are relevant to further investigations. For the Curl Curl operator with a slightly different domain of definition similar results are obtained in [Nesenenko and Neff 2012, §4]. Here we adopt the results of that papers to our purposes.

**Lemma 3.1** (self-adjointness of Curl Curl). Let \( \Omega \subset \mathbb{R}^3 \) be an open bounded set with a Lipschitz boundary and \( A : L^2(\Omega, \mathcal{M}^3) \rightarrow L^2(\Omega, \mathcal{M}^3) \) be the linear operator defined by
\[ Av = \text{Curl Curl} v \]
with \( \text{dom}(A) = Z_{\text{Curl}}^2(\Omega, \mathcal{M}^3) \). The operator \( A \) is self-adjoint and nonnegative.

**Proof.** Consider the closed linear operator \( S : L^2(\Omega, \mathcal{M}^3) \rightarrow L^2(\Omega, \mathcal{M}^3) \) defined by
\[ Sv = \text{Curl} v, \quad v \in \text{dom}(S) = L^2_{\text{Curl}, 0}(\Omega, \mathcal{M}^3). \]

It is easily seen that its adjoint is given by
\[ S^*v = \text{Curl} v, \quad v \in \text{dom}(S^*) = L^2_{\text{Curl}}(\Omega, \mathcal{M}^3). \]

Then, by [Kato 1966, Theorem V.3.24], the operator \( S^*S \) with
\[ \text{dom}(S^*S) = \{ v \in \text{dom}(S) | Sv \in \text{dom}(S^*) \}, \]
which is exactly the operator $A$, is self-adjoint in $L^2(\Omega, M^3)$. The nonnegativity of $A$ follows from its representation by the operator $S$, that is, $A = S^*S$, and the identity

$$(Av, u)_\Omega = (S^*Sv, u)_\Omega = (Sv, Su)_\Omega,$$

which holds for all $v \in \text{dom}(A)$ and $u \in \text{dom}(S)$. □

**Corollary 3.2.** The operator $A : L^2(\Omega, M^3) \to L^2(\Omega, M^3)$ defined in Lemma 3.1 is maximal monotone.

**Proof.** According to [Brézis 1970, Theorem 1], a linear monotone operator $A$ is maximal monotone if it is a densely defined closed operator whose adjoint $A^*$ is monotone. The statement of the corollary follows then directly from Lemma 3.1 and the mentioned result of Brézis. □

**Boundary value problems.** Let $\Omega \subset \mathbb{R}^3$ be an open bounded set with a Lipschitz boundary. For every $v \in L^2(\Omega, M^3)$ we define a functional $\Psi$ on $L^2(\Omega, M^3)$ by

$$\Psi(v) = \begin{cases} \frac{1}{2} \int_{\Omega} |\text{Curl } v(x)|^2 \, dx, & v \in L^2_{\text{Curl},0}(\Omega, M^3), \\ +\infty, & \text{otherwise}. \end{cases}$$

It is easy to check that $\Psi$ is proper, convex, and lower semicontinuous. The next lemma gives a precise description of the subdifferential $\partial \Psi$.

**Lemma 3.3.** We have that $\partial \Psi = \text{Curl Curl}$ with

$$\text{dom}(\partial \Psi) = Z^2_{\text{Curl}}(\Omega, M^3).$$

**Proof.** Let $A : L^2(\Omega, M^3) \to L^2(\Omega, M^3)$ be the linear operator defined by

$$Av = \text{Curl Curl } v$$

and $\text{dom}(A) = Z^2_{\text{Curl}}(\Omega, M^3)$. Due to Lemma 3.1, the identity

$$\int_{\Omega} \text{Curl Curl } v(x) \cdot w(x) \, dx = \int_{\Omega} \text{Curl } v(x) \cdot \text{Curl } w(x) \, dx \quad (14)$$

holds for any $v, w \in Z^2_{\text{Curl}}(\Omega, M^3)$. Therefore, using (14) we obtain

$$\int_{\Omega} \text{Curl Curl } v \cdot (w - v) \, dx = \int_{\Omega} \text{Curl } v \cdot (\text{Curl } w - \text{Curl } v) \, dx \leq \Psi(w) - \Psi(v)$$

for every $v, w \in \text{dom}(A)$. This shows that $A \subset \partial \Psi$. Since $A$ is maximal monotone (see Corollary 3.2) we conclude that $A = \partial \Psi$. □
4. Existence of strong solutions

In this section we prove the main existence result for (4)–(9). To show the existence of weak solutions a time-discretization method is used in this work. In the first step, we prove the existence of the solutions of the time-discretized problem in appropriate Hilbert spaces based on the Helmholtz projection in $L^2(\Omega, \mathcal{F}^3)$ (Appendix A) and monotone operator methods (Section 2). In order to be able to apply the monotone operator method to the time-discretized problem we regularize it by a linear positive definite term. In the second step, we derive the uniform a priori estimates for the solutions of the time-discretized problem using the polynomial growth of the function $g$ (see Definition 4.1) and then we pass to the weak limit in the equivalent formulation of the time-discretized problem employing the weak lower semicontinuity of lower semicontinuous convex functions and the maximal monotonicity of $g$.

**Main result.** First, we define the class of maximal monotone functions we deal with in this work.

**Definition 4.1.** For $m \in L^1(\Omega, \mathbb{R})$, $\alpha \in \mathbb{R}^+$, and $q > 1$, $\mathcal{M}(\Omega, \mathbb{R}^k, q, \alpha, m)$ is the set of multivalued functions $h : \Omega \times \mathbb{R}^k \to 2^{\mathbb{R}^k}$ with the following properties:

- $v \mapsto h(x, v)$ is maximal monotone for almost all $x \in \Omega$,
- the mapping $x \mapsto j_\lambda(x, v) : \Omega \to \mathbb{R}^k$ is measurable for all $\lambda > 0$, where $j_\lambda(x, v)$ is the inverse of $v \mapsto v + \lambda h(x, v)$,
- for a.e. $x \in \Omega$ and every $v^* \in h(x, v)$

$$\alpha \left( \frac{|v|^q}{q} + \frac{|v^*|^q}{q^*} \right) \leq (v, v^*) + m(x), \quad (15)$$

where $1/q + 1/q^* = 1$.

**Remark 4.2.** The condition (15) is equivalent to the following two inequalities:

$$|v^*|^q \leq m_1(x) + \alpha_1 |v|^q, \quad (v, v^*) \geq m_2(x) + \alpha_2 |v|^q, \quad (16)$$

for a.e. $x \in \Omega$ and every $v^* \in h(x, v)$ and with suitable functions $m_1, m_2 \in L^1(\Omega, \mathbb{R})$ and numbers $\alpha_1, \alpha_2 \in \mathbb{R}^+$.

**Remark 4.3.** Viscoplasticity is typically included in the former conditions by choosing the function $g$ to be in Norton–Hoff form, that is,

$$g(\Sigma) = [\Sigma| - \sigma_\gamma]_+^r \frac{\Sigma}{|\Sigma|}, \quad \Sigma \in \mathcal{M}^3, \quad (17)$$

where $\sigma_\gamma$ is the flow stress and $r$ is some parameter together with $[x]_+ := \max(x, 0)$. If $g : \mathcal{M}^3 \to \mathcal{F}^3$ then the flow is called irrotational (no plastic spin).
In case of a nonassociative flow rule, $g$ is not a subdifferential but may, for example, be written as

$$g(\Sigma) = \mathcal{F}_1(\Sigma) \partial \mathcal{F}_2(\Sigma),$$

where $\mathcal{F}_1$ describes the yield function and $\mathcal{F}_2$ the flow direction.

The main properties of the class $\mathcal{M}(\Omega, \mathbb{R}^k, q, \alpha, m)$ are collected in the following proposition.

**Proposition 4.4.** Let $\mathcal{K}$ be a canonical extension of a function $h : \mathbb{R}^k \rightarrow 2^{\mathbb{R}^k}$, which belongs to $\mathcal{M}(\Omega, \mathbb{R}^k, q, \alpha, m)$. Then $\mathcal{K}$ is maximal monotone and surjective, and $D(\mathcal{K}) = L^p(\Omega, \mathbb{R}^k)$.

**Proof.** See [Damlamian et al. 2007, Corollary 2.15]. □

Next, we define two notions of solution for the initial boundary value problem (4)–(9). Both notions are introduced without assuming the homogeneity of the initial condition (7).

**Definition 4.5** (strong solution). A function $(u, \sigma, p)$ such that

$$(u, \sigma) \in H^1(0, T_e; H^1_0(\Omega, \mathbb{R}^3) \times L^2(\Omega, \mathcal{F}^3)), \quad \Sigma^{\text{lin}} \in L^q(\Omega_{T_e}, \mathcal{M}^3),$$

$$p \in H^1(0, T_e; L^2_{\text{Curl}}(\Omega, \mathcal{M}^3)) \cap L^2(0, T_e; \mathcal{M}^3),$$

is called a strong solution of the initial boundary value problem (4)–(9) if, for every $t \in [0, T_e]$, the function $(u(t), \sigma(t))$ is a weak solution of the boundary value problem (73) with $\hat{\varepsilon}_p = \text{sym} p(t)$, and the condition $\hat{b} = b(t)$, the evolution inclusion (6) and the initial condition (7) are satisfied pointwise.

For the reader’s convenience we give here also the definition of a weak solution for the problem (4)–(9) in the case when the monotone function $g$ is a subdifferential of a proper lower semicontinuous convex function $\phi$, that is, $g = \partial \phi$.

**Definition 4.6** (weak solution). A function $(u, \sigma, p)$ such that

$$(u, \sigma) \in W^{1,q^*}(0, T_e; W^{1,q^*}_0(\Omega, \mathbb{R}^3) \times L^{q^*}(\Omega, \mathcal{F}^3)), \quad \Sigma^{\text{lin}} \in L^{q^*}(\Omega_{T_e}, \mathcal{M}^3),$$

$$p \in W^{1,q^*}(0, T_e; L^{q^*}(\Omega, \mathcal{M}^3)) \cap L^{q^*}(0, T_e; \mathcal{M}^3),$$

with

$$(\sigma, \text{dev sym } p, \text{Curl } p) \in L^\infty(0, T_e; L^2(\Omega, \mathcal{F}^3 \times \mathcal{M}^3 \times \mathcal{M}^3)),$$

is called a weak solution of the initial boundary value problem (4)–(9) if for every $t \in [0, T_e]$ the function $(u(t), \sigma(t))$ is a weak solution of the boundary value problem (73) with $\hat{\varepsilon}_p = \text{sym} p(t)$ and $\hat{b} = b(t)$, the initial condition (7) is satisfied, and
the inequality$^4$

$$\frac{1}{2} \int_{\Omega} \mathbb{C}^{-1}[x] \sigma(x, t) \cdot \sigma(x, t) \, dx + C_1 \| \text{dev sym} p(t) \|_2^2 + C_2 \| \text{Curl} p(t) \|_2^2$$

$$+ \int_0^t \int_{\Omega} \left( \phi^\ast(x, \partial_s p(x, s)) + \phi(x, \Sigma^{\text{lin}}(x, s)) \right) \, dx \, ds \leq \int_0^t (b(s), \partial_s u(s))_{\Omega} \, ds$$

$$+ \frac{1}{2} \int_{\Omega} \mathbb{C}^{-1}[x] \sigma^0(x) \cdot \sigma^0(x) \, dx + C_1 \| \text{dev sym} p^0 \|_2^2 + C_2 \| \text{Curl} p^0 \|_2^2$$

holds for all $t \in (0, T_e)$, with the function $\sigma^0 \in L^2(\Omega, \mathcal{F}^3)$ determined by (73) for $\hat{\sigma} = \text{sym} p^0$ and $\hat{b} = b(0)$.

In our previous paper [Nesenenko and Neff 2012] it is shown that under some additional regularity the weak solutions of the problem (4)–(9) with $g = \partial \phi$ become strong solutions of (4)–(9) in the sense of Definition 4.5.

Next, we state the main result of this work.

**Theorem 4.7.** Suppose that $1 < q^* \leq 2 \leq q < \infty$. Assume that $\Omega \subset \mathbb{R}^3$ is a sliceable domain with a $C^1$-boundary and $\mathbb{C} \in L^\infty(\Omega, \mathcal{F}^3)$. Let the functions $b \in W^{1,q}(0, T_e; L^q(\Omega, \mathbb{R}^3))$ be given. Assume that $g \in \mathcal{M}(\Omega, M^3, q, \alpha, m)$ and that for a.e. $x \in \Omega$ the relations

$$p^0(x) = 0 \quad \text{and} \quad 0 \in g(x, \sigma^0(x)) \quad (18)$$

hold, where the function $\sigma^0 \in L^2(\Omega, \mathcal{F}^3)$ is determined by (73) for $\hat{\sigma} = 0$ and $\hat{b} = b(0)$.

Then there exists a solution $(u, \sigma, p)$ of the initial boundary value problem (4)–(9).

In order to deal with the measurable elasticity tensor $\mathbb{C}$, we reformulate the problem (4)–(9) as follows: Let the function $(\hat{\nu}, \hat{\sigma}) \in W^{1,q}(0, T_e; W^{1,q}_0(\Omega, \mathbb{R}^3) \times L^q(\Omega, \mathcal{F}^3))$ be a solution of the linear elasticity problem formed by

$$- \text{div}_x \hat{\sigma}(x, t) = b(x, t), \quad x \in \Omega, \quad (19)$$

$$\hat{\sigma}(x, t) = \hat{\mathbb{C}}(\text{sym}(\nabla_x \hat{\nu}(x, t))), \quad x \in \Omega, \quad (20)$$

$$\hat{\nu}(x, t) = 0, \quad x \in \partial \Omega, \quad (21)$$

where $\hat{\mathbb{C}} : \mathcal{F}^3 \to \mathcal{F}^3$ is any positive definite linear mapping independent of $(x, t)$. Such a function $(\hat{\nu}, \hat{\sigma})$ exists (see Appendix A). Then the solution $(u, \sigma, p)$ of the initial boundary value problem (4)–(9) has the form

$$(u, \sigma, p) = (\hat{\nu} + \hat{\nu}, \hat{\sigma} + \hat{\sigma}, p),$$

where the function $(\hat{\nu}, \hat{\sigma}, p)$ solves the problem

$^4$Here $\phi^\ast$ is the Legendre–Fenchel conjugate of $\phi$.
\[-\text{div}_x \hat{\sigma}(x, t) = 0, \quad (22)\]
\[\hat{\sigma}(x, t) = \mathbb{C}[x](\text{sym}(\nabla_x \hat{v}(x, t) - p(x, t))) + (\mathbb{C}[x] - \hat{\mathbb{C}})(\text{sym}(\nabla_x \hat{v}(x, t))), \quad (23)\]
\[\partial_t p(x, t) \in g(x, \Sigma_{\text{lin}}(x, t)), \quad \Sigma_{\text{lin}} = \Sigma_{\text{el}} + \Sigma_{\text{sh}} + \Sigma_{\text{curl}} \quad (24)\]
\[\begin{aligned}
\Sigma_{\text{el}} &= \hat{\sigma} + \hat{\sigma}, \\
\Sigma_{\text{sh}} &= -C_1 \text{dev sym } p, \\
\Sigma_{\text{curl}} &= -C_2 \text{Curl Curl } p,
\end{aligned}\]
\[p(x, 0) = 0, \quad x \in \Omega, \quad (25)\]
\[p(x, t) \times n(x) = 0, \quad (x, t) \in \partial \Omega \times [0, T_e), \quad (26)\]
\[\hat{v}(x, t) = 0, \quad (x, t) \in \partial \Omega \times [0, T_e). \quad (27)\]

Here, the function \((\hat{v}, \hat{\sigma})\) given as the solution of (19) is considered as known. Next, we show that the problem (22)–(27) has a solution. This will prove the existence of solutions for (4)–(9).

**Proof.** We will show the existence of solutions using Rothe’s method (a time-discretization method, see [Roubíček 2005] for details). In order to introduce a time-discretized problem, let us fix any \(m \in \mathbb{N}\) and set
\[h := \frac{T_e}{2^m}, \quad p^0_m := 0, \quad \hat{\sigma}^n_m := \frac{1}{h} \int_{(n-1)h}^{nh} \hat{\sigma}(s) \, ds \in L^q(\Omega, \mathbb{R}^3), \quad n = 1, \ldots, 2^m.\]

Then we are looking for functions \(u^n_m \in H^1(\Omega, \mathbb{R}^3), \sigma^n_m \in L^2(\Omega, \mathfrak{S}^3), \) and \(p^n_m \in Z_{\text{curl}}(\Omega, \mathfrak{M}^3)\) with \(p^n_m(x) \in \mathfrak{sl}(3)\) for a.e. \(x \in \Omega\) and
\[\Sigma_{n,m} := \sigma^n_m + \hat{\sigma}^n_m - C_1 \text{dev sym } p^n_m - \frac{1}{m} p^n_m - C_2 \text{Curl Curl } p^n_m \in L^q(\Omega, \mathfrak{M}^3)\]
solving the problem given by
\[-\text{div}_x \sigma^n_m(x) = 0, \quad (28)\]
\[\sigma^n_m(x) = \mathbb{C}[x](\text{sym}(\nabla_x u^n_m(x) - p^n_m(x))) + (\mathbb{C}[x] - \hat{\mathbb{C}})(\hat{\mathbb{C}})^{-1} \hat{\sigma}^n_m(x), \quad (29)\]
\[\frac{p^n_m(x) - p^{n-1}_m(x)}{h} \in g(\Sigma_{n,m}(x)), \quad (30)\]

together with the boundary conditions
\[p^n_m(x) \times n(x) = 0, \quad x \in \partial \Omega, \quad (31)\]
\[u^n_m(x) = 0, \quad x \in \partial \Omega. \quad (32)\]

Next, we adopt the reduction technique proposed in [Alber and Chełmiński 2004] to the equations above. Let \((u^n_m, \sigma^n_m, p^n_m)\) be a solution of the boundary value problem (28)–(32). Equations (28), (29), and (32) form a boundary value problem for the solution \((u^n_m, \sigma^n_m)\) of the problem of linear elasticity. Due to the linearity of
this problem we can write these components of the solution in the form

\[(u^n_m, \sigma^n_m) = (U^n_m, \Sigma^n_m) + (w^n_m, \tau^n_m),\]

with the solution \((w^n_m, \tau^n_m)\) of the Dirichlet boundary value problem (73) for the data \(\hat{b} = 0, \hat{\varepsilon}_p = (C - \hat{C})(\hat{C})^{-1}\hat{\sigma}_m^n\), and with the solution \((U^n_m, \Sigma^n_m)\) of the problem (73) for the data \(\hat{b} = 0, \hat{\varepsilon}_p = \text{sym}(p^n_m)\). We thus obtain

\[\text{sym}(\nabla_x u^n_m) - \text{sym}(p^n_m) = (P_2 - I)\text{sym}(p^n_m) + \text{sym}(\nabla_x w^n_m),\]

where the operator \(P_2\) is defined in Definition A.8. We insert this equation into (29) and get that (30) can be rewritten in the form

\[
\frac{p^n_m - p^{n-1}_m}{h} \in \mathcal{G}(-M_m p^n_m - C_2 \text{Curl Curl} p^n_m + (\hat{\sigma}_m^n + \tau^n_m)),
\]

\[p^n_m(x) \times n(x) = 0, \quad x \in \partial \Omega,
\]

where

\[M_m := (C Q_2 + L) \text{sym} + \frac{1}{m} I : L^2(\Omega, \mathcal{M}^3) \rightarrow L^2(\Omega, \mathcal{M}^3),\]

with the Helmholtz projection \(Q_2\) and the operator \(L\) defined by (76). Here \(\mathcal{G}\) denotes the canonical extension of \(g\). Next, the problem (33) reads

\[\Psi(p^n_m) \ni \hat{\sigma}_m^n + \tau^n_m,
\]

where

\[\Psi(v) = \mathcal{G}^{-1}\left(\frac{v - p^{n-1}_m}{h}\right) + M_m(v) + \partial \Phi(v).
\]

Here, the functional \(\Phi : L^2(\Omega, \mathcal{M}^3) \rightarrow \mathbb{R}\) is given by

\[\Phi(v) := \begin{cases} 
\frac{1}{2} \int_{\Omega} |\text{Curl} v(x)|^2 \, dx, & v \in L^2_{\text{Curl,0}}(\Omega, \mathcal{M}^3), \\
+\infty, & \text{otherwise}.
\end{cases}
\]

That \(\Phi\) is a proper convex lower semicontinuous functional and \(\text{Curl Curl} = \partial \Phi\) is proved in Section 3. Since \(M_m\) is bounded, self-adjoint, and positive definite (see Corollary A.10 and the definition of \(M_m\)), it is maximal monotone by [Barbu 1976, Theorem II.1.3]. The last thing which we have to verify is whether the operator

\[\Psi = \mathcal{G}^{-1} + M_m + \partial \Phi\]

is maximal monotone. Since \(g \in \mathbb{M}(\Omega, \mathcal{M}^3, q, \alpha, m)\), using the boundedness of \(M_m\) we conclude that the domains of \(\mathcal{G}^{-1}\) and \(M_m\) are equal to the whole space
After integrating the last identity over $\bar{\mathcal{R}}$, Theorem 2.5 guarantees that the sum $\mathcal{G}^{-1} + M_m + \partial\Phi$ is maximal monotone with

$$\text{dom}(\Psi) = \text{dom}(\partial\Phi) := Z^2_{\text{Curl}}(\Omega, \mathcal{M}^3).$$

Since $M_m$ is coercive in $L^2(\Omega, \mathcal{M}^3)$, which obviously yields the coercivity of $\Psi$, the operator $\Psi$ is surjective by Theorem 2.6. Thus, we conclude that (35), as well as the problem (33), has the solutions with the required regularity, that is,

$$p^n_m \in Z^2_{\text{Curl}}(\Omega, \mathcal{M}^3).$$

By the constructions this implies that the boundary value problem (28)–(32) is solvable as well (for more details we refer the reader to [Alber and Chełmiński 2004]). Moreover, $p^n_m(x) \in \text{sl}(3)$ for a.e. $x \in \Omega$.

**Rothe approximation functions.** For any family $\{\xi^n_m\}_{n=0,\ldots,2^m}$ of functions in a reflexive Banach space $X$, we define the *piecewise affine interpolant* $\tilde{\xi}_m \in C([0, T_e]; X)$ by

$$\tilde{\xi}_m(t) := \left(\frac{t}{h} - (n-1)\right)\xi^n_m + \left(n - \frac{t}{h}\right)\xi^{n-1}_m \quad \text{for } (n-1)h \leq t \leq nh, \quad (36)$$

and the *piecewise constant interpolant* $\bar{\xi}_m \in L^\infty(0, T_e; X)$ by

$$\bar{\xi}_m(t) := \xi^n_m \quad \text{for } (n-1)h < t \leq nh, \quad n = 1, \ldots, 2^m, \quad \text{and } \bar{\xi}_m(0) := \xi^n_0. \quad (37)$$

For further analysis we recall the following property of $\tilde{\xi}_m$ and $\bar{\xi}_m$:

$$\|\tilde{\xi}_m\|_{L^q(0, T_e; X)} \leq \|\bar{\xi}_m\|_{L^q(-h, T_e; X)} \leq \left(\frac{1}{h}\|\xi^n_0\|_X + \frac{\|\tilde{\xi}_m\|_{L^q(0, T_e; X)}}{\|\bar{\xi}_m\|_{L^q(0, T_e; X)}}\right)^{1/q}, \quad (38)$$

where $\tilde{\xi}_m$ is formally extended to $t \leq 0$ by $\xi^n_0$ and $1 \leq q \leq \infty$; see [Roubíček 2005].

**A priori estimates.** Multiplying (28) by $\frac{u^n_m - u^{n-1}_m}{h}$ and integrating over $\Omega$ we get

$$(\sigma^n_m, \text{sym}(\nabla_x (u^n_m - u^{n-1}_m)/h))_\Omega = 0.$$

Equations (29) and (30) imply that for a.e. $x \in \Omega$

$$\sigma^n_m \cdot \left(\text{sym}(\nabla_x (u^n_m - u^{n-1}_m)/h) - C^{-1}[x](\sigma^n_m - \sigma^{n-1}_m)/h\right)$$

$$+ \sigma^n_m \cdot \left(C^{-1}[x](C[x] - \hat{C})(\hat{C})^{-1}(\hat{\sigma}^n_m - \hat{\sigma}^{n-1}_m)/h\right)$$

$$- \frac{p^n_m - p^{n-1}_m}{h} \cdot \left(C_1 \text{dev sym } p^n_m + \frac{1}{m} p^n_m + C_2 \text{Curl Curl } p^n_m\right) + \frac{p^n_m - p^{n-1}_m}{h} \cdot \hat{\sigma}^n_m$$

$$= \frac{1}{h} \left(\frac{p^n_m - p^{n-1}_m}{h}\right) \cdot \left(\frac{p^n_m - p^{n-1}_m}{h}\right).$$

After integrating the last identity over $\Omega$, the above computations imply
\[
\frac{1}{h} \left( \Sigma^{-1} \sigma_m^n, \sigma_m^n - \sigma_m^{n-1} \right)_\Omega + C_1 \frac{1}{h} (\text{dev sym}(p_m^n - p_m^{n-1}), \text{dev sym} p_m^n)_\Omega \\
+ \frac{1}{m h} (p_m^n - p_m^{n-1}, p_m^n)_\Omega + C_2 \frac{1}{h} (\text{Curl}(p_m^n - p_m^{n-1}), \text{Curl} p_m^n)_\Omega \\
+ \frac{\alpha}{q} \| \Sigma_{m,n} l \|_q^q + \frac{\alpha}{q^*} \left\| \frac{p_m^n - p_m^{n-1}}{h} \right\|_{q^*}^q \\
\leq \int_{\Omega} m(x) \, dx + \frac{1}{h} (\sigma_m^n, \tilde{C}(\hat{\sigma}_m^n - \hat{\sigma}_m^{n-1}))_\Omega + \frac{1}{h} (\hat{\sigma}_m^n, p_m^n - p_m^{n-1})_\Omega.
\]

where \( \tilde{C} := \Sigma^{-1} (\Sigma - \tilde{C}) (\tilde{C})^{-1} \). Multiplying by \( h \) and summing the obtained relation for \( n = 1, \ldots, l \) for any fixed \( l \in [1, 2^m] \) we derive the following inequality (here \( \mathbb{B} := \Sigma^{-1} \)):

\[
\frac{1}{2} \left( \| \mathbb{B}^{1/2} \Sigma_m^l \|_2^2 + C_1 \| \text{dev sym} p_m^l \|_2^2 + \frac{1}{m} \| p_m^l \|_2^2 + C_2 \| \text{Curl} p_m^l \|_2^2 \right) \\
+ \frac{h \alpha}{q} \sum_{n=1}^l \| \Sigma_{n,m} l \|_q^q + \frac{h \alpha}{q^*} \sum_{n=1}^l \left\| \frac{p_m^n - p_m^{n-1}}{h} \right\|_{q^*}^q \leq C^{(0)} + \int_{\Omega} m(x) \, dx \\
+ h \sum_{n=1}^l \left( \sigma_m^n, \tilde{C} \left( \frac{\hat{\sigma}_m^n - \hat{\sigma}_m^{n-1}}{h} \right) \right)_\Omega + h \sum_{n=1}^l \left( \hat{\sigma}_m^n, \frac{p_m^n - p_m^{n-1}}{h} \right)_\Omega, \quad (39)
\]

where

\[
2C^{(0)} := \| \mathbb{B}^{1/2} \sigma^{(0)} \|_2^2.
\]

Since \( \hat{\sigma}_m^n \in L^q(\Omega, \mathcal{F}^3) \), using Young’s inequality with \( \epsilon > 0 \) we get that

\[
\left( \frac{\hat{\sigma}_m^n}{h}, \frac{p_m^n - p_m^{n-1}}{h} \right)_\Omega \\
\leq \| \hat{\sigma}_m^n \|_q \left\| \frac{p_m^n - p_m^{n-1}}{h} \right\|_{q^*} \leq C_\epsilon \| \hat{\sigma}_m^n \|_q + \epsilon \left\| \frac{p_m^n - p_m^{n-1}}{h} \right\|_{q^*}, \quad (40)
\]

where \( C_\epsilon \) is a positive constant appearing in the Young inequality. Analogically, we obtain

\[
\left( \frac{\sigma_m^n}{h}, \frac{\tilde{C} \hat{\sigma}_m^n - \hat{\sigma}_m^{n-1}}{h} \right)_\Omega \leq \epsilon \| \sigma_m^n \|_2^2 + C_\epsilon \left\| \frac{\hat{\sigma}_m^n - \hat{\sigma}_m^{n-1}}{h} \right\|_2^2, \quad (41)
\]

\[5\] Here we use the inequality

\[
\sum_{n=1}^l (\phi_m^n - \phi_m^{n-1}, \phi_m^n)_\Omega = \frac{1}{2} \sum_{n=1}^l (\| \phi_m^n \|_2^2 - \| \phi_m^{n-1} \|_2^2) + \frac{1}{2} \sum_{n=1}^l \| \phi_m^n - \phi_m^{n-1} \|_2^2 \geq \frac{1}{2} \| \phi_m^n \|_2^2 - \frac{1}{2} \| \phi_m^n \|_2^2, \]

valid for any family of functions \( \phi_m^n, \phi_m^1, \ldots, \phi_m^m \).
with some other constant $C_e$. Combining inequalities (39), (40), and (41), and choosing an appropriate value for $\epsilon > 0$, we obtain the estimate

$$\frac{1}{2} \left( \| \mathbb{B}^{1/2} \sigma_m^l \|_2^2 + C_1 \| \text{dev sym } p_m^l \|_2^2 + \frac{1}{m} \| p_m^l \|_2^2 + C_2 \| \text{Curl } p_m^l \|_2^2 \right)$$

$$+ h \tilde{C}_e \sum_{n=1}^{l} \left( \| \Sigma_{n,m} \|_q + \frac{\| p_m^n - p_m^{n-1} \|_{q^*}}{h} \right)$$

$$\leq C(0) + \int_\Omega m(x) \, dx + h \epsilon \sum_{n=1}^{l} \| \sigma_m^n \|_2^2 + h \tilde{C}_e \sum_{n=1}^{l} \left( \| \hat{\sigma}_m^n \|_q + \frac{\| \hat{\sigma}_m^n - \hat{\sigma}_m^{n-1} \|_{q^*}}{h} \right),$$

(42)

where $\tilde{C}_e$, $\tilde{C}_\epsilon$, and $\hat{C}_\epsilon$ are some positive constants. Now, taking [Roubíček 2005, Remark 8.15] and the definition of Rothe’s approximation functions into account we rewrite (42) as follows:

$$\| \mathbb{B}^{1/2} \tilde{\sigma}_m(t) \|_2^2 + C_1 \| \text{dev sym } \tilde{p}_m(t) \|_2^2 + \frac{1}{m} \| \tilde{p}_m(t) \|_2^2 + C_2 \| \text{Curl } \tilde{p}_m(t) \|_2^2$$

$$+ 2 \tilde{C}_e \int_0^T \int_\Omega (|\partial_t p_m(x,t)|^q + |\Sigma_{m,n}\|_q^q) \, dx \, dt$$

$$\leq 2C(0) + \| m \|_{1,0} + \epsilon \| \sigma_m \|_{2,\Omega} + 2 \tilde{C}_e \| \hat{\sigma} \|_{W^{1,q}(0,T;L^q(\Omega;\mathcal{F}))}.$$ 

(43)

From (43) we get immediately that

$$\tilde{C}_e \| \sigma_m \|_{2,\Omega} (0,t) + C_1 \| \text{dev sym } \tilde{p}_m(t) \|_2^2 + \frac{1}{m} \| \tilde{p}_m(t) \|_2^2 + C_2 \| \text{Curl } \tilde{p}_m(t) \|_2^2$$

$$+ 2 \tilde{C}_e \| (\partial_t p_m) \|_{q^*,
}\text{dev sym } \tilde{p}_m \|_q(x,0,T_e) + |\Sigma_{m,n}\|_q^q \Omega (0,T_e))$$

$$\leq 2C(0) + \| m \|_{1,0} + 2 \tilde{C}_e \| \hat{\sigma} \|_{W^{1,q}(0,T;L^q(\Omega;\mathcal{F}))},$$

(44)

where $\tilde{C}_e$ is some other constant depending on $\epsilon$. Altogether, from estimate (44) we get that

$$\{ p_m \}_m \text{ is uniformly bounded in } W^{1,q^*}(0,T_e;L^q(\Omega,\mathcal{M}^3)),$$

(45)

$$\{ \text{dev sym } \tilde{p}_m \}_m \text{ is uniformly bounded in } L^\infty(0,T_e;L^2(\Omega,\mathcal{M}^3)),$$ 

(46)

$$\{ \sigma_m \}_m \text{ is uniformly bounded in } L^2(0,T_e;L^2(\Omega,\mathcal{F}^3)),$$ 

(47)

$$\{ \text{Curl } \tilde{p}_m \}_m \text{ is uniformly bounded in } L^\infty(0,T_e;L^2(\Omega,\mathcal{M}^3)),$$ 

(48)

$$\{ \Sigma_{m,n} \}_m \text{ is uniformly bounded in } L^q(0,T_e;L^q(\Omega,\mathcal{M}^3)),$$ 

(49)

$$\left\{ \frac{1}{\sqrt{m}} \tilde{p}_m \right\}_m \text{ is uniformly bounded in } L^\infty(0,T_e;L^2(\Omega,\mathcal{M}^3)).$$

(50)

In particular, the uniform boundedness of the sequences in (45)–(50) yields
\( \{u_m\}_m \) is uniformly bounded in \( W^{1,q^*}(0, T_e; W_0^{1,q^*}(\Omega, \mathbb{R}^3)) \),

\( \{ \text{Curl} \text{Curl} \tilde{p}_m \}_m \) is uniformly bounded in \( L^2(0, T_e; L^2(\Omega, \mathcal{M}^3)) \).

In view of (38), the estimates (45)–(52) further imply that the sequences \( \{\sigma_m\}_m \), \( \{\text{dev sym} p_m\}_m \), \( \{\text{Curl} p_m\}_m \), \( \{p_m / \sqrt{m}\}_m \), \( \{\Sigma_m^{\text{lin}}\}_m \), and \( \{\text{Curl Curl} p_m\}_m \) are also uniformly bounded in the corresponding spaces. As a result, we have

\[ \{p_m\}_m \] is uniformly bounded in \( L^{q^*}(0, T_e; Z_{\text{Curl}}^{q^*}(\Omega, \mathcal{M}^3)) \).  

Furthermore, due to (3), (46), (48), and (52) we obtain that

\[ \{\tilde{p}_m\}_m \text{ and } \{p_m\}_m \text{ are uniformly bounded in } L^2(0, T_e; Z_{\text{Curl}}^2(\Omega, \mathcal{M}^3)) \].

Moreover, (36) and (37) yield \( \{p_m(x, t), \tilde{p}_m(x, t)\}_m \in \mathfrak{sl}(3) \) for a.e. \( (x, t) \in \Omega_{T_e} \).

**Additional regularity of discrete solutions.** In order to get the additional a priori estimates, we extend the function \( b \) to \( t < 0 \) by setting \( b(t) = b(0) \). The extended function \( b \) is in the space \( W^{1,p}(-2h, T_e; W^{-1,p}(\Omega, \mathbb{R}^3)) \). Then, we set \( b_m^0 = b_m^{-1} := b(0) \). Let us further set

\[ p_m^{-1} := p_m^0 - h \hat{\gamma}(\Sigma_{0,m}^{\text{lin}}). \]

The assumption (18) implies that \( p_m^{-1} = 0 \). Next, we define functions \( (u_m^{-1}, \sigma_m^{-1}) \) and \( (u_m^0, \sigma_m^0) \) as solutions of the linear elasticity problem (73) to the data \( \hat{b} = b_m^{-1}, \hat{\gamma} = 0, \) and \( \hat{\epsilon}_p = 0 \) and \( \hat{b} = b_m^0, \hat{\gamma} = 0, \) and \( \hat{\epsilon}_p = 0 \), respectively. Obviously, the following estimate holds:

\[ \left\{ \left\| \frac{u_m^0 - u_m^{-1}}{h} \right\|_2, \left\| \frac{\sigma_m^0 - \sigma_m^{-1}}{h} \right\|_2 \right\} \leq C, \]

where \( C \) is some positive constant independent of \( m \). Taking now the incremental ratio of (30) for \( n = 1, \ldots, 2^m \), we obtain\(^{6}\)

\[ \rho_t p_m^n - \rho_t p_m^{n-1} = \mathcal{G}(\Sigma_{n,m}^{\text{lin}}) - \mathcal{G}(\Sigma_{(n-1),m}^{\text{lin}}). \]

Let us now multiply the last identity by \(- (\Sigma_{n,m}^{\text{lin}} - \Sigma_{(n-1),m}^{\text{lin}}) / h \).

Then, using the monotonicity of \( \mathcal{G} \) we obtain

\[ \frac{1}{m}(\rho_t p_m^n - \rho_t p_m^{n-1}, \rho_t p_m^n)_{\Omega} \]

\[ + \left( \rho_t p_m^n - \rho_t p_m^{n-1}, \text{dev sym}(\rho_t p_m^n)_{\Omega} \right) + \left( \rho_t p_m^n - \rho_t p_m^{n-1}, \text{Curl Curl}(\rho_t p_m^n)_{\Omega} \right) \leq (\rho_t p_m^n - \rho_t p_m^{n-1}, \rho_t \sigma_m^n)_{\Omega} + (\rho_t p_m^n - \rho_t p_m^{n-1}, \rho_t \hat{\sigma}_m^n)_{\Omega}. \]

---

\(^{6}\)For simplicity we use the notation \( \rho_t \phi_m^n := (\phi_m^n - \phi_m^{n-1}) / h \), where \( \phi_m^0, \phi_m^1, \ldots, \phi_m^m \) is any family of functions.
With (28) and (29) the previous inequality can be rewritten as follows:

$$
\frac{1}{m} (rt\ p_m^n - rt\ p_m^{n-1}, rt\ p_m^n) + \left( rt\ p_m^n - rt\ p_m^{n-1}, \text{dev sym}(rt\ p_m^n) \right)_\Omega \\
+ \left( rt\ p_m^n - rt\ p_m^{n-1}, \text{Curl} (rt\ p_m^n) \right)_\Omega + (rt\ \sigma_m^n - rt\ \sigma_m^{n-1}, C^{-1} rt\ \sigma_m^n)_\Omega \\
\leq (rt\ \hat{\sigma}_m^n - rt\ \hat{\sigma}_m^{n-1}, \bar{C}\ rt\ \sigma_m^n)_\Omega + (rt\ p_m^n - rt\ p_m^{n-1}, rt\ \hat{\sigma}_m^n)_\Omega.
$$

As in the proof of (39), multiplying the last inequality by $h$ and summing with respect to $n$ from 1 to $l$ for any fixed $l \in [1, 2^m]$ we get the estimate

$$
\frac{h}{m} \|rt\ p_m^l\|_2^2 + h \|\text{dev sym} (rt\ p_m^l)\|_2^2 + h \|\text{Curl} (rt\ p_m^l)\|_2^2 \\
\leq 2hC^{(0)} + 2h \sum_{n=1}^l (rt\ \hat{\sigma}_m^n, rt\ p_m^n - rt\ p_m^{n-1}) + 2h \sum_{n=1}^l (rt\ \hat{\sigma}_m^n - rt\ \hat{\sigma}_m^{n-1}, \bar{C}\ rt\ \sigma_m^n)_\Omega,
$$

where now $C^{(0)}$ is defined by

$$
2C^{(0)} := \|B^{1/2} rt\ \sigma^0_m\|_2^2.
$$

We note that (55) yields the uniform boundness of $C^{(0)}$ with respect to $m$. Summing now (56) for $l = 1, \ldots, 2^m$ we derive the inequality

$$
\frac{1}{m} \|\partial_t p_m\|_{2,\Omega_r^e} + \|\text{dev sym} (\partial_t p_m)\|_{2,\Omega_r^e} + \|\text{Curl} (\partial_t p_m)\|_{2,\Omega_r^e} \\
+ C\|\partial_t \sigma_m\|_{2,\Omega_r^e} \leq C\|\partial_t \sigma_m\|_{2,\Omega_r^e} + C\|\partial_t \sigma_m\|_{2,\Omega_r^e} + \|\partial_t p_m\|_{2,\Omega_r^e}.
$$

Using now inequality (3), the condition $\partial_t p_m(x, t) \in \mathfrak{s}(3)$ for a.e. $(x, t) \in \Omega_T^e$, and Young’s inequality with $\epsilon > 0$ in (57), we obtain that

$$
\frac{1}{m} \|\partial_t p_m\|_{2,\Omega_r^e} + C\epsilon\|\partial_t p_m\|_{2,\Omega_r^e} + C\epsilon\|\partial_t \sigma_m\|_{2,\Omega_r^e} \leq C\|\partial_t \hat{\sigma}_m\|_{2,\Omega_r^e}.
$$

Since $\hat{\sigma}_m$ is uniformly bounded in $W^{1,q}(\Omega_T^e, S^3)$, estimates (57) and (58) imply

$$
\{\text{dev sym} \partial_t p_m\}_m \text{ is uniformly bounded in } L^2(0, T_e; L^2(\Omega, \mathbb{M}^3)),
$$

$$
\{\partial_t \sigma_m\}_m \text{ is uniformly bounded in } L^2(0, T_e; L^2(\Omega, \mathbb{M}^3)),
$$

$$
\{\text{Curl} \partial_t p_m\}_m \text{ is uniformly bounded in } L^2(0, T_e; L^2(\Omega, \mathbb{M}^3)),
$$

$$
\left\{ \frac{1}{\sqrt{m}} \partial_t p_m \right\}_m \text{ is uniformly bounded in } L^2(0, T_e; L^2(\Omega, \mathbb{M}^3))
$$

$$
\{p_m\}_m \text{ is uniformly bounded in } H^1(0, T_e; L^2_{\text{Curl}}(\Omega, \mathbb{M}^3)).
$$

**Existence of solutions.** By estimates (45)–(54) and (59)–(63) and at the expense of extracting a subsequence, we have that the sequences in (45)–(54) and (59)–(63) converge with respect to weak and weak-star topologies in corresponding spaces,
respectively. Next, we claim that weak limits of \( \{ \tilde{p}_m \}_m \) and \( \{ p_m \}_m \) coincide. Indeed, using (45) this can be shown as follows:

\[
\| p_m - \tilde{p}_m \|_{\Omega_T}^2 = \frac{h^2 + 1}{2} \sum_{n=1}^m \left\| \frac{p_m - p_m^{n-1}}{h} \right\|_2^2 dt = \frac{h^2 + 1}{2} \sum_{n=1}^m \left\| \frac{p_m - p_m^{n-1}}{h} \right\|_2 = \frac{h^2 + 1}{2} \left\| dp_m \right\|_{2, \Omega_T}^2,
\]

which implies that \( \tilde{p}_m - p_m \) converges strongly to 0 in \( L^2(\Omega_T, M^3) \). The proof of the fact that the difference \( \sigma_m - \sigma_m \) converges weakly to 0 in \( L^2(\Omega_T, S^3) \) can be performed as on p. 210 of [Roubíček 2005]. For the reader’s convenience we reproduce the reasoning used there. Let us choose some appropriate number \( d \in \mathbb{N} \) and then fix any integer \( n_0 \in [1, 2^d] \). Let \( h_0 = T_e/2^{n_0} \). Consider functions \( I_{[h_0(n_0-1), h_0(n_0)]} v \) with \( v \in L^2(\Omega, S^3) \), where \( I_K \) denotes the indicator function of a set \( K \). We note that, according to Proposition 1.36 of the same reference, the linear combinations of all such functions are dense in \( L^2(\Omega_T, S^3) \). Then for any \( h \leq h_0 \), we have

\[
(\sigma_m - \sigma_m, I_{[h_0(n_0-1), h_0(n_0)]} v)_{\Omega_T} = \int_{h_0(n_0-1)}^{h_0n_0} (\sigma_m(t) - \sigma_m(t), v)_{\Omega_T} \, dt = \sum_{n=h_0n_0}^{h_0n_0/h} \int_{(n-1)h}^{nh} \left[ (\sigma_m^{n-1} - \sigma_m^{n-1}) \frac{t - nh}{h}, v \right]_{\Omega_T} \, dt = -\frac{h}{2} (\sigma_m^{h_0n_0/h} - \sigma_m^{h_0(n_0-1)/h}, v)_{\Omega_T} = -\frac{h}{2} (\tilde{\sigma}_m (h_0n_0) - \tilde{\sigma}_m (h_0(n_0 - 1)), v)_{\Omega_T}.
\]

Employing (47) we get that \( \sigma_m - \sigma_m \) converges weakly to 0 in \( L^2(\Omega_T, S^3) \). Next, by (50) the sequence \( \{ p_m / m \}_m \) converges strongly to 0 in \( L^2(\Omega_T, M^3) \). Summarizing all observations made above we may conclude that the limit functions denoted by \( \tilde{v}, \tilde{\sigma}, p \), and \( \Sigma^{\text{lin}} \) have the following properties:

\[
(\tilde{v}, \tilde{\sigma}) \in H^1(0, T_e; H^1_0(\Omega, \mathbb{R}^3) \times L^2(\Omega, S^3)), \quad \Sigma^{\text{lin}} \in L^q(\Omega_T, M^3), \quad p \in H^1(0, T_e; L^2_{\text{Curl}}(\Omega, M^3)) \cap L^2(0, T_e; Z_{\text{Curl}}^2(\Omega, M^3)).
\]

Moreover, \( p(x, t) \in \mathfrak{sl}(3) \) holds for a.e. \( (x, t) \in \Omega_T \). Before passing to the weak limit, we note that the Rothe approximation functions satisfy the equations

\[
- \text{div}_x \tilde{\sigma}_m(x, t) = \tilde{b}_m(x, t), \quad \sigma_m(x, t) = \mathbb{C}(\text{sym} (\nabla_x u_m(x, t) - p_m(x, t))) + (\mathbb{C}[x] - \hat{\mathbb{C}})(\hat{\mathbb{C}})^{-1} \tilde{\sigma}_m(x), \quad \partial_t p_m(x, t) \in g(\Sigma^{\text{lin}}_m(x, t)),
\]

\[\text{We recall that } h \text{ is chosen to be equal to } T_e/2^m \text{ for some } m \in \mathbb{N}.\]
together with the initial and boundary conditions

\[ p_m(x, 0) = 0, \quad x \in \Omega, \]  
\[ p_m(x, t) \times n(x) = 0, \quad x \in \partial \Omega, \]  
\[ u_m(x, t) = 0, \quad x \in \partial \Omega. \]  

Passing to the weak limit in (64), (65), and (69) we obtain that the limit functions \( \tilde{v}, \tilde{\sigma}, p, \) and \( \Sigma^{\text{lin}} \) satisfy (22) and (27). To show that the limit functions satisfy also (24) we proceed as follows: As above, the system (64)–(69) can be rewritten as

\[
\int_0^{T_e} \int_\Omega \left( g^{-1}(\partial_t p_m(x, t)) \cdot \partial_t p_m(x, t) \right) dx \, dt \leq \left( \partial_t p, \tilde{\sigma} + \hat{\sigma} - \text{dev sym} \, p - \text{Curl} \, \text{Curl} \, p \right)_{\Omega_{T_e}}. \tag{71}
\]

Due to (59)–(63) and Lemma B.11 we can pass to the weak limit inferior in (70) to get the following inequality:

\[
\limsup_{m \to \infty} \int_0^{T_e} \int_\Omega \left( g^{-1}(\partial_t p_m(x, t)) \cdot \partial_t p_m(x, t) \right) dx \, dt \leq \left( \partial_t p, \tilde{\sigma} + \hat{\sigma} - \text{dev sym} \, p - \text{Curl} \, \text{Curl} \, p \right)_{\Omega_{T_e}}. \tag{72}
\]

Since \( \mathcal{G}^{-1} \) is pseudomonotone, inequality (72) yields that, for a.e. \( (x, t) \in \Omega_{T_e}, \)

\[
\partial_t p(x, s) \in g(\tilde{\sigma}(x, t) + \hat{\sigma}(x, t) - \text{dev sym} \, p(x, t) - \text{Curl} \, \text{Curl} \, p(x, t)).
\]

Therefore, we conclude that the limit functions \( \tilde{v}, \tilde{\sigma}, p, \) and \( \Sigma^{\text{lin}} \) satisfy (22)–(27) and the existence of strong solutions is herewith established.

This completes the proof of Theorem 4.7. \( \square \)

**Appendix A: Helmholtz’s projection**

In this section we present some results concerning projection operators to spaces of tensor fields, which are symmetric gradients, and to spaces of tensor fields with vanishing divergence. For details the reader is referred to [Alber and Chelmiński 2007].
In linear elasticity theory it is well known (see [Giusti 2003, Theorem 10.15]) that a Dirichlet boundary value problem formed by the equations

\[-\text{div}_x \sigma(x) = \hat{b}(x), \quad x \in \Omega, \quad \text{(73)}\]

\[\sigma(x) = C(x)(\text{sym}(\nabla_x u(x)) - \hat{\varepsilon}_p(x)), \quad x \in \Omega, \quad \text{(74)}\]

\[u(x) = 0, \quad x \in \partial \Omega, \quad \text{(75)}\]

for given \(\hat{b} \in W^{-1,q}(\Omega, \mathbb{R}^3)\) and \(\hat{\varepsilon}_p \in L^q(\Omega, \mathcal{F}^3)\) has a unique weak solution \((u, \sigma) \in W^{1,q}_0(\Omega, \mathbb{R}^3) \times L^q(\Omega, \mathcal{F}^3)\) provided the open set \(\Omega\) has a \(C^1\)-boundary and \(C \in C(\bar{\Omega}, \mathcal{F}^3)\). Here the number \(q\) satisfies \(1 < q < \infty\). For \(\hat{b} = 0\) the solution of (73) satisfies the inequality

\[\|\text{sym}(\nabla_x u)\|_q \leq C\|\hat{\varepsilon}_p\|_q\]

with some positive constant \(C\).

**Definition A.8.** For every \(\hat{\varepsilon}_p \in L^q(\Omega, \mathcal{F}^3)\) we define a linear operator \(P_q : L^q(\Omega, \mathcal{F}^3) \rightarrow L^q(\Omega, \mathcal{F}^3)\) by

\[P_q \hat{\varepsilon}_p := \text{sym}(\nabla_x u),\]

where \(u \in W^{1,q}_0(\Omega, \mathbb{R}^3)\) is the unique weak solution of (73) to the given function \(\hat{\varepsilon}_p\) and \(\hat{b} = 0\).

Next, a subset \(\mathcal{G}^q\) of \(L^q(\Omega, \mathcal{F}^3)\) is defined by

\[\mathcal{G}^q = \{\text{sym}(\nabla_x u) \mid u \in W^{1,q}_0(\Omega, \mathbb{R}^3)\}.\]

The main properties of \(P_q\) are stated in the following lemma.

**Lemma A.9.** For every \(1 < q < \infty\) the operator \(P_p\) is a bounded projector onto the subset \(\mathcal{G}^q\) of \(L^q(\Omega, \mathcal{F}^3)\). The projector \((P_q)^*\) adjoint with respect to the bilinear form \([\xi, \zeta]_\Omega := (\xi, \zeta)_\Omega\) on \(L^q(\Omega, \mathcal{F}^3) \times L^{q^*}(\Omega, \mathcal{F}^3)\) satisfies

\[(P_q)^* = P_{q^*}, \quad \text{where} \quad \frac{1}{q^*} + \frac{1}{q} = 1.\]

Due to Lemma A.9 the projection operator

\[Q_q = (I - P_q) : L^q(\Omega, \mathcal{F}^3) \rightarrow L^q(\Omega, \mathcal{F}^3)\]

is well defined and generalizes the classical Helmholtz projection.

Let \(L : \mathcal{F}^3 \rightarrow \mathcal{F}^3\) be the linear, positive semidefinite mapping given by

\[L v = C_1 \text{dev} v. \quad \text{(76)}\]

The next result is needed for the subsequent analysis.
Corollary A.10. Let

\((CP_{q} + L)^*\)

be the operator adjoint to \(CP_{q} + L : L^q(\Omega, \mathcal{F}^3) \to L^q(\Omega, \mathcal{F}^3)\) with respect to the bilinear form \((\xi, \zeta)_{\Omega}\) on the product space \(L^q(\Omega, \mathcal{F}^3) \times L^q(\Omega, \mathcal{F}^3)\). Then \((CP_{q} + L)^* = CP_{q^*} + L\). Moreover, the operator \(CQ_{2} + L\) is nonnegative and self-adjoint.

For the proof of this result the reader is referred to [Alber and Chełmiński 2004].

Appendix B

In this appendix we prove the following lemma (see [Roubíček 2005]).

Lemma B.11. Let \(X\) be a reflexive Banach space embedded continuously and densely into a Hilbert space \(H\), let the functions \(\phi_{m}\) and \(\bar{\phi}_{m}\) be defined by (36) and (37) for any family of functions \(\phi^0_m, \phi^1_m, \ldots, \phi^m_m\), respectively, and let \(\phi\) be a weak limit of \(\phi_m\). Then the following inequality:

\[
\limsup_{m \to \infty} \left\langle \frac{d\phi_m}{dt}, \bar{\phi}_m \right\rangle_{L^q(X^*), L^p(X)} \geq \left\langle \frac{d\phi}{dt}, \phi \right\rangle_{L^q(X^*), L^p(X)}
\]

holds, where \(\langle \cdot, \cdot \rangle_{L^q(X^*), L^p(X)}\) denotes the dual pairing between \(L^p(X)\) and \(L^q(X^*)\).

Proof. The last inequality results from the next line by taking \(\lim sup\) from both sides and using the lower semicontinuity of the norm

\[
\left\langle \frac{d\phi_m}{dt}, \bar{\phi}_m \right\rangle_{L^q(X^*), L^p(X)} = \sum_{n=1}^{m} \int_{h(n-1)}^{hn} \langle \frac{\phi^n_m - \phi^{n-1}_m}{h}, \phi^n_m \rangle_{X^*, X} dt = \sum_{n=1}^{m} \langle \phi^n_m - \phi^{n-1}_m, \phi^n_m \rangle_{X^*, X}
\]

\[
= \sum_{n=1}^{m} \frac{1}{2} \left\| \phi^n_m \right\|^2_H - \frac{1}{2} \left\| \phi^{n-1}_m \right\|^2_H + \frac{1}{2} \left\| \phi^n_m - \phi^{n-1}_m \right\|^2_H \geq \frac{1}{2} \left\| \phi^n_m \right\|^2_H - \frac{1}{2} \left\| \phi^{n-1}_m \right\|^2_H.
\]

The proof is completed by generalized integration by parts. □
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SYMMEY CLASSES FOR EVEN-ORDER TENSORS

MARC OLIVE AND NICOLAS AUFFRAY

We give a complete general answer to the problem, recurrent in continuum mechanics, of determining of the number and type of symmetry classes of an even-order tensor space. This kind of investigation was initiated for the space of elasticity tensors, and since then different authors have solved this problem for other kinds of physics, such as photoelectricity, piezoelectricity, flexoelectricity, and strain-gradient elasticity. All these problems were treated using the same computational method, which, though effective, has the drawback of not providing general results. Furthermore, its complexity increases with the tensorial order. Here we provide general theorems that directly give the desired results for any even-order constitutive tensor. As an illustration of this method, and for the first time, the symmetry classes of all even-order tensors of Mindlin second strain-gradient elasticity are provided.

1. Introduction

Physical motivation. In the last years there has been increased interest in generalized continuum theories; see, for example, [Forest 1998; dell’Isola et al. 2009; 2012; Lebée and Sab 2011]. These works, based on the pioneering articles [Toupin 1962; Mindlin 1964; 1965], propose extended kinematic formulations, to take into account size effects within the continuum. The price to be paid for this is the appearance of tensors of order greater than four in the constitutive relations. These higher-order objects are difficult to handle and extracting physically meaningful information from them is not straightforward. The aim of this paper is to provide general results concerning the type and number of anisotropic systems an even-order tensor can have.

Such results have important applications, at least, for the modeling and numerical implementation of nonclassical linear constitutive laws:

Modeling: The purpose of modeling is, given a material and a set of physical variables of interest, to construct the more general constitutive law (a linear one, in the present context) that describes the behavior of that material. An example of such a method is provided in [Thionnet and Martin 2006], where,
given a set of variables $V$ and the material symmetry group $S$, the authors derive mechanical behavior laws using the theory of invariants and continuum thermodynamics. In such regard our results will say, without making any computation whether or not $S$ is contained in the set of symmetry classes of $\mathcal{L}(v, v')$ the space of linear maps from $v \in V$ to $v' \in V$.

**Numerical implementation:** To implement a new linear constitutive law in a finite-element code, one has to know the complete set of matrices needed to model the associated anisotropic behavior. In that regard, our result is a precious guideline, as it tells you how many matrices there are and how to construct them. This is illustrated in the case of three-dimensional strain gradient elasticity in [Auffray et al. 2013].

**Constitutive tensors symmetry classes.** In mechanics, constitutive laws are usually expressed in terms of tensorial relations between the gradients of primary variables and their fluxes [Gu and He 2011]. As is well known, this feature is not restricted to linear behaviors, since tensorial relations appear in the tangential formulation of nonlinear ones [Triantafyllidis and Bardenhagen 1996]. It is also known that a general tensorial relation can be divided into classes according to its symmetry properties. Such classes are known in mechanics as symmetry classes [Forte and Vianello 1996], and in mathematical physics as isotropic classes or strata [Abud and Sartori 1983; Auffray et al. 2011].

In the case of second-order tensors, the determination of symmetry classes is rather simple. Using spectral analysis it can be concluded that any second-order symmetric tensor\(^1\) can either be orthotropic ($[D_2]$), transverse isotropic ($[O(2)]$), or isotropic ($[SO(3)]$). Such tensors are commonly used to describe, for example, heat conduction and electric permittivity.

For higher-order tensors, the determination of the set of symmetry classes is more involved, and is mostly based on an approach introduced in [Forte and Vianello 1996] for the case of elasticity. Let us briefly detail this case.

The vector space of elasticity tensors, denoted by $\mathcal{E}_{la}$ throughout this paper, is the subspace of fourth-order tensors endowed with the following index symmetries:

- **Minor symmetries:** $E_{ijkl} = E_{jikl} = E_{jilk}$.
- **Major symmetry:** $E_{ijkl} = E_{klij}$.

Symmetries will be specified using notation such as $E_{(ij) (kl)}$, where $(\ldots)$ indicates invariance under permutation of the indices in parentheses, and $\ldots \ldots$ indicates invariance with respect to permutations of the underlined blocks. Index symmetries encode the physics described by the mathematical operator. The minor symmetries

\(^{1}\)Such a tensor is related to a symmetric matrix, which can be diagonalized in an orthogonal basis. The stated result is related to this diagonalization.
stem from the fact that rigid body motions do not induce deformation (the symmetry of $\varepsilon$), and that the material is not subjected to volumic couple (the symmetry of $\sigma$). The major symmetry is the consequence of the existence of free energy. An elasticity tensor, $E$, can be viewed as a symmetric linear operator on $\mathbb{T}_{(ij)}$, the space of symmetric second-order tensors. According to [Forte and Vianello 1996], for the classical action of $\text{SO}(3)$, $E_{\text{la}}$ is divided into eight symmetry classes (see page 183 for the notation):

$$[E_{\text{la}}] = \{[1], [Z_2], [D_2], [D_3], [D_4], [O(2)], [C], [\text{SO}(3)]\},$$

which correspond, respectively, to the following physical classes: triclinic, monoclinic, orthotropic, trigonal, tetragonal, transverse isotropic, cubic, and isotropic. Besides this fundamental result, the interest of the Forte and Vianello paper was to provide a general method to determine the symmetry classes of any tensor space [Auffray et al. 2011]. Other results have been obtained by this method since then:

<table>
<thead>
<tr>
<th>Property</th>
<th>Tensor</th>
<th>Number of classes</th>
<th>Action</th>
<th>Studied in</th>
</tr>
</thead>
<tbody>
<tr>
<td>Photoelasticity</td>
<td>$T_{(ij)(kl)}$</td>
<td>12</td>
<td>$\text{SO}(3)$</td>
<td>[Forte and Vianello 1997]</td>
</tr>
<tr>
<td>Piezoelectricity</td>
<td>$T_{(ij)k}$</td>
<td>15</td>
<td>$\text{O}(3)$</td>
<td>[Geymonat and Weller 2002]</td>
</tr>
<tr>
<td>Flexoelectricity</td>
<td>$T_{(ij)kl}$</td>
<td>12</td>
<td>$\text{SO}(3)$</td>
<td>[Le Quang and He 2011]</td>
</tr>
<tr>
<td>A set of tensors</td>
<td>$T_{ijklmn}$</td>
<td>14 or 17</td>
<td>$\text{SO}(3)$</td>
<td>[Le Quang et al. 2012]</td>
</tr>
<tr>
<td>of order six</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**The limitations of the Forte–Vianello approach.** The method introduced by Forte and Vianello is actually the most general. But, at the same time, it suffers from at least two limitations:

1. The computation of the harmonic decomposition.
2. The specificity of the study for each kind of tensor.

In its original setting, the method requires the computation of the explicit harmonic decomposition of the studied tensor, that is, its decomposition into the sum of its $\text{SO}(3)$-irreducible components, also known as harmonic tensors. Its explicit computation, which is generally based on an algorithm introduced by Spencer [1970], turns out to be intractable in practice as the tensorial order increases. But

---

2. These symmetry classes are subgroups of the group $\text{SO}(3)$ of space rotations. This is because the elasticity tensor is of even order. To treat odd-order tensors, the full orthogonal group $\text{O}(3)$ has to be considered.

3. Some other methods can be found in the literature, such as counting the symmetry planes [Chadwick et al. 2001], or studying the $\text{SU}(2)$-action on $E_{\text{la}}$ [Bóna et al. 2004], and others, but these methods are difficult to generalize to arbitrary vector spaces.

4. Harmonic tensors are completely symmetric and traceless. They inherit this name because of a well-known isomorphism in $\mathbb{R}^3$ between these tensors and harmonic polynomials [Backus 1970].
this is not a real problem, since the only information needed is the number of different harmonic tensors of each order appearing in the decomposition, that is, the isotypic decomposition. Based on arguments presented in [Jerphagnon et al. 1978], there exists a direct procedure to obtain this isotypic decomposition from the tensor index symmetries [Auffray 2008]. Such an approach has been used in [Le Quang et al. 2012] to obtain the symmetry classes of sixth-order tensors.

As each kind of tensor space requires specific study, this specificity constitutes the other limitation of the method. This remark has to be considered together with the observation that, for even-order tensors it seems that there exist only two possibilities. Namely, a tensor space has as many classes as

- the full symmetric tensor space (for example, $E_{la}$ is divided into eight classes, like the full symmetric tensor space [Forte and Vianello 1996]), or
- the generic tensor space$^{5}$ (other fourth-order tensor spaces such as those of photoelasticity [Forte and Vianello 1997], flexoelectricity [Le Quang and He 2011], etc., are divided into 12 classes, like the generic tensor space).

The same observation can also be made for second and sixth-order tensors [Le Quang et al. 2012]. Understanding the general rule behind this observation would be an important result in mechanics. Its practical implication is the direct determination of the number and the type of symmetry classes for any constitutive law, no matter its order. This result is valuable for understanding generalized continuum theories, in which higher-order tensors are involved in constitutive laws.

**Organization of the paper.** In Section 2, the main results of this paper, Theorems I, II, and III, are stated. As an application, the symmetry classes of the even-order constitutive tensor spaces of Mindlin second strain-gradient elasticity are determined. Results concerning the sixth-order coupling tensor and the eighth-order second strain-gradient tensor are given for the first time. Obtaining the same results with the Forte–Vianello approach would have been much more difficult. Other sections are dedicated to the construction of our proofs. In Section 3, the mathematical framework used to obtain our result is introduced. Thereafter, we study the symmetry classes of a couple of harmonic tensors, which is the main purpose of the tool named the *clips operator*. We then give the associated results for couples of $SO(3)$-closed subgroups (Theorem 4.6 and Table 2). Thanks to these results, and with the help of previous work on the topic [Ihrig and Golubitsky 1984], we obtain in Section 5 some general results concerning symmetry classes for general even-order tensors. In Section 6 our main results are finally proved. The Appendix is devoted to proofs and the calculus of clips operations.

---

$^{5}$The $n$-th order generic tensor is a $n$-th order tensor with no index symmetry.
2. Main results

In this section, our main results are stated. In the first subsection, the construction of constitutive tensor spaces (CTS) is discussed. This construction allows us to formulate our main results in the next subsection. Finally, the application of these results to Mindlin second strain-gradient elasticity (SSGE) is considered. Precise mathematical definitions of the symmetry classes are given in Section 3.

Construction of CTS. Linear constitutive laws are linear maps between the gradients of primary physical quantities and their fluxes. Each of these physical quantities (see Table 1 on the next page) is in fact related to subspaces of tensors spaces; these subspaces will be called state tensor spaces (STS). These STS will be the primitive notion from which the CTS will be constructed.

Notation. $\mathcal{L}(F, G)$ will indicate the vector space of linear maps from $F$ to $G$.

Now we consider two STS, $E_1 = \mathbb{T}_G$ and $E_2 = \mathbb{T}_f$, respectively of order $p$ and order $q$, possibly with index symmetries. As a consequence, they belong to subspaces of $\otimes^p \mathbb{R}^3$ and $\otimes^q \mathbb{R}^3$. A constitutive tensor $C$ is a linear map between $E_1$ and $E_2$, that is, an element of the space $\mathcal{L}(E_1, E_2)$. This space is isomorphic, modulo the use of an euclidean metric, to $E_1 \otimes E_2$. Physical properties lead to some index symmetries on $C \in E_1 \otimes E_2$; thus the vector space of such $C$ is some vector subspace $\mathbb{T}_C$ of $E_1 \otimes E_2$.

Now, each of the spaces $E_1$, $E_2$, and $E_1 \otimes E_2$ has natural $O(3)$ actions. In this paper, we are concerned with cases in which $p + q = 2n$. In such a situation, it is known that the $O(3)$-action on $E_1 \otimes E_2$ reduces to that of $SO(3)$ [Forte and Vianello 1996]. We therefore have

$$\mathcal{L}(E_1, E_2) \simeq E_1 \otimes E_2 \subset \mathbb{T}^p \otimes \mathbb{T}^q = \mathbb{T}^{p+q=2n}.$$ 

Here are some examples of this construction:

<table>
<thead>
<tr>
<th>Property</th>
<th>$E_1$</th>
<th>$E_2$</th>
<th>Tensor product for CTS</th>
<th>Number of classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elasticity</td>
<td>$\mathbb{T}_{(ij)}$</td>
<td>$\mathbb{T}_{(ij)}$</td>
<td>Symmetric</td>
<td>8</td>
</tr>
<tr>
<td>Photoelasticity</td>
<td>$\mathbb{T}_{(ij)}$</td>
<td>$\mathbb{T}_{(ij)}$</td>
<td>Standard</td>
<td>12</td>
</tr>
<tr>
<td>Flexoelectricity</td>
<td>$\mathbb{T}_{(ij)k}$</td>
<td>$\mathbb{T}_i$</td>
<td>Standard</td>
<td>12</td>
</tr>
<tr>
<td>First-gradient elasticity</td>
<td>$\mathbb{T}_{(ij)k}$</td>
<td>$\mathbb{T}_{(ij)k}$</td>
<td>Symmetric</td>
<td>17</td>
</tr>
</tbody>
</table>

This table shows two kinds of CTS, describing respectively:

- coupled physics (tensors such as photoelasticity and flexoelectricity, encoding the coupling between two different physics), and

---

6Because of some symmetries.
Table 1. Physical and mathematical links.

- proper physics (tensors such as classical and first-gradient elasticities, describing a single physical phenomenon).

On the mathematical side this implies:

- Coupled physics: the spaces $E_1$ and $E_2$ may differ, and when $E_1 = E_2$ linear maps are not self-adjoint.
- Proper physics: we have $E_1 = E_2$ and linear maps are self-adjoint.$^7$

Therefore, the elasticity tensor is a self-adjoint linear map between the vector space of deformation tensors and the vector space of stress tensors. These two spaces are modeled on $\mathbb{T}_{(ij)}$. The vector space of elasticity tensors is therefore completely determined by $\mathbb{T}_{(ij)}$ and the symmetric nature of the tensor product, that is, $Ela = \mathbb{T}_{(ij)} \otimes^S \mathbb{T}_{(kl)}$, where $\otimes^S$ denotes the symmetric tensor product. On the side of coupling tensors, flexoelectricity is a linear map between $E_1 = \mathbb{T}_{(ij)k}$, the space of deformation gradients, and $E_2 = \mathbb{T}_l$, the electric polarization; therefore $\text{Flex} = \mathbb{T}_{(ij)k} \otimes \mathbb{T}_l$.

Symmetry classes of even-order tensor spaces. Consider an even-order CTS $\mathbb{T}^{2n}$. It is known [Jerphagnon et al. 1978] that this space can be decomposed orthogonally$^8$ into a full symmetric space and a complementary one which is isomorphic to a tensor space of order $2n - 1$, that is:

$$\mathbb{T}^{2n} = \mathbb{S}^{2n} \oplus \mathbb{C}^{2n-1}.$$  

Let us introduce:

$\mathbb{S}^{2n}$: the vector space of $2n$-th order completely symmetric tensors.

$\mathbb{G}^{2n}$: the vector space of $2n$-th order tensors with no index symmetries.$^9$

The following observation is obvious:

$$\mathbb{S}^{2n} \subseteq \mathbb{T}^{2n} \subseteq \mathbb{G}^{2n},$$  

\[ \text{This is a consequence of the assumption of the existence of a free energy.} \]

\[ \text{The related dot product is constructed by } 2n \text{ products of the } \mathbb{R}^3 \text{ canonical one.} \]

\[ \text{Formally this space is constructed as } \mathbb{G}^{2n} = \bigotimes^{2n} \mathbb{R}^3. \]
and therefore, if we denote by $\mathcal{I}$ the operator which gives to a tensor space the set of its symmetry classes, we obtain:

$$\mathcal{I}(\mathbb{S}^{2n}) \subseteq \mathcal{I}(\mathbb{T}^{2n}) \subseteq \mathcal{I}(\mathbb{G}^{2n}).$$

The symmetry group of even-order tensors is conjugate to SO(3)-closed subgroups [Zheng and Boehler 1994; Forte and Vianello 1996]. Classification of SO(3)-closed subgroups is a classical result that can be found in many references [Ihrig and Golubitsky 1984; Sternberg 1994]. These subgroups are, up to conjugacy:

**Lemma 2.1.** Every closed subgroup of SO(3) is conjugate to precisely one group from the following list:

$$\{1, Z_n, D_n, T, C, F, SO(2), O(2), SO(3)\}.$$

Among these groups, we can distinguish:

**Planar groups:** $\{1, Z_n, D_n, SO(2), O(2)\}$, which are O(2)-closed subgroups.

**Exceptional groups:** $\{T, C, F, SO(3)\}$, of which the first three are rotational symmetry groups of Platonic polyhedra.

Let us detail first the set of planar subgroups. We fix a base $(i; j; k)$ of $\mathbb{R}^3$, and denote by $Q(v; \theta) \in SO(3)$ the rotation about $v \in \mathbb{R}^3$, with angle $\theta \in [0; 2\pi)$.

- $1$ is the identity.
- $Z_n (n \geq 2)$ is the cyclic group of order $n$, generated by the $n$-fold rotation $Q(k; \theta = 2\pi/n)$, which is the symmetry group of a chiral polygon.
- $D_n (n \geq 2)$ is the dihedral group of order $2n$ generated by $Z_n$ and $Q(i; \pi)$, which is the symmetry group of a regular polygon.
- SO(2) is the subgroup of rotations $Q(k; \theta)$ with $\theta \in [0; 2\pi)$.
- O(2) is the subgroup generated by SO(2) and $Q(i; \pi)$.

The classes of exceptional subgroups are: $T$, the tetrahedral group of order 12 which fixes a tetrahedron, $C$, the octahedral group of order 24 which fixes an octahedron (or a cube), and $F$, the subgroup of order 60 which fixes an icosahedron (or a dodecahedron).

In Section 6, the symmetry classes of $\mathbb{S}^{2n}$ and $\mathbb{G}^{2n}$ are obtained:

**Lemma 2.2.** The symmetry classes of $\mathbb{S}^{2n}$ are:

$$\mathcal{I}(\mathbb{S}^{2}) = \{[D_2], [O(2)], [SO(3)]\},$$

$$\mathcal{I}(\mathbb{S}^{4}) = \{[1], [Z_2], [D_2], [D_3], [D_4], [O(2)], [C], [SO(3)]\},$$

$$\mathcal{I}(\mathbb{S}^{2n}) = \{[1], [Z_2], \ldots, [Z_{2(n-1)}], [D_2], \ldots, [D_{2n}], [O(2)], [T], [C], [F], [SO(3)]\},$$

if $n \geq 3$. 


**Lemma 2.3.** The symmetry classes of \( \mathbb{G}^{2n} \) are:

\[
\mathcal{I}(\mathbb{G}^2) = \{ [1], [Z_2], [D_2], [SO(2)], [O(2)], [SO(3)] \}, \\
\mathcal{I}(\mathbb{G}^4) = \{ [1], [Z_2], [Z_4], [D_2], [D_4], [SO(2)], [O(2)], [\mathcal{F}], [\mathcal{C}], [SO(3)] \}, \\
\mathcal{I}(\mathbb{G}^{2n}) = \{ [1], [Z_2], [Z_{2n}], [D_2], [D_{2n}], [SO(2)], [O(2)], [\mathcal{F}], [\mathcal{C}], [\mathcal{J}], [SO(3)] \},
\]

if \( n \geq 3 \).

The following table lists how many classes there are for each \( n \):

<table>
<thead>
<tr>
<th>( n )</th>
<th>#( \mathcal{I}(\mathbb{S}^{2n}) )</th>
<th>#( \mathcal{I}(\mathbb{G}^{2n}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>2</td>
<td>8</td>
<td>12</td>
</tr>
<tr>
<td>( \geq 3 )</td>
<td>( 2(2n + 1) )</td>
<td>( 4n + 5 )</td>
</tr>
</tbody>
</table>

The symmetry classes of \( \mathbb{T}^{2n} \) are clarified by the following theorem:

**Theorem I.** Let \( \mathbb{T}^{2n} \) be a tensor space. Then either \( \mathcal{I}(\mathbb{T}^{2n}) = \mathcal{I}(\mathbb{S}^{2n}) \) or \( \mathcal{I}(\mathbb{T}^{2n}) = \mathcal{I}(\mathbb{G}^{2n}) \).

In other words, the number and type of classes are the same as those of

- \( \mathbb{S}^{2n} \), the space of \( 2n \)-order completely symmetric tensors, in which case the number of classes is minimal, or
- \( \mathbb{G}^{2n} \), the space of \( 2n \)-order generic tensors, in which case the number of classes is maximal.

In fact, as specified by the following theorems, in most situations the number of classes is indeed maximal.

**Theorem II** (coupling tensors). Let us consider \( \mathbb{T}^{2p} \) the space of coupling tensors between two physics described by two tensor vector spaces \( \mathbb{E}_1 \) and \( \mathbb{E}_2 \). If these tensor spaces are of orders greater than or equal to one, then \( \mathcal{I}(\mathbb{T}^{2p}) = \mathcal{I}(\mathbb{G}^{2p}) \).

**Theorem III** (proper tensors). Let us consider \( \mathbb{T}^{2p} \), the space of tensors of a proper physics described by the tensor vector space \( \mathbb{E} \). If this tensor space is of order \( p \geq 3 \), and is solely defined in terms of its index symmetries, then \( \mathcal{I}(\mathbb{T}^{2p}) = \mathcal{I}(\mathbb{G}^{2p}) \).

**Remark 2.4.** Exceptions occur for

- \( p = 1 \), when the space of symmetric second-order tensors is obtained, and
- \( p = 2 \), when, in the case of \( \mathbb{T}_{(ij)} \), the space of elasticity tensors is obtained.

In each of these situations the number of classes is minimal. There is no other situation where this case occurs. It should therefore be concluded that the space of elasticity tensors is exceptional.
Second strain-gradient elasticity (SSGE). Application of the former theorems will be made on the even-order tensors of SSGE. First, the constitutive equations will be summed up, and then the results will be stated. It worth noting that obtaining the same results with the Forte–Vianello approach would have been far more complicated.

Constitutive laws. In the second strain-gradient theory of linear elasticity [Mindlin 1965; Forest et al. 2011], the constitutive law gives the symmetric Cauchy stress tensor\(^\text{10}\) \(\sigma(2)\) and the hyperstress tensors \(\tau(3)\) and \(\omega(4)\) in terms of the infinitesimal strain tensor \(\varepsilon(2)\) and its gradients \(\eta(3) = \varepsilon(2) \otimes \nabla\) and \(\kappa(4) = \varepsilon(2) \otimes \nabla \otimes \nabla\) through the three linear relations:

\[
\begin{align*}
\sigma^{(2)} &= E^{(4)} : \varepsilon^{(2)} + M^{(5)} : \eta^{(3)} + N^{(6)} :: \kappa^{(4)}, \\
\tau^{(3)} &= M^{T(5)} : \varepsilon + A^{(6)} : \eta^{(3)} + O^{(7)} :: \kappa^{(4)}, \\
\omega^{(4)} &= N^{T(6)} : \varepsilon^{(2)} + O^{T(7)} : \eta^{(3)} + B^{(8)} :: \kappa^{(4)},
\end{align*}
\]

where \(::\), \(:::\), and :: denote, respectively, the double, third, and fourth contracted products. Above,\(^\text{11}\) \(\sigma_{ij}, \varepsilon_{ij}, \tau_{(ij)k}, \eta_{(ij)k} = \varepsilon_{ij,k}, \omega_{(ij)(kl)},\) and \(\kappa_{(ij)(kl)} = \varepsilon_{ij,(kl)}\) are, respectively, the matrix components of \(\sigma^{(2)}, \varepsilon^{(2)}, \tau^{(3)}, \eta^{(3)}, \omega^{(4)},\) and \(\kappa^{(4)}\) relative to an orthonormal basis \((i; j; k)\) of \(\mathbb{R}^3\). And \(E_{(ij)}{(lm)}, M_{(ij)(lm)n}, N_{(ij)(kl)(mn)}, A_{(ij)k{(lm)n}}, O_{(ij)k(lm)(no)},\) and \(B_{(ij)(kl)}{(mn)(op)}\) are the matrix components of the related elastic stiffness tensors.

Symmetry classes. The symmetry classes of the elasticity tensors and of the first strain-gradient elasticity tensors has been studied in [Forte and Vianello 1996; Le Quang et al. 2012]. Hence, here we solely consider the spaces of coupling tensors \(N^{(6)}\) and of second strain-gradient elasticity tensors \(B^{(8)}\).

- We define \(\mathcal{C}_{\text{es}}\) to be the space of coupling tensors between classical elasticity and second strain-gradient elasticity:

\[
\mathcal{C}_{\text{es}} = \{N^{(6)} \in \mathbb{G}^6 \mid N_{(ij)(kl)(mn)}\}.
\]

A direct application of Theorem II leads to the result that

\[
\mathcal{J}(\mathcal{C}_{\text{es}}) = \{[1], [Z_2], \ldots, [Z_6], [D_2], \ldots, [D_6], [SO(2)], [O(2)], [\mathbb{F}], [\mathbb{G}], [\mathbb{J}],[SO(3)]\}.
\]

Therefore \(\mathcal{C}_{\text{es}}\) is divided into 17 symmetry classes.

- We define \(\mathcal{S}_{\text{gr}}\) to be the space of second strain-gradient elasticity tensors:

\[
\mathcal{S}_{\text{gr}} = \{O^{(8)} \in \mathbb{G}^8 \mid O_{(ij)(kl)}{(mn)(op)}\}.
\]

\(^\text{10}\)In this subsection only, tensor orders will be indicated by superscripts in parentheses.

\(^\text{11}\)The comma classically indicates the partial derivative with respect to spatial coordinates. Superscript \(T\) denotes transposition. Transposition is defined by permuting the \(p\) first indices with the \(q\) last, where \(p\) is the tensorial order of the image of a \(q\)-order tensor.
A direct application of Theorem III leads to the result that
\[ \mathcal{S}_{\text{gr}} = \{ [1], [Z_2], \ldots, [Z_8], [D_2], \ldots, [D_8], [\text{SO}(2)], [\text{O}(2)], [\mathcal{T}], [\mathcal{C}], [\mathcal{J}], [\text{SO}(3)] \} . \]
Therefore \( \mathcal{S}_{\text{gr}} \) is divided into 21 symmetry classes.

3. Mathematical framework

In this section the mathematical framework of symmetry analysis is introduced. In the first two subsections the notions of symmetry group and class are introduced; the last is devoted to the introduction of irreducible spaces. The presentation is rather general, and will be specialized to tensor spaces only at the end of the section.

**Isotropy/symmetry groups.** Let \( \rho \) be a representation of a compact real Lie group\(^{12}\) \( G \) on a finite dimensional \( \mathbb{R} \)-linear space \( \mathcal{E} \):
\[
\rho : G \rightarrow \text{GL}(\mathcal{E}).
\]
This action will also be denoted by
\[
g \cdot x = \rho(g)(x),
\]
where \( g \in G \) and \( x \in \mathcal{E} \). For any element of \( \mathcal{E} \), the set of operations \( g \) in \( G \) leaving this element invariant is defined as
\[
\Sigma_x := \{ g \in G \mid g \cdot x = x \}.
\]
This set is known to physicists as the *symmetry group* of \( x \) and to mathematicians as the *stabilizer* or *isotropy subgroup* of \( x \). Owing to \( G \)-compactness, every isotropy subgroup is a closed subgroup of \( G \). Conversely, a dual notion can be defined for \( G \)-elements. For any subgroup \( K \) of \( G \), the set of \( K \)-invariant elements in \( \mathcal{E} \) is defined as
\[
\mathcal{E}^K := \{ x \in \mathcal{E} \mid k \cdot x = x \text{ for all } k \in K \}.
\]
Such a set is referred to as a *fixed point set* and is a linear subspace of \( \mathcal{E} \). In this context we will set \( d(K) = \dim \mathcal{E}^K \). It has to be observed that fixed-point sets are group inclusion reversing, that is, for subgroups \( K_1 \) and \( K_2 \) of \( G \), we have the property
\[
K_1 \subset K_2 \implies \mathcal{E}^{K_2} \subset \mathcal{E}^{K_1}.
\]
For a given isotropy group \( K \), the former sets are linked by the property
\[
x \in \mathcal{E}^K \implies K \subset \Sigma_x.
\]
\(^{12}\)In the following \( G \) will always represent a *compact* real Lie group, so this specification will mostly be omitted.
**Isotropy/symmetry classes.** We aim to describe objects that have the same symmetry properties but may differ by their orientations in space. The first point is to define the set of all the positions an object can have. To that aim we consider the $G$-orbit of an element $x$ of $\mathcal{C}$:

$$\text{Orb}(x) := \{g \cdot x \mid g \in G\} \subset \mathcal{C}.$$  

Due to $G$-compactness this set is a submanifold of $\mathcal{C}$. Elements of $\text{Orb}(x)$ will be said to be $G$-related. A fundamental observation is that $G$-related vectors have conjugate symmetry groups. More precisely,\(^{13}\)

$$\text{Orb}(x) = \text{Orb}(y) \implies \Sigma_x = g \Sigma_y g^{-1} \text{ for some } g \in G.$$  

(3-1)

Let us define the conjugacy class of a subgroup $K \subset G$ by

$$[K] = \{K' \subset G \mid K' = g K g^{-1} \text{ for some } g \in G\}.$$  

(3-2)

An isotropy class (or symmetry class) $[\Sigma]$ is defined as the conjugacy class of an isotropy subgroup $\Sigma$. This definition implies that there exists a vector $x \in \mathcal{C}$ such that $\Sigma = \Sigma_x$ and $\Sigma' \in [\Sigma]$; furthermore $\Sigma' = g \Sigma g^{-1}$ for some $g \in G$. The notion of isotropy class is a good notion to define the symmetry property of an object modulo its orientation: a symmetric group is related to a specific vector, but we deal with orbits, which are related to isotropy classes because of (3-1). Due to $G$-compactness there is only a finite number of isotropy classes [Bredon 1972], and we introduce the notation

$$\mathcal{I}(\mathcal{C}) := \{[1]; [\Sigma_1]; \ldots; [\Sigma_l]\},$$

the set of all isotropy classes. In the case $G = \text{SO}(3)$ this result is known as Hermann’s theorem [Herman 1945; Auffray 2008]. The elements of $\mathcal{I}(\mathcal{C})$ are conjugate to $\text{SO}(3)$-closed subgroups; this collection was introduced in Lemma 2.1.

**Irreducible spaces.** For every linear subspace $\mathcal{F}$ of $\mathcal{C}$, we set

$$g \cdot \mathcal{F} := \{g \cdot x \mid g \in G, \ x \in \mathcal{F}\}$$

and we say that $\mathcal{F}$ is $G$-stable if $g \cdot \mathcal{F} \subset \mathcal{F}$ for every $g \in G$. It is clear that, for every representation, the subspaces $\{0\}$ and $\mathcal{C}$ are always $G$-stable. If, for a representation $\rho$ on $\mathcal{C}$, the only $G$-invariant spaces are the proper ones, the representation will be said to be irreducible. For a compact Lie group, the Peter–Weyl theorem [Sternberg 1994] ensures that every representation can be split into a direct sum of irreducible

---

13With the classical coset notation, if $H$ is a subgroup of $G$ and $g \in G$ is not in the subgroup $H$, then a left coset of $H$ in $G$ is defined

$$gH = \{gh : h \in H\},$$

and symmetrically for a right coset.
ones. Furthermore, in the case $G = \text{SO}(3)$, those irreducible representations are explicitly known.

There is a natural action of $\text{SO}(3)$ on the space of $\mathbb{R}^3$-harmonic polynomials. If $p$ is a harmonic polynomial and $x \in \mathbb{R}^3$, then for every $g \in \text{SO}(3)$ we write

$$g \cdot p(x) = p(g^{-1} \cdot x).$$

Harmonic polynomials form a graded vector space, and to each subspace of a given degree is associated an $\text{SO}(3)$-irreducible representation. $\mathcal{H}^k$ will be the vector space of harmonic polynomials of degree $k$, with $\dim \mathcal{H}^k = 2k + 1$. If we take a vector space $V$ to be an $\text{SO}(3)$-representation, it can be decomposed into $\text{SO}(3)$-irreducible spaces:

$$V = \bigoplus \mathcal{H}^{ki}.$$

Grouping together irreducible spaces of the same order, one obtains the $\text{SO}(3)$-isotypic decomposition of a representation:

$$V = \bigoplus_{i=0}^{n} \alpha_i \mathcal{H}^i,$$

where $\alpha_i$ is the multiplicity of the irreducible space $\mathcal{H}^i$ in the decomposition, and $n$ is the order of the highest-order irreducible space of the decomposition.

**Application to tensor spaces.** In mechanics, $V$ is a vector subspace of $\bigotimes^p \mathbb{R}^3$. In $\mathbb{R}^3$ there exists an isomorphism, $\phi$, between harmonic polynomial spaces and harmonic tensor spaces [Backus 1970; Forte and Vianello 1996]. Therefore all that has been said for harmonic polynomials can be translated in terms of harmonic tensors. A detailed discussion on this isomorphism can be found in [Backus 1970]. Therefore $\mathcal{H}^k = \phi(\mathcal{H}^k)$ is the space of harmonic tensors, that is, the space of completely symmetric and traceless tensors. According to this isomorphism, any tensor space $\mathbb{T}^n$ can be decomposed into $\text{SO}(3)$-irreducible tensors:

$$\mathbb{T}^n = \bigoplus_{i=0}^{n} \alpha_i \mathcal{H}^i.$$

The symmetry group of $T \in \mathbb{T}^n$ is the intersection of the symmetry groups of all its harmonic components:

$$\Sigma_T = \bigcap_{i=0}^{n} \left( \bigcap_{j=0}^{\alpha_i} \Sigma_{\mathcal{H}^i,j} \right).$$

---

14In the notation $\mathcal{H}^{i,j}$, the first superscript refers to the order of the harmonic tensor, while the second indexes the multiplicity of $\mathcal{H}^i$ in the decomposition.
In the same way, \( \mathcal{J}(\mathbb{T}^n) \) will be obtained as a function of the symmetry classes of the irreducible representations involved in the harmonic decomposition of \( \mathbb{T}^n \). The symmetry classes of \( \text{SO}(3) \)-irreducible representations are explicitly known [Ihrig and Golubitsky 1984; Golubitsky et al. 1988]; what is unknown is how to combine these results to determine the symmetry classes of \( V \) (or \( \mathbb{T}^n \)).

4. The clips operation

The aim of this section is to construct symmetry classes of a reducible representation from irreducible ones. With that goal a new class-operator, named the *clips operator*, will be defined. The main result of this section is given in Table 2, which contains all clips operations between \( \text{SO}(3) \)-closed subgroups. It is worth noting that this table contains more results than strictly needed for the proofs of our theorems. Nevertheless, we believe that these results are interesting on their own and may find application in other problems. The explicit proofs of these results can be found in the Appendix.

Here we consider the intersection of two symmetry classes only. Extensions to more general reducible representations will be treated in Section 5. Let us start with the following lemma:

**Lemma 4.1.** Let \( \mathcal{E} \) be a representation of a compact Lie group \( G \) that splits into a direct sum of two \( G \)-stable subspaces:

\[
\mathcal{E} = \mathcal{E}_1 \oplus \mathcal{E}_2, \quad \text{where} \quad g \cdot \mathcal{E}_1 \subset \mathcal{E}_1 \quad \text{and} \quad g \cdot \mathcal{E}_2 \subset \mathcal{E}_2 \quad \text{for all} \quad g \in G.
\]

If we denote by \( \mathcal{I} \) the set of all isotropy classes associated with \( \mathcal{E} \) and by \( \mathcal{I}_i \) the set of all isotropy classes associated with \( \mathcal{E}_i \) (\( i = 1, 2 \)), then \( [\Sigma] \in \mathcal{I} \) if and only if there exist \( [\Sigma_1] \in \mathcal{I}_1 \) and \( [\Sigma_2] \in \mathcal{I}_2 \) such that \( \Sigma = \Sigma_1 \cap \Sigma_2 \).

**Proof.** If we take \( [\Sigma_1] \in \mathcal{I}_1 \) and \( [\Sigma_2] \in \mathcal{I}_2 \), we know there exist two vectors \( \mathbf{x}_1 \in \mathcal{E}_1 \) and \( \mathbf{x}_2 \in \mathcal{E}_2 \) such that \( \Sigma_i = \Sigma_{\mathbf{x}_i} \) (\( i = 1, 2 \)). Then, let \( \mathbf{x} := \mathbf{x}_1 + \mathbf{x}_2 \).

For every \( g \in \Sigma_1 \cap \Sigma_2 \) we have \( g \cdot \mathbf{x}_1 + g \cdot \mathbf{x}_2 = \mathbf{x}_1 + \mathbf{x}_2 = \mathbf{x} \); thus \( \Sigma_1 \cap \Sigma_2 \subset \Sigma_{\mathbf{x}} \).

Conversely for every \( g \in \Sigma_{\mathbf{x}} \) we have

\[
g \cdot \mathbf{x} = \mathbf{x} = g \cdot \mathbf{x}_1 + g \cdot \mathbf{x}_2.
\]

But, since the \( \mathcal{E}_i \) are \( G \)-stable and form a direct sum, we conclude that \( g \cdot \mathbf{x}_i = \mathbf{x}_i \) (\( i = 1, 2 \)). The reverse inclusion is proved.

The other implication is similar: if we take \( [\Sigma] \in \mathcal{I} \) then we have \( \Sigma = \Sigma_{\mathbf{x}} \) for some \( \mathbf{x} \in \mathcal{E} \), and \( \mathbf{x} \) can be decomposed into \( \mathbf{x}_1 + \mathbf{x}_2 \). The same proof as above shows that \( \Sigma = \Sigma_{\mathbf{x}_1} \cap \Sigma_{\mathbf{x}_2} \). \( \square \)

Lemma 4.1 shows that the isotropy classes of a direct sum are related to intersections of isotropy subgroups. But as intersection of classes is meaningless, the
results cannot be directly extended. To solve this problem, a tool called the *clips operator* will be introduced. We will make sure of a lemma:

**Lemma 4.2.** For every two $G$-classes $[\Sigma_i]$ $(i = 1, 2)$, and for every $g_1$ and $g_2$ in $G$, there exists $g = g_1^{-1}g_2$ in $G$ such that

$$[g_1 \Sigma_1 g_1^{-1} \cap g_2 \Sigma_2 g_2^{-1}] = [\Sigma_1 \cap g \Sigma_2 g^{-1}].$$

**Proof.** Let $g = g_1^{-1}g_2$ and

$$\Sigma = g_1 \Sigma_1 g_1^{-1} \cap g_2 \Sigma_2 g_2^{-1}.$$ 

For every $\gamma \in \Sigma$ we have $\gamma = g_1 \gamma_1 g_1^{-1} = g_2 \gamma_2 g_2^{-1}$ for some $\gamma_i \in \Sigma_i$ $(i = 1, 2)$; then

$$g_1 \gamma g_1^{-1} = \gamma_1 \in \Sigma_1$$

and

$$g_1 \gamma g_1^{-1} = g_2 \gamma g^{-1} = g \Sigma_2 g^{-1}.$$ 

Thus we have $g_1 \Sigma_1 g_1^{-1} \subseteq \Sigma_1 \cap g \Sigma_2 g^{-1}$, and conversely. Since $g_1 \Sigma_1 g_1^{-1}$ is conjugate to $\Sigma$, we have proved the lemma. □

**Definition 4.3** (clips operator). We define the action of the *clips operator* ⊚ on $G$-classes $[\Sigma_1]$ and $[\Sigma_2]$ by setting

$$[\Sigma_1] \circledcirc [\Sigma_2] := \{[\Sigma_1 \cap g \Sigma_2 g^{-1}] | g \in G\},$$

which is a subset of $G$-classes.

If we denote by $1$ the identity subgroup, we have some immediate properties:

**Proposition 4.4.** For every $G$-class $[\Sigma]$ we have

$$[1] \circledcirc [\Sigma] = ([1])$$

and

$$[G] \circledcirc [\Sigma] = ([\Sigma]).$$

Given two $G$-representations $\mathcal{C}_1$ and $\mathcal{C}_2$, if we denote by $\mathcal{I}_i$ the set of all isotropy classes of $\mathcal{C}_i$, the action of the clips operator can be extended to these sets via

$$\mathcal{I}_1 \circledcirc \mathcal{I}_2 := \bigcup_{\Sigma_1 \in \mathcal{I}_1, \Sigma_2 \in \mathcal{I}_2} [\Sigma_1] \circledcirc [\Sigma_2].$$

Then, by Lemma 4.1, we obtain:

**Corollary 4.5.** For every two $G$-representations $\mathcal{C}_1$ and $\mathcal{C}_2$, if $\mathcal{I}_1$ denotes the isotropy classes of $\mathcal{C}_1$ and $\mathcal{I}_2$ the isotropy classes of $\mathcal{C}_2$, then $\mathcal{I}_1 \circledcirc \mathcal{I}_2$ are all the isotropy classes of $\mathcal{C}_1 \oplus \mathcal{C}_2$.

**Theorem 4.6.** For any two SO(3)-closed subgroups $\Sigma_1$ and $\Sigma_2$, we have $1 \in [\Sigma_1] \circledcirc [\Sigma_2]$. The remaining classes in the clips product $[\Sigma_1] \circledcirc [\Sigma_2]$ are given in Table 2.
We now turn to the construction of the symmetry classes of a reducible representation from its irreducible components. The first subsection states the main results on symmetry classes of irreducible representations. Thereafter we derive from the results of the previous section the basic properties of reducible representations. These results will be used in Section 6 to prove the theorems stated in Section 2.

From now on, all results will be expressed in terms of tensor spaces.

### 5. Isotropy classes of harmonic tensors

The following result was obtained in [Ihrg and Golubitsky 1984; Golubitsky et al. 1988]:

**Table 2.** Action of the clips operation on SO(3)-subgroups.

Table conventions: \( Z_1 \) := \( D_1 := 1 \); \( d_2 := \gcd(n, 2) \); \( d_3 := \gcd(n, 3) \); \( d_5 := \gcd(n, 5) \); \( d'_2 := \gcd(m, 2) \); \( d_2 := 2 \) if \( d = 1 \), 1 otherwise; \( d_4 := 4 \) if \( 4 \mid n \), 1 otherwise.
Theorem 5.1. Let $SO(3)$ act on $\mathbb{H}^k$. The following groups are symmetry classes of $\mathbb{H}^k$:

(a) $1$ for $k \geq 3$.
(b) $Z_n$ ($n \geq 2$) for $n \leq k$ when $k$ is odd, $n \leq k/2$ when $k$ is even.
(c) $D_n$ ($n \geq 2$) for $n \leq k$.
(d) $\mathcal{I}$ for $k = 3, 6, 7$ or $k \geq 9$.
(e) $\emptyset$ for $k \neq 1, 2, 3, 5, 7, 11$.
(f) $\emptyset$ for $k = 6, 10, 12, 15, 18$ or $k \geq 20$ and $k \neq 23, 29$.
(g) $SO(2)$ for $k$ odd.
(h) $O(2)$ for $k$ even.
(i) $SO(3)$ for any $k$.

For future purposes, let us introduce some notation. For each integer $k$, we let:

$$
\Gamma_{\mathcal{J}(k)} := \begin{cases} 
\mathcal{J} & \text{if } \mathcal{J} \in \mathcal{I}^k, \\
\emptyset & \text{otherwise}; 
\end{cases}
$$

$$
\Gamma_{\mathcal{O}(k)} := \begin{cases} 
\mathcal{O} & \text{if } \mathcal{O} \in \mathcal{I}^k, \\
\emptyset & \text{otherwise}; 
\end{cases}
$$

$$
\Gamma_{\mathcal{I}(k)} := \begin{cases} 
\mathcal{I} & \text{if } \mathcal{I} \in \mathcal{I}^k, \\
\emptyset & \text{otherwise}; 
\end{cases}
$$

$$
\Sigma(k) := \begin{cases} 
SO(2) & \text{if } SO(2) \in \mathcal{I}^k, \\
\emptyset & \text{otherwise}; 
\end{cases}
$$

$$
\Omega(k) := \begin{cases} 
O(2) & \text{if } O(2) \in \mathcal{I}^k, \\
\emptyset & \text{otherwise}; 
\end{cases}
$$

where $\mathcal{I}^k$ is the set of symmetry classes of $\mathbb{H}^k$.

Isotropy classes of direct sum. We have this obvious lemma, directly deduced from Theorem 5.1:

Lemma 5.2. $\Gamma_{\mathcal{J}(k)} \neq \emptyset \implies \{[D_2], [D_3]\} \subset \mathcal{I}^k$,

$\Gamma_{\mathcal{O}(k)} \neq \emptyset \implies \{[D_2], [D_3], [D_4]\} \subset \mathcal{I}^k$,

$\Gamma_{\mathcal{I}(k)} \neq \emptyset \implies \{[D_2], \ldots, [D_5]\} \subset \mathcal{I}^k$.

We denote by $\mathcal{J}(k, n)$ the $(n - 1)$-fold self clips product of $\mathcal{J}^k$, which is the set of isotropy classes of a $n$-tuple of $k$-th harmonic tensors [Auffray et al. 2011], that is, $n^k \mathbb{H}^k$. The basic operations are, for all integers $k \geq 1$ and $n \geq 2$,

$$
\mathcal{J}(k, n) := \mathcal{J}^k \otimes \mathcal{J}(k, n - 1) \quad \text{and} \quad \mathcal{J}(k, 1) := \mathcal{J}^k.
$$
On the simple example of $\mathbb{H}^2$, the following fact can be observed:

$$\mathcal{I}(2, n) := \mathcal{I}^2 \otimes \mathcal{I}(2, n-1) = \mathcal{I}^2 \otimes \mathcal{I}^2 = \{[1], [Z_2], [D_2], [O(2)], [\text{SO}(3)]\}.$$ 

This result can be generalized:

**Corollary 5.3.** For all integers $n \geq 2$ and $k \geq 2$, the isotropy classes of $n \mathbb{H}^k$ are

$$\mathcal{I}(k, n) = \mathcal{I}^k \otimes \mathcal{I}^k = \{[1], [Z_2], \ldots, [Z_k], [D_2], \ldots, [D_k], [\Gamma_{\mathcal{I}(k)}], [\Gamma_{\mathcal{O}(k)}], [\Gamma_{\mathcal{Z}(k)}], [\Sigma(k)], [\Omega(k)], [\text{SO}(3)]\}.$$ 

**Proof.** From Theorem 5.1 we know that $[D_l] \in \mathcal{I}^k$ for $2 \leq l \leq k$; furthermore, $[\text{SO}(3)] \in \mathcal{I}^k$. Then from Proposition 4.4 we know that, for all integers $2 \leq l \leq k$ we will have (by induction), for all $n \geq 2$, $[D_l] \in \mathcal{I}(k, n)$. Then, when we compute $\mathcal{I}(k, n) \otimes \mathcal{I}^k$ we will have $[D_l] \otimes [D_i] = \{[1], [Z_i], [D_i]\}$. Neither $[O(2)]$ nor $[\text{SO}(2)]$, with cyclic or dihedral conjugacy classes, generates other cases. The same occurs for the clips product of cyclic groups. Now, because of Lemma 5.2 we also see that no exceptional conjugacy class generates other cases. \qed

**Corollary 5.4.** For all integers $2 \leq 2p < 2q$, we have

$$\mathcal{I}(2p, 2q) := \mathcal{I}^{2p} \otimes \mathcal{I}^{2q} = \{[1], [Z_2], \ldots, [Z_{\max(q; 2p)}], [D_2], \ldots, [D_{2q}], [\Gamma_{\mathcal{I}}(2p) \cup \Gamma_{\mathcal{I}}(2q)], [\Gamma_{\mathcal{O}}(2p) \cup \Gamma_{\mathcal{O}}(2q)], [\Gamma_{\mathcal{Z}}(2p) \cup \Gamma_{\mathcal{Z}}(2q)], [O(2)], [\text{SO}(3)]\}.$$ 

**Proof.** Because $[\text{SO}(3)] \in \mathcal{I}^{ki}$ ($i = 1, 2$), it is clear that we will have all $[D_l]$ for $2 \leq l \leq 2q$. Then we will have all $[Z_i] \otimes [\text{SO}(3)]$, for $1 \leq i \leq p$. We also have $[Z_j] \in [D_j] \otimes [D_j]$, for $1 \leq j \leq 2q$; this shows that

$$\{[1], [Z_2], \ldots, [Z_{\max(q; 2p)}]\} \subset \mathcal{I}(2p, 2q).$$ 

Now, we can observe that the clips product of dihedral groups and $[O(2)]$ does not generate cyclic groups, and Lemma 5.2 shows that no other cases can be generated with exceptional subgroups. \qed

### 6. Isotropy classes of constitutive tensors

**The symmetry classes of an even-order tensor space.** Let us consider the CTS $\mathbb{T}^{2n}$. It is known that this space can be decomposed orthogonally into a full symmetric space and a complementary one which is isomorphic to a tensor space of order $2n - 1$ [Jerphagnon et al. 1978]:

$$\mathbb{T}^{2n} = \mathbb{S}^{2n} \oplus \mathbb{C}^{2n-1}.$$
Let us consider the SO(3)-isotypic decomposition of $\mathbb{T}^{2n}$:

$$\mathbb{T}^{2n} = \bigoplus_{k=0}^{2n} \alpha_k \mathbb{H}^k,$$

with $\alpha_{2n} = 1$.

The part related to $\mathbb{S}^{2n}$ solely contains even-order harmonic tensors with multiplicity one [Jerphagnon et al. 1978], that is,

$$\mathbb{S}^{2n} = \bigoplus_{k=0}^{n} \mathbb{H}^{2k} \quad \text{and} \quad C^{2n-1} = \bigoplus_{k=0}^{2n-1} \alpha'_k \mathbb{H}^k$$

with $\alpha'_k = \begin{cases} \alpha_k & \text{for } k \text{ odd}, \\ \alpha_k - 1 & \text{for } k \text{ even}. \end{cases}$

Using the clips operator, the symmetry classes of $\mathbb{T}^{2n}$ can be expressed:

$$\mathcal{J}(\mathbb{T}^{2n}) := \mathcal{J}(\mathbb{S}^{2n}) \circ \mathcal{J}(C^{2n-1}).$$

Let us first determine the symmetry classes of $\mathbb{S}^{2n}$. Using the results of the previous section, we have:

**Lemma 6.1.**

$$\mathcal{J}(\mathbb{S}^2) = \{[D_2], [O(2)], [SO(3)]\}$$

$$\mathcal{J}(\mathbb{S}^4) = \{[1], [Z_2], [D_2], [D_3], [D_4], [O(2)], [C], [SO(3)]\}$$

$$\mathcal{J}(\mathbb{S}^{2n}) = \{[1], [Z_2], \ldots, [Z_{2(n-1)}], [D_2], \ldots, [D_{2n}], [O(2)], [\mathcal{F}], [C], [\mathcal{J}], [SO(3)]\}$$

if $n \geq 3$.

In particular,

$$\#\mathcal{J}(\mathbb{S}^2) = 3, \quad \#\mathcal{J}(\mathbb{S}^4) = 8, \quad \#\mathcal{J}(\mathbb{S}^{2n}) = 2(2n + 1).$$

**Proof.** The case $n = 1$ is obtained as a direct application of Theorem 5.1 and Proposition 4.4. For $n \geq 2$, let us consider Corollary 5.4 in the case of $k_1 = 2(n-1)$ and $k_2 = 2n$:

$$\mathcal{J}(2(n-1), 2n)$$

:= $\{[1], [Z_2], \ldots, [Z_{2(n-1)}], [D_2], \ldots, [D_{2n}], [\Gamma_T(2(n-1)) \cup \Gamma_T(2n)], [\Gamma_O(2(n-1)) \cup \Gamma_O(2n)], [\Gamma_I(2(n-1)) \cup \Gamma_I(2n)], [O(2)], [SO(3)]\}.$$

In the collection of planar isotropy classes, $[Z_{2n-1}]$ and $[Z_{2n}]$ are missing. It should be observed that the clips product $\mathcal{J}[2(n-1), 2n] \circ \mathcal{J}^{2(n-2)}$ can never complete the sequence.

For exceptional groups it can be observed that for any $n \geq 3$ the SO(3)-irreducible decomposition will contain $\mathbb{H}^6$. As $\{[\mathcal{F}], [C], [\mathcal{J}]\}$ are isotropy classes for $\mathbb{H}^6$, it would be the same for any space that contains $\mathbb{H}^6$.

Therefore, for $n \geq 3$,
We also define

\[ \mathcal{I}(\mathbb{S}^{2n}) = \{1\}, [Z_2], \ldots, [Z_{2(n-1)}], [D_2], \ldots, [D_{2n}], [O(2)], [\mathcal{F}], [\mathcal{C}], [\mathcal{J}], [\text{SO}(3)] \]

and \#\mathcal{I}(\mathbb{S}^{2n}) = 2(2n + 1).

For the case \( n = 2 \), we obtain the same result but without the classes \( \mathcal{F} \) and \( \mathcal{J} \) and, in such a case, \#\mathcal{I}(\mathbb{S}^4) = 8.

**Definition 6.2.** For a given SO(3) representation on the tensor space \( \mathbb{T}^{2n} \) \( (n \geq 3) \), we define

\[ \mathcal{E}(2n) = \{1\}, [Z_2], \ldots, [Z_{2n}], [D_2], \ldots, [D_{2n}], [\text{SO}(2)], [O(2)], [\mathcal{F}], [\mathcal{C}], [\mathcal{J}], [\text{SO}(3)] \].

We also define

\[ \mathcal{E}(2) = \{1\}, [Z_2], [D_2], [\text{SO}(2)], [O(2)], [\text{SO}(3)] \],

\[ \mathcal{E}(4) = \{1\}, [Z_2], \ldots, [Z_4], [D_2], \ldots, [D_4], [\text{SO}(2)], [O(2)], [\mathcal{F}], [\mathcal{C}], [\text{SO}(3)] \].

One can observe that these sets are in fact all the isotropy classes allowed by Hermann’s theorem, and we clearly have

\[ \#\mathcal{E}(2) = 6, \quad \#\mathcal{E}(4) = 12, \quad \#\mathcal{E}(2n, n \geq 3) = 4n + 5. \]

**Definition 6.3.** Let \( \mathbb{T}^{2n} \) be a tensor space which SO(3)-irreducible decomposition is \( \mathbb{T}^{2n} \cong \bigoplus_{k=0}^{2n} \alpha_k \mathbb{H}^k \). \( \mathbb{T}^{2n} \) is said to be even-harmonic (EH) if \( \alpha_{2p+1} = 0 \) for each \( 0 \leq p \leq (n - 1) \).

**Lemma 6.4.** The vector space \( \mathbb{G}^{2n} \) of 2n-th order tensors with no index symmetries is not EH.

**Proof.** For \( n \geq 1 \), the induced reducible SO(3)-representation on \( \mathbb{G}^{2n} = \bigotimes_{k=0}^{2n} \mathbb{R}^3 \) is constructed by tensorial products of the vectorial one. Such a construction implies odd-order tensors in the harmonic decomposition of \( \mathbb{G}^{2n} \).

Now we can prove Theorem I, which we restate in the following form:

**Theorem I.** Let \( \mathbb{T}^{2n} \) be a tensor space, with \( n \geq 3 \). If \( \mathbb{T}^{2n} \) is EH then \( \mathcal{I}(\mathbb{T}^{2n}) = \mathcal{I}(\mathbb{S}^{2n}) \); otherwise, \( \mathcal{I}(\mathbb{T}^{2n}) = \mathcal{I}(\mathbb{G}^{2n}) \).

**Proof.** We consider the SO(3)-irreducible decomposition of \( \mathbb{T}^{2n} \), which can be written \( \mathbb{T}^{2n} \cong \mathbb{S}^{2n} \oplus \mathbb{C}^{2n-1} \). The following inclusions always hold:

\[ \mathcal{I}(\mathbb{S}^{2n}) \subseteq \mathcal{I}(\mathbb{T}^{2n}) \subseteq \mathcal{I}(\mathbb{G}^{2n}) \subseteq \mathcal{E}(2n). \]

If \( \mathbb{T}^{2n} \) is not EH, there exists at least one \( k \in \mathbb{N} \) such that \( \alpha_{2k+1} \neq 0 \); then

\[ \mathcal{I}(\mathbb{S}^{2n}) \cong [\text{SO}(2)] \subseteq \mathcal{I}(\mathbb{S}^{2n}) \cong \mathcal{I}(\mathbb{G}^{2n-1}) = \mathcal{I}(\mathbb{T}^{2n}), \]

since, from Theorem 5.1, any odd-order harmonic tensor admits [SO(2)] as a symmetry class. From Lemma 6.1, dihedral groups are contained up to \( 2n \) in \( \mathcal{I}(\mathbb{S}^{2n}) \),

\[ \mathbb{G}^{2n} = \bigotimes_{k=0}^{2n} \mathbb{R}^3 \]
so the missing cyclic groups of $\mathcal{I}(\mathbb{S}^{2n})$ are obtained by clips products with $[\text{SO}(2)]$.

Therefore

$$\mathcal{I}(\mathbb{S}^{2n}) \odot \text{SO}(2) = \mathcal{C}(2n);$$

hence $\mathcal{I}(\mathbb{T}^{2n}) = \mathcal{C}(2n)$. Since $\mathbb{G}^{2n}$ is not EH, $\mathcal{I}(\mathbb{G}^{2n}) = \mathcal{C}(2n)$. We conclude, as desired, that if $\mathbb{T}^{2n}$ is not EH then $\mathcal{I}(\mathbb{T}^{2n}) = \mathcal{I}(\mathbb{G}^{2n})$.

Conversely, if $\mathbb{T}^{2n}$ is EH, $\mathbb{C}^{2n-1}$ contains only even-order irreducible spaces and its leading harmonic spaces are, at most, of order $2(n - 1)$. If the orders of the leading harmonic spaces are strictly less than $2(n - 1)$, the same analysis as for Lemma 6.1 leads to the same conclusion. Now suppose that $\alpha_{2(n-1)}' \geq 1$; using all the previous results, we have

$$\mathcal{I}(\mathbb{T}^{2n}) = \mathcal{I}(\mathbb{S}^{2n}) \odot \mathcal{I}(\mathbb{C}^{2n-1})$$

$$= (\mathcal{I}^{2n} \odot \mathcal{I}^{2(n-1)}) \odot (\mathcal{I}(2(n-1), \alpha_{2(n-1)}') \odot \mathcal{I}(2(n-2), \alpha_{2(n-2)}'))$$

$$= (\mathcal{I}^{2n} \odot \mathcal{I}(2(n-1), 2)) = \mathcal{I}(\mathbb{S}^{2n}) \odot \mathcal{I}^{2(n-1)}.$$

Since $\mathcal{I}^{2(n-1)}$ does not contain $[\text{SO}(2)]$, the missing classes cannot be generated; therefore $\mathcal{I}(\mathbb{T}^{2n}) = \mathcal{I}(\mathbb{S}^{2n})$. □

We must conclude, then, that for any $2n$-order tensor space, the symmetry classes are the same as those of either $\mathbb{S}^{2n}$ or $\mathbb{G}^{2n}$. In the next subsection we investigate under what conditions each of the possibilities holds.

**Construction of a CTS.** This last subsection will be devoted to the proof of our main result. The space of constitutive tensors is a subspace of linear maps from $\mathbb{E}_1$ to $\mathbb{E}_2$. As seen in Section 2,

$$\mathcal{L}(\mathbb{E}_1, \mathbb{E}_2) \simeq \mathbb{E}_1 \otimes \mathbb{E}_2 \subset \mathbb{T}^p \otimes \mathbb{T}^q \simeq \mathbb{T}^{2n=p+q}.$$

These vector spaces describe the physical quantities involved in the problem under study. We know, from the previous section, that any CTS has as many symmetry classes as either the complete symmetric tensor space, or the generic tensor space. Here we are interested in obtaining the conditions both on $\mathbb{E}_1$ to $\mathbb{E}_2$ and on the tensor product (symmetric or not) under which $\mathbb{T}^{2n}$ is even-harmonic, and therefore has a minimal number of symmetry classes. Distinction will be made between coupling and proper tensor spaces, in the sense previously defined in Section 2.

**Coupling tensor spaces.** We consider here two STS given by their $\text{SO}(3)$ isotypic decompositions:

$$\mathbb{E}_1 = \mathbb{T}^p = \bigoplus_{i=0}^{p} \beta_i \mathbb{H}^i$$

$$\mathbb{E}_2 = \mathbb{T}^q = \bigoplus_{i=0}^{q} \gamma_j \mathbb{H}^j,$$

with $\beta_p = \gamma_q = 1$.

**Lemma 6.5.** If $\mathbb{E}_1 \neq \mathbb{E}_2$, $p > q$ and if $\mathbb{T}^p \otimes \mathbb{T}^q$ is EH, then $\mathbb{T}^p$ is EH and $\mathbb{T}^q = \mathbb{H}^0$. 

Proof. It is sufficient to consider the tensor product of the two leading irreducible spaces, and to use the Clebsch–Gordan product for \( \text{SO}(3) \) [Jerphagnon et al. 1978; Auffray 2008]. We obtain
\[
\mathbb{H}^p \otimes \mathbb{H}^q = \bigoplus_{i=|p-q|}^{p+q} \mathbb{H}^i.
\]
Therefore \( p \) must be even, and \( q = 0 \). Therefore \( T^q = \gamma_0 \mathbb{H}^0 \), and by hypothesis \( \gamma_0 = 1 \). Thus \( T^p \) has to be EH. \( \square \)

Lemma 6.6. If \( E_1 = E_2 \) (and then \( p = q \)) and if \( T^p \otimes T^p \) is EH then \( \beta_i = \gamma_i \). Furthermore, if \( \mathcal{L}(E_1) \) is not self-adjoint then \( T^p = \mathbb{H}^0 \).

Proof. The demonstration is the same as the preceding proof. \( \square \)

As a direct application of the two preceding two lemmas, we have:

**Theorem II.** Consider \( T^{2p} \), the space of coupling tensors between two physics described by two tensor vector spaces \( E_1 \) and \( E_2 \). If these tensor spaces have order at least one, then \( \mathcal{J}(T^{2p}) = \mathcal{J}(S_n^p) \).

**Proper tensor spaces.** In this case we have:

**Lemma 6.7.** Let \( E = E_1 = E_2 = T^p \). Assume \( T^{2p} \subset \mathcal{L}(E) \) is self-adjoint and EH. Then:

- If \( p = 2m + 1 \), then \( T^{2m+1} = \mathbb{H}^{2m+1} \).
- If \( p = 2m \), then \( T^{2m} = \mathbb{H}^{2m} \oplus \beta_0 \mathbb{H}^0 \).

Proof. Because \( \mathcal{L}(E) \) is self-adjoint the tensor product is replaced by the symmetric tensor product, and if \( T^p = \bigoplus_{i=0}^p \beta_i \mathbb{H}^i \), the symmetric tensor product \( T^p \otimes S T^p \) can be decomposed into a direct sum of
\[
\beta_i^2 \mathbb{H}^i \otimes \mathbb{H}^i \text{ and } \beta_i \beta_j \mathbb{H}^i \otimes \mathbb{H}^j, \text{ with } i < j \in \{0, \ldots, p\},
\]
with the following Clebsch–Gordan rule for the symmetric product:
\[
\mathbb{H}^k \otimes S \mathbb{H}^k = \bigoplus_{i=0}^k \mathbb{H}^{2i}.
\]
Therefore, we cannot have the tensor product \( \mathbb{H}^i \otimes \mathbb{H}^j \) for \( 1 \leq i \leq p - 1 \) and \( i \neq j \); thus we deduce that
\[
T^p = \beta_0 \mathbb{H}^0 \oplus \mathbb{H}^p \text{ and } T^p \otimes S T^p = \beta_0 \mathbb{H}^0 \oplus (\mathbb{H}^p \otimes S \mathbb{H}^p) \oplus 2 \beta_0 \mathbb{H}^p.
\]
Then either \( p \) is odd, and \( \beta_0 = 0 \), or \( p \) is even, and \( T^p = \beta_0 \mathbb{H}^0 \oplus \mathbb{H}^p \). \( \square \)

We therefore obtain:
Theorem III. Consider $\mathbb{T}^2^p$, the space of tensors of a proper physics described by the tensor vector space $\mathbb{E}$. If this tensor space is of order $p \geq 3$, and is solely defined in terms of its index symmetries, then $\mathcal{I}(\mathbb{T}^2^n) = \mathcal{I}(\mathbb{G}^2^n)$.

Proof. Any tensor subspace defined in terms of its index symmetries contains, as a subspace, the space of full symmetric tensors. Since $p = 3$, the harmonic decomposition of $\mathbb{S}^3$ does not satisfy the condition of Lemma 6.7. Direct application of this lemma leads to the conclusion. \hfill \Box

Remark 6.8. It can be observed that CTS having a minimum number of classes can nevertheless be constructed. They consist in spaces of self-adjoint linear applications between harmonic spaces, which are defined both from complete symmetry under index permutations and a traceless property.

7. Conclusion

In this paper the symmetry class determination of even-order tensors has been studied. Based on a new geometric approach, a complete and general answer to this recurrent problem in continuum mechanics has been given. Application of our results solves problems directly that would have been difficult to manage with the Forte–Vianello method. As an example, and for the first time, the symmetry classes of the even-order tensors involved in Mindlin second strain-gradient elasticity were given. To reach this goal a geometric tool, called the clips operator, has been introduced. Its main properties and all the products for $\text{SO}(3)$-closed-subgroups were also provided. We believe that these results may find applications in other contexts. Using the geometrical framework introduced in this paper, some extensions of the current method can be considered:

- Extending this approach to odd-order tensors.
- Taking into account the coexistence of different symmetry properties for the physical properties of architected multimaterials.

These extensions will be the objects of forthcoming papers.

Appendix: Clips operation on $\text{SO}(3)$-subgroups

Here we establish results concerning the clips operator on $\text{SO}(3)$-subgroups. The geometric idea to study the intersection of symmetry classes relies on the symmetry determination of composite figures the symmetry groups of which are the intersection of two elementary figures. As an example we consider the rotation $r = Q(k; \pi/3)$; determining $D_4 \cap rD_4r'$ is tantamount to establishing the set of transformations letting the composite Figure 1 invariant.
Figure 1. Composite figure associated with $D_4 \cap rD_4r'$, where $r = Q(k; \pi/3)$.

Parametrization of subgroups. We will define geometric elements for each SO(3) closed subgroup:

- The cyclic group $Z_n$ is characterized by the $Oz$ axis; it will be denoted by $Z_n^0 := Z_n$.
- The same convention is retained for the dihedral group $D_n$, that is, $D_n^0 := D_n$.
- For the cube $\mathcal{C}_0$ (see Figure 2a) we defined its vertex collection $\{A_i\}_{i=1...8} = (\pm 1; \pm 1 \pm 1)$; $\mathcal{C}_0$ is $\mathcal{T}_0$-invariant.
- For the tetrahedron we consider Figure 2a and define $\mathcal{T}_0$ to be the tetrahedron $A_1A_3A_7A_5$; $\mathcal{T}_0$ is $\mathcal{T}_0$-invariant.
- For the dodecahedron (see Figure 2b), we denote by $\mathcal{D}_0$ the figure with the following vertices (where $\phi$ is the golden ratio):
  - twelve vertices of type $(\pm a/2, \pm \phi^2 a/2, 0)$ circularly permuted and
  - eight vertices of a cube with coordinates $(\pm \phi a/2, \pm \phi a/2, \pm \phi a/2)$.

Figure 2. Cube $\mathcal{C}_0$ (a) and dodecahedron $\mathcal{D}_0$ (b).
Axes and subgroup classes. For every SO(3)-subgroup, we defined its \(g\) conjugate in the following way: \(K^g = gK^0g^t\), where the superscript \(g\) indicates the transformation, and \(0\) the initial configuration. To proceed towards our analysis we need to introduce the following group decomposition [Ihrig and Golubitsky 1984; Golubitsky et al. 1988].

**Definition A.1.** Let \(K_1, K_2, \ldots, K_s\) be subgroups of \(\Sigma\). Then \(\Sigma\) is the direct union of the \(K_i\) if
\[
\Sigma = \bigcup_{i=1}^{s} K_i \quad \text{and} \quad K_i \cap K_j = \{e\} \quad \text{if} \ i \neq j.
\]

In this case we write \(K = \bigcup_{i=1}^{s} K_i\).

We give some important details about the geometric structure of an SO(3)-subgroup:

- \(Z_n^0\) is characterized by the \(Oz\) axis, generated by \(k\). For every rotation \(g \in \text{SO}(3)\), we denote by \(a\) the axis generated by \(gk\) and let \(Z^a_n = Z^k_n\) indicate the rotation axis.

- \(D_n^0\) is characterized by its primary axis \(Oz\) and several secondary axes \(b_l\). Therefore
\[
D_n^0 = Z_n^0 \bigoplus_{l=0}^{n-1} Z_{2}^{b_l}.
\]
(A.1)

Each \(b_l\) is perpendicular to \(Oz\). They are related by the \(Z_n^0\) generator. \(D_n^0\) is chosen such that one \(b_l\) is generated by \(i\). For every rotation \(g \in \text{SO}(3)\) we define \(a\) — generated by \(gk\) — to be the primary axis and \(b\) — generated by \(gi\) — to be the secondary one; this is denoted by
\[
D_n^{a,b} = D_n^g.
\]

- The subgroup \(T^0\) can be split into a direct union of cyclic subgroups [Ihrig and Golubitsky 1984]:
\[
T^0 = \bigoplus_{i=1}^{4} Z_3^{vt_i} \uplus \bigoplus_{j=1}^{3} Z_2^{et_j},
\]
(A.2)

where the vertex axes of the tetrahedron are written \(vt_i\) and the edge axes \(et_j\); the details of these axes appear in Figure 2a. Each conjugate subgroup \(T^g\) will be characterized by the set of its axes \((gvt_i, get_i), g \in \text{SO}(3)\).

- The octahedral subgroup \(O^0\) splits into
\[
O^0 = \bigcup_{i=1}^{3} Z_4^{fc_i} \uplus \bigcup_{j=1}^{4} Z_3^{vc_j} \uplus \bigcup_{l=1}^{6} Z_2^{ec_l},
\]
(A.3)
where the vertex, edge, and face axes are denoted respectively by $v c_i$, $e c_j$, and $f c_j$. Details can be found in Figure 3. For every rotation $g \in SO(3)$, $\mathcal{C}^g$ is characterized by its set of transformed axes $(g f c_i, g e c_j, g v c_i)$.

- The icosahedral group $\mathcal{I}_0$ splits into

$$\mathcal{I}_0 = \bigoplus_{i=1}^{6} Z_{f d_i}^i \bigoplus_{j=1}^{10} Z_{v d_j}^j \bigoplus_{l=1}^{15} Z_{e d_l}^l,$$

where the vertex, edge, and face axes are denoted respectively by $v d_i$, $e d_j$, and $f d_j$; the details can be found in Figure 2b. The vertex axes $v d_j$ are characterized by the vertices $D_j$ for $j = 1 \ldots 10$.

**Planar subgroups.**

**Cyclic subgroups.** We begin with the following lemma.

**Lemma A.2.** For every two integers $m$ and $n$ greater than 2, and for every two axes $a$ and $b$:

- If $a \neq b$ then $Z_n^a \cap Z_m^b = 1$.
- If $a = b$ then by setting $d := \gcd(m, n)$ we will have $Z_n^a \cap Z_m^b = Z_d^a$.

**Proof.** Let $g \in Z_n^a \cap Z_m^b$, with $a \neq b$. Both $a$ and $b$ are generated by two noncollinear eigenvectors for $g$, with eigenvalue 1. As $\det g = 1$ the third eigenvalue is also 1, therefore $g = e$. Thus we have the first point of the lemma. If now we take, for example, a common rotation of $Z_n^0$ and $Z_m^0$, then this rotation corresponds to an
angle \( \theta = 2l\pi/n \) or \( 2r\pi/m \) with \( r \) and \( l \) integers. Thus \( lm = rn \) and, setting \( m = dm_1 \) and \( n = dn_1 \), we will have \( lm_1 = rn_1 \). As \( m_1 \) and \( n_1 \) are relatively prime, we deduce that
\[
l = \alpha n_1 \text{ and then } \theta = \frac{2l\pi}{n} = \frac{2\alpha \pi}{d} \in Z_d^0.
\]
The converse inclusion is obvious, so we can conclude the lemma. \( \square \)

A direct application of Lemma A.2 to the intersection \( Z_n^0 \cap Z_m^g \) leads to the result:

**Lemma A.3.** For all integers \( n \) and \( m \), we set \( d = \gcd(n, m) \); we have \( [Z_n] \circ [Z_m] = \{[1], [Z_d]\} \).

**Dihedral subgroups.** Let us consider first the intersection \( \Gamma = D_n^0 \cap Z_m^a \). As \( D_n^0 = Z_n^0 \cup_{l=1}^n Z_2^{b_l} \) the following cases have to be considered:

- When \( Oz = a \), the intersection \( \Gamma = Z_n^0 \cap Z_m^a \) and one can apply Lemma A.2.
- When, for some \( l \), we have \( a = b_l \), then \( Z_n^0 \cap Z_m^a = 1 \) and one has to consider \( Z_2^a \cap Z_m^a \), which equals the identity as soon as \( m \) is odd.

**Lemma A.4.** For every two integers \( n \) and \( m \), we set \( d := \gcd(n, m) \) and \( d_2(m) := \gcd(m, 2) \); then we have
\[
[D_n] \circ [Z_m] = \{[1], [Z_{d_2(m)}], [Z_d]\}.
\]

Now consider the second kind of intersection:
\[
\Gamma = D_n^0 \cap D_m^g = \left( D_n^0 = Z_n^0 \cup_{l=1}^n Z_2^{b_l} \right) \cap \left( D_m^g = Z_m^a \cup_{l=1}^m Z_2^{g_{b_l}} \right).
\]
The following cases have to be considered:

- When \( Oz = a \) and \( Ox = gb_l0 \) for some \( l \): if \( d = 1 \) then \( \Gamma = Z_2^{b_0} \), otherwise \( \Gamma = D_m^0 \).
- When \( Oz = a \) and \( Ox \neq gb_l \): \( \Gamma = Z_2^0 \).
- When \( Oz = gb_l \) for some \( l \): if \( n \) is even then \( \Gamma = Z_2 \), otherwise \( \Gamma = 1 \). The results are the same when the primary axis of \( D_m^g \) coincides with a secondary axis of \( D_n^0 \).

**Lemma A.5.** For all integers \( n \) and \( m \), we set \( d := \gcd(n, m) \) and
\[
d_2(m) := \gcd(m, 2), \quad d_2(n) := \gcd(n, 2), \quad d := \begin{cases} 2 & \text{if } d = 1, \\ 1 & \text{otherwise.} \end{cases}
\]
Then we have \( [D_n] \circ [D_m] = \{[1], [Z_{d_2(n)}], [Z_{d_2(m)}], [Z_d], [Z_d], [D_d]\} \).
Clips operations on exceptional and maximum subgroups. Here we are concerned with the subgroups \( \mathcal{T}^0, \mathcal{O}^0, \mathcal{S}^0, \text{SO}(2)^0, \) and \( \text{O}(2)^0. \) For these studies, we will use results concerning their proper subgroups [Ihrig and Golubitsky 1984]. This information is summed up in the following diagram [Auffray et al. 2011], whose arrows are to be understood as inclusion of conjugates.

**Figure 4.** Exceptional subgroups in the poset of the closed subgroup of \( \text{SO}(3). \)

Tetrahedral subgroup. We revisit the decomposition (A.2):

\[
\mathcal{T}^0 = Z_3^{vt_1} \cup Z_3^{vt_2} \cup Z_3^{vt_3} \cup Z_3^{et_1} \cup Z_2^{et_2} \cup Z_2^{et_3}.
\]

We begin by studying \( \mathcal{T}^0 \cap Z_n^a. \) As a consequence of Lemma A.2, the primary axis of \( Z_n^a \) must be an edge axis or a face axis of the tetrahedron. We therefore obtain:

**Lemma A.6.** For every integer \( n, \) we set \( d_2(n) := \gcd(n, 2) \) and \( d_3(n) := \gcd(3, n); \) then we have \( [Z_n] \otimes [\mathcal{T}] = \{[1], [Z_{d_2(n)}], [Z_{d_3(n)}]\}.\)

Now let us consider \( \Gamma = \mathcal{T}^0 \cap D_n^g. \) We will use the primary and secondary axes of the dihedral subgroup:

\[
D_n^g = Z_n^a \bigcup Z_2^b.
\]

We recall that the vertex axes of the tetrahedron are denoted by \( vt_i \) and the edge axes are denoted by \( et_j. \) It is clear that \( \Gamma \) is a subgroup of \( \mathcal{T}^0. \) Furthermore:
• As soon as $3 | n$ if $a = vt_i$ then $\Gamma = Z_3$ is maximal.
• When $2 | n$ we can find $g$ such that $a = et_j$. Then if $b = et_j$, $\Gamma = D_2$; otherwise $\Gamma = Z_2$.
• In any case, when we only have $b = et_j$, then $\Gamma = Z_2$.

Finally we can deduce the lemma:

**Lemma A.7.** For every integer $n$ we denote $d_2(n) := \gcd(2, n)$ and $d_3(n) := \gcd(3, n)$; then we have $[D_n] \otimes [\mathcal{T}] = \{[1], [Z_2], [Z_{d_3(n)}], [D_{d_2(n)}]\}$.

Now, for the study of $\Gamma = \mathcal{T}^0 \cap \mathcal{T}^g$ the arguments will be based on $\mathcal{T}$ subgroups as well as on the axes.

• First, we can find a $g$ such that all the axes are modified; in this case $\Gamma = 1$.
• A rotation around a face or an edge axis can be found such that only this axis is left fixed. Then $\Gamma = Z_2$ or $\Gamma = Z_3$ depending on the fixed axis.
• If we have $\Gamma \supset D_2$ then we can deduce that $g$ carries two edge axes onto two edge axes. After a given permutation of axes (which leaves fixed $\mathcal{T}^0$) we can suppose that $g$ leaves fixed axes $vt_1$ and $vt_2$; we then conclude that $g$ fixes also the axis $vt_3$ and then $\mathcal{T}^g = \mathcal{T}^0$.

We deduce here the following lemma:

**Lemma A.8.** We have $[\mathcal{T}] \otimes [\mathcal{T}] = \{[1], [Z_2], [Z_3], [\mathcal{T}]\}$.

**Octahedral subgroup.** We begin by taking back the decomposition (A.3):

$$\mathcal{O}^0 = \bigcup_{i=1}^{3} Z_4^{f_c i} \uplus \bigcup_{j=1}^{4} Z_3^{v_c j} \uplus \bigcup_{l=1}^{6} Z_2^{e_c j}.$$

As in the case of the tetrahedron, we directly get the lemma:

**Lemma A.9.** For every integer $n$, we write

$$d_2(n) = \gcd(n, 2), \quad d_3(n) = \gcd(n, 3), \quad d_4(n) = \begin{cases} 4 & \text{if } 4 | n, \\ 1 & \text{otherwise}. \end{cases}$$

Then we have $[Z_n] \otimes [\mathcal{O}] = \{[1], [Z_{d_2(n)}], [Z_{d_3(n)}], [Z_{d_4(n)}]\}$.

To study the clips operation with dihedral groups, we proceed in the same way as for the tetrahedron subgroup. The purpose is to examine axes of the cube and dihedral group. The arguments are about the same in each case. Therefore we will only detail the cases where $4 \nmid n$, $3 | n$ and $n$ is odd.

• If $a = vc_j$; then if $b = fc_j$, $\Gamma = D_3$; otherwise $\Gamma = Z_3$.
• If $a = fc_j$: then if $b = fc_j$, $\Gamma = Z_2$; otherwise $\Gamma = 1$.
• If $a = ec_j$: then if $b = ec_j$ or $b = fc_j$, $\Gamma = Z_2$. 

All these arguments leads us to the following lemma:

**Lemma A.10.** For every integer $n$, we set

$$d_2(n) := \gcd(n, 2), \quad d_3(n) := \gcd(n, 3), \quad d_4(n) := \begin{cases} 4 & \text{if } 4 | n, \\ 1 & \text{otherwise.} \end{cases}$$

Then we have $[D_n] \circlearrowleft [\mathcal{C}] = \{ [1], [Z_2], [Z_{d_3(n)}], [Z_{d_4(n)}], [D_{d_2(n)}], [D_{d_3(n)}], [D_{d_4(n)}] \}$.

Now, we take $\Gamma = \mathcal{C}^0 \cap \mathcal{T}^g$ and one can observe that if $\Gamma$ is necessarily a common subgroup of $\mathcal{C}^0$ and $\mathcal{T}^g$, then its class must contain (in the sense of the partial order) $[1], [Z_2], [Z_3], [D_2]$, or $[\mathcal{T}]$. After that:

- There exists a rotation $g$ around an edge axis of $\mathcal{T}^0$ (that is, a common face axis of the cube) such that only this axis is fixed; and then $\Gamma = Z_2$.
- There exists a rotation $g$ around a vertex axis of $\mathcal{T}^0$ (that is, a common vertex axis of the cube) such that only this axis is fixed; and then $\Gamma = Z_3$.
- As soon as $\Gamma \supset D_2$, as in the tetrahedral case, we necessarily have $\Gamma = \mathcal{T}^0$.

We conclude here the lemma:

**Lemma A.11.** We have $[\mathcal{T}] \circlearrowleft [\mathcal{C}] = \{ [1], [Z_2], [Z_3], [\mathcal{T}] \}$.

For the study of $\Gamma = \mathcal{C}^0 \cap \mathcal{C}^g$ we will also use arguments based on subgroups. Some results are nevertheless more subtle:

- First, there exists a rotation $g$ that fixes only one edge axis, and in that case $\Gamma = Z_2$.
- Then there exists a rotation that leaves fixed only one vertex axis, and in that case $\Gamma = Z_3$.
- There exists also a rotation that leaves fixed only one face axis, and no other axis is fixed. See the figure below, which illustrates the case $\Gamma = Z_4$.

We can also find a rotation that leaves fixed a face axis and which brings an edge axis onto a face axis. Indeed, when we take $g = Q(i; \pi/4)$ we obtain $\Gamma = Z_4 \cup Z_2^k = D_4$; see left figure on the next page.
• If we take \( g = Q(k; \pi/4) \circ Q(i; \pi/4) \) we directly obtain \( \Gamma = D_2 \). We can exactly compute that \( g f c_3 = ec_6, g ec_1 = f c_1, \) and \( g ec_2 = ec_5 \) and no other axes correspond; see figure above and to the right.

• If we take \( g = Q(vc_1, \pi) \) we will find \( \Gamma = D_3 \) with \( vc_1 \) as primary axis and \( ec_5 \) a secondary axis.

• If \( \Gamma \supset \mathcal{T} \) then, necessarily, \( g \) leaves fixed the three edge axes of the tetrahedron, and then \( g \) will fix the cube \( \mathcal{C}_0 \); thus \( \Gamma = \mathcal{C}_0 \).

Finally we get the lemma:

**Lemma A.12.** We have \([\mathcal{C}] \odot [\mathcal{C}] = \{[1], [Z_2], [D_2], [Z_3], [D_3], [Z_4], [D_4], [\mathcal{C}]\}\).

**Icosahedral subgroup.** We take the decomposition (A.4):

\[
\mathcal{G}^0 = \bigcup_{i=1}^{6} Z_5^{f_i} \uplus \bigcup_{j=1}^{10} Z_3^{v_j} \uplus \bigcup_{l=1}^{15} Z_2^{d_l}.
\]

As in the previous situations, we directly get the lemma:

**Lemma A.13.** For every integer \( n \), we set

\[
d_2 := \gcd(n, 2), \quad d_3 := \gcd(n, 3), \quad d_5 := \gcd(n, 5).
\]

Then we have \([Z_n] \odot [\mathcal{G}] = \{[1], [Z_{d_2}], [Z_{d_3}], [Z_{d_5}]\}\).

Now, for the study of \( \mathcal{G}^0 \cap D_n^g \) we again use the arguments about axes:

• If \( a = ft_j \) or \( a = vt_j \), then \( \Gamma \in \{Z_{d_3}, Z_{d_5}, D_{d_3}D_{d_5}\} \).

• If \( a = et_j \) then \( \Gamma \in \{Z_{d_2}, D_{d_2}\} \).

When we argue on the secondary axis of \( D_n^g \), we see that we can always have \( Z_2 \).

Finally we get the lemma:
Lemma A.14. For every integer \( n \), we set
\[
  d_2 := \gcd(n, 2), \quad d_3 := \gcd(n, 3), \quad d_5 := \gcd(n, 5).
\]

Then we have
\[
[D_n] \circ [\mathcal{F}] = \{ [1], [Z_2], [Z_{d_3}], [D_{d_3}], [D_{d_5}], [D_{d_5}] \}.
\]

For the intersection \( \mathcal{F}^0 \cap \mathcal{T}^g \) it is clear, because of the inclusion \( \mathcal{T}^0 \subset \mathcal{F}^0 \), that we can obtain all the classes of \( [\mathcal{T}] \circ [\mathcal{T}] \). If now this intersection contains a subgroup \( D_2 \), we will necessarily have
\[
D_2 = Z_2^{g_{e_1}} \cup Z_2^{g_{e_3}} \cup Z_2^{g_{e_5}},
\]
where \( g_{e_i} \) are the three edge axis of the tetrahedron \( g_{\mathcal{T}_0} \). These three axes will then have to correspond to three perpendicular axes of the dodecahedron. After permutation of the axes, which leaves the dodecahedron fixed, we can suppose that these three axes are generated by the three vectors of the basis. But, then, the vertex axes of the tetrahedron will correspond to vertex axes of the embedded cube in the dodecahedron. We can then deduce that the intersection will be the whole \( \mathcal{T} \) subgroup.

Now we have to study \( \Gamma = \mathcal{F}^0 \cap \mathcal{C}^g \). For that, we refer to the common subgroups of \( [\mathcal{C}] \) and \( [\mathcal{F}] \). Such subgroups can clearly be taken from the poset on page 203. First, it is clear that, when the cube related to \( \mathcal{C}^g \) is the embedded cube in the dodecahedron, we will have \( \Gamma = \mathcal{T} \).

We also can find a rotation \( g \) such that \( \Gamma \) contains \( D_3 \): indeed, \( g \) has to bring the vertex axis of the cube \( v_{c_1} \) onto the vertex axis of the dodecahedron \( v_{d_5} \) and the edge axis of the cube \( e_{c_5} \) onto the edge axis of the dodecahedron \( e_{d_7} \). With the maximality argument, we can deduce that \( \Gamma = D_3 \). We now have to examine the case of \( D_2, Z_3, \) and \( Z_2 \):

- When \( \Gamma \supset D_2 \), then, after permuting of the axes of the dodecahedron, we can suppose that \( g \) leaves fixed the three axes of the basis vector. But these three axes are axes of rotation of order 2 of the dodecahedron. Thus, \( g \) will fix the cube \( \mathcal{C}_0 \) and we can deduce that \( \mathcal{C}^g = \mathcal{C}^0 \). We then have \( \Gamma = \mathcal{T} \).
- We can find a rotation \( g \) around a vertex axis, for example, \( v_{d_5} \) such that \( \Gamma = Z_3 \).
- As above, we can find a rotation around an edge axis, such that \( \Gamma = Z_2 \).

We finally conclude with the formula:
\[
[\mathcal{C}] \circ [\mathcal{F}] = \{ [1], [Z_2], [Z_3], [D_3], [\mathcal{T}] \}.
\]
For the intersection \( \Gamma = \mathcal{F}^0 \cap \mathcal{F}^g \) we will have to study the case of classes \( [\mathcal{T}], [D_3], [D_5], [D_2], [Z_3], [Z_5], \) and \( [Z_2] \):
• When $\Gamma \supset \mathcal{F}$ or $\Gamma \supset D_2$, it then contains all the three second-order rotations around each base axis, which will be three edge axes of the dodecahedron. Thus we can deduce that $g$, after permutation of these axes, leaves fixed three perpendicular axes, and then $g$ leaves fixed $\mathcal{F}$; finally $\Gamma = \mathcal{F}$.

• There exists a rotation $g$ around an edge axis so that $\mathcal{F} = Z_2$. The same argument leads us to $Z_3$ and $Z_5$.

• If we take $g$ to be the second-order rotation around the axis $vd_3$, we can compute that this rotation only leaves fixed the axes $vd_3, ed_6, ed_8$, and $ed_{15}$, and then $\Gamma = D_3$.

• If we take $g$ to be the second-order rotation around the face axis $fd_1$ we can also compute that it only leaves fixed the axes $fd_1, ed_7, ed_{11}, ed_{12}$, and $ed_{14}$, thus $\Gamma = D_5$.
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A DIRECT APPROACH TO NONLINEAR SHELLS WITH APPLICATION TO SURFACE-SUBSTRATE INTERACTIONS

MIROSLAV ŠILHAVÝ

The paper develops a direct, intrinsic approach to the equilibrium equations of bodies coated by a thin film with a nonlinear shell like structure. The forms of the equations in the reference and actual configurations are considered. The equations are shown to coincide with those obtained by using coordinate systems on the film or on the thin shell.

1. Introduction

This paper presents equilibrium equations of the system consisting of a bulk solid and attached boundary film. The film is assumed to exhibit resistance to flexural deformations in that its energy is a nonlinear function of the boundary first-order deformation gradient and of a second-order tensor that represents a suitable version of its curvature in the deformed state. Such a theory was developed by Steigmann and Ogden [1997a; 1997b; 1999] in dimensions $n = 2$ (plane deformations) and $n = 3$ (full three-dimensional deformations). The case $n = 2$ has also been treated by Fried and Todres [Fried and Todres 2005]. The cited works by Steigmann and Ogden generalize the situation in [Gurtin and Murdoch 1975; Podio-Guidugli 1988; Podio-Guidugli and Vergara-Caffarelli 1990; Steigmann and Li 1995; Steinmann 2008], where the film is modeled as a nonlinear membrane, i.e., its energy is assumed to depend only on the first surface deformation gradient.

Steigmann and Ogden used a variational principle to derive the equilibrium equations (among other things) and to show that they coincide with those of thin nonlinear shells; see [Sanders 1963; Cohen and De Silva 1966; Naghdi 1971; Pietraszkiewicz 1989].

The purpose of the present paper is to derive a direct, index-free, form of the balance equations. This approach allows a more unified understanding of the underlying mechanics than the coordinate-based approach, where one is typically forced to cover the manifold with coordinate patches.

The formalism I adopt is different from the intrinsic approaches in [Delfour and Zolésio 1997] and [Favata and Podio-Guidugli 2011]. The basic feature of
the present work is the treatment of the surface quantities as tensors in the three-
dimensional space and not just on the tangent space to the shell at the given point.
This allows for a fully tensorial form of the equilibrium equations. Both the ref-
erential and the actual configurations are considered. The main results are the
intrinsic form of the first variation of the surface energy Proposition 5.2 and the
associated equilibrium equations (15), the fully intrinsic form (17) of the effective
second-order stress tensor, the spatial intrinsic form of the equilibrium equations
Proposition 6.1, and the tangential and normal components of the equilibrium
equations Proposition 6.2. Up to the last mentioned item, no coordinate system is
invoked to derive the results. However, for reasons of comparison with the existing
coordinate approaches, in Section 7 I give the coordinate form of the main results
and show that they coincide with those obtained by different methods.

As for the intrinsic tensor calculus, only tensors in euclidean space will be em-
ployed, of orders 0, 1, 2, and 3. Tensors of orders 0 and 1 are scalars and vectors
from \( \mathbb{R}^n \) \( (n \geq 2; \text{ typically } n = 2 \text{ or } n = 3) \). Second-order tensors are either \( \mathbb{R} \)-valued bilinear forms on \( \mathbb{R}^n \times \mathbb{R}^n \) or linear transformations from \( \mathbb{R}^n \) to \( \mathbb{R}^n \); we do
not distinguish these two interpretations graphically. The set of all second-order
tensors is denoted by \( \operatorname{Lin} \). The third-order tensors are mostly interpreted as \( \mathbb{R}^n \)-
valued bilinear forms on \( \mathbb{R}^n \times \mathbb{R}^n \). The set of all third-order tensors is denoted by \( T \).

2. Geometry of deformation of a coated body

We identify the material points of the body with their positions \( x \) in a reference
configuration \( \Omega \subset \mathbb{R}^n \), where \( n \geq 2 \) is arbitrary but in applications \( n = 2 \) or \( n = 3 \).
We assume that \( \Omega \) is a bounded open set with sufficiently smooth boundary \( \partial \Omega \)
with the unit outer normal \( \mathbf{n} \). We consider the bulk solid to be coated with an
elastic surface \( S \subset \partial \Omega \). We assume that \( S \) is a relatively open subset of \( \partial \Omega \) with
a smooth boundary \( \partial S \) without corners.

The deformation of the coated body is described by a sufficiently smooth map
from the closure \( \operatorname{cl} \Omega \) of \( \Omega \) so that the deformation \( y \) of the coating, i.e., the restriction of \( y \)
to the closure \( \operatorname{cl} S \) of \( S \), is well defined and sufficiently smooth.

The deformation \( y \) of the bulk body is described by the bulk deformation gradient

\[
\mathbf{F} = \nabla y,
\]

which is assumed to exist, be continuous, and of positive determinant, at every
point of \( \operatorname{cl} \Omega \). Here \( \nabla \) indicates the gradient with respect to the position in the
reference configuration and at a given point of \( \operatorname{cl} \Omega \), \( \mathbf{F} \) is interpreted as a linear
transformation from \( \mathbb{R}^n \) to \( \mathbb{R}^n \).

The surface deformation \( y \) of the coating is described by the surface deformation
gradient and by the referential version of the curvature tensor of the coating in the
deformed configuration to be defined below. For the referential surface \( S \) of the coating we introduce the curvature tensor \( \mathbb{L} \) (also called the Weingarten tensor), defined by

\[
\mathbb{L} = \nabla m,
\]

where \( \nabla \) denotes the surface gradient. We here adopt the following convention for the surface differentiation of maps with values is a finite-dimensional vector space \( V \) defined on a manifold \( M \) of dimension \( k \) in \( \mathbb{R}^n \): if \( f : M \to V \) is a smooth map then for every \( x \in M \) the surface gradient \( \nabla f(x) \) of \( f \) at \( x \) is a linear map from the whole space \( \mathbb{R}^n \) to \( V \) which satisfies \( \nabla f(x)\mathbb{P}(x) = \nabla f(x) \), where \( \mathbb{P}(x) \) is a projection from \( \mathbb{R}^n \) onto the tangent space \( \text{Tan}(M, x) \) of \( M \) at \( x \), and

\[
\lim_{\substack{x \to \bar{x} \\ x \neq \bar{x}}} \frac{|f(x) - f(\bar{x}) - \nabla f(x)(\tilde{x} - x)|}{|\tilde{x} - x|} = 0.
\]

This convention differs from the alternative view [Federer 1969, Subsection 3.1.22; Gurtin and Murdoch 1975; Gurtin 2000], where the surface gradient at the given point is interpreted as a linear transformation from \( \text{Tan}(M, x) \) to \( V \). The latter is just the restriction of our \( \nabla f(x) \) to \( \text{Tan}(M, x) \). Below we apply the same convention to the derivatives of the response functions for the surface energy with respect to the surface deformation gradient and curvature. Our convention has the advantage that the surface gradient at different points of \( M \) is an element of the same linear space and one can thus iterate the procedure to define the second surface gradient \( \nabla^2 f(x) \) of \( f \) at \( x \in M \) as the surface gradient of the surface gradient. Thus \( \nabla^2 f(x) = \nabla(\nabla f)(x) \) and we interpret \( \nabla^2 f(x) \) as a bilinear transformation from \( \mathbb{R}^n \times \mathbb{R}^n \) to \( V \), defined by

\[
\nabla^2 f(x)(a, b) = \nabla(\nabla f b)a
\]

for every \( a, b \in \mathbb{R}^n \). A comparison with [Murdoch and Cohen 1979/80] shows that the second gradient as defined there is similarly the present second gradient restricted to \( \text{Tan}(M, x) \times \text{Tan}(M, x) \). In [Steigmann and Ogden 1999] the notion of the second gradient is employed in the special case of the second surface gradient. We shall see below that this notion of the second surface gradient coincides with the present one also as far as the definition domain is concerned. We note that the bilinear map \( \nabla^2 f(x) \) is generally nonsymmetric, but its restriction to \( \text{Tan}(M, x) \times \text{Tan}(M, x) \) is symmetric. If \( V = \mathbb{R}^n \), i.e., if \( f \) is a scalar function, we identify the linear transformation \( \nabla f(x) \) from \( \mathbb{R}^n \) to \( \mathbb{R} \) with an equally denoted element of \( \mathbb{R}^n \) via the identification \( \nabla f(x)a = \nabla f(x) \cdot a \) for each \( a \in \mathbb{R}^n \). The equation \( \nabla f(x)\mathbb{P}(x) = \nabla f(x) \) then reduces to \( \mathbb{P}(x)\nabla f(x) = \nabla f(x) \), i.e., \( \nabla f(x) \) is an element of the tangent space to \( M \) at \( x \). Similarly, the second gradient \( \nabla^2 f(x) \) is identified with a second-order tensor in \( \text{Lin} \) via \( \nabla^2 f(x)(a, b) = a \cdot \nabla^2 f(x)b \) for each \( a, b \in \mathbb{R}^n \).
We refer to [Šilhavý 2011, Appendix A and B] for more details on the present conventions on the derivatives and gradients.

We define the surface deformation gradient $F$ of $y$ by

$$F = \nabla y.$$

At the given point $x$ of $S$, $F$ is a second-order tensor on $\mathbb{R}^n$ which is assumed to map $\text{Tan}(S, x)$ onto $\text{Tan}(\tilde{S}, y(x))$, where $\tilde{S} = y(S)$ is the actual configuration of the coating. We denote by $\mathbb{P}$ the orthogonal projection onto the tangent space to $S$ and by $\mathbb{P}$ the orthogonal projection onto the tangent space to $\tilde{S}$. Then we have

$$FP = F, \quad PF = F.$$

The tensor $F$ is always noninvertible. However, we denote by $F^{-1}$ the pseudoinverse, which at a given point of $S$ is a linear transformation from $\mathbb{R}^n$ to $\mathbb{R}^n$ satisfying

$$F^{-1}F = \mathbb{P}, \quad FF^{-1} = \mathbb{P}.$$

Then $F^{-1}$ always exists and is determined uniquely. If, for a given point of $S$, $F$ is the bulk deformation gradient at that point, then

$$F = FP, \quad F^{-1} = F^{-1}\mathbb{P},$$

where $F^{-1}$ is the inverse of $F$ in the standard sense.

We assume that the response of the coating depends on the first and second deformation gradients, but on the second deformation gradient $\nabla^2 y$ only through a combination that can be regarded as the curvature tensor of the deformed configuration $\tilde{S}$ viewed from the reference configuration. That is, we introduce a bilinear form $K$ which is identified with an equally denoted second-order tensor by

$$K(a, b) = \bar{n} \cdot \nabla^2 y(\mathbb{P}a, \mathbb{P}b)$$

for every $a, b \in \mathbb{R}^n$, where

$$\bar{n} = \frac{\text{cof} F \bar{n}}{|\text{cof} F \bar{n}|}$$

is the unit outer normal to $\tilde{S}$. Here $\text{cof} F$ is the cofactor tensor of $F$. If for any map $B$ on $\mathbb{R}^n \times \mathbb{R}^n$ we introduce the symbol $B \circ (\mathbb{P}, \mathbb{P})$ to denote the map on $\mathbb{R}^n \times \mathbb{R}^n$ given by

$$B \circ (\mathbb{P}, \mathbb{P})(a, b) = B(\mathbb{P}a, \mathbb{P}b)$$

for any $a, b \in \mathbb{R}^n$, then we have

$$K = \bar{n} \cdot \nabla^2 y \circ (\mathbb{P}, \mathbb{P})$$

and

$$K = K \circ (\mathbb{P}, \mathbb{P}).$$
Also, when viewed as a second-order tensor, $K$ satisfies
\[ PKP = K. \]

It is useful to note that the curvature $\mathbb{L} = \bar{\nabla} \bar{\varphi}$ of the surface $\bar{S}$ is
\[ \mathbb{L} = -\bar{F}^{-T}K\bar{F}^{-1}. \]

Here $\bar{\nabla}$ is the surface gradient on $\bar{S}$, i.e., the surface gradient as defined above, but for maps on $\mathcal{M} = \bar{S}$, and $\bar{F}^{-T} := (\bar{F}^{-1})^T$ where $T$ denotes the transposition.

If $\mathcal{M} \subset \mathbb{R}^n$ is a smooth manifold of dimension $k$ and if
\[ Q : \mathcal{M} \to \text{Lin}(\mathbb{R}^n, V) \] (2)
is a map on $\mathcal{M}$ with values in the space $\text{Lin}(\mathbb{R}^n, V)$ of linear transformations from $\mathbb{R}^n$ to a finite-dimensional inner product space $V$, we define the surface divergence $\text{div} Q : \mathcal{M} \to V$ by
\[ a \cdot \text{div} Q = \text{tr}(\nabla (Q^T a)) \] (3)
for each $a \in V$ where the transpose
\[ Q^T : \mathcal{M} \to \text{Lin}(V, \mathbb{R}^n) \]
is defined by $b \cdot Q^T a = Qb \cdot a$ for each $b \in \mathbb{R}^n$ and $a \in V$. It follows directly from the definition that if $a : \mathcal{M} \to V$ then
\[ \text{div}(Q^T a) = a \cdot \text{div} Q + Q \cdot \nabla a, \] (4)
where
\[ Q \cdot \nabla a := \text{tr}(Q^T \nabla a). \]

If $V = \mathbb{R}$, we identify $Q : \mathcal{M} \to \text{Lin}(\mathbb{R}^n, \mathbb{R})$ with a vector field $q : \mathcal{M} \to \mathbb{R}^n$ by $Qa = q \cdot a$ for each $a \in \mathbb{R}^n$ and define the divergence of $q$ to be the divergence of $Q$; thus $\text{div} q$ is a scalar field defined by
\[ \text{div} q = \text{tr}(\nabla q) \]
and (3) can be rewritten as $a \cdot \text{div} Q = \text{div}(Q^T a)$ for each $a \in V$.

We say that $Q$ as in (2) is superficial if $Q = QP$. In particular if $Q : \mathcal{M} \to \text{Lin}(\mathbb{R}^n, \mathbb{R})$ and $q : \mathcal{M} \to \mathbb{R}^n$ are related as above, $Q$ is superficial if and only if $q$ is tangential, i.e., $q$ is an element of the tangent space at every point: $Pq = q$.

We define the relative boundary $\partial \mathcal{M}$ of $\mathcal{M}$ by $\partial \mathcal{M} = \text{cl} \mathcal{M} \setminus \mathcal{M}$ where $\text{cl} \mathcal{M}$ is the closure of $\mathcal{M}$ in $\mathbb{R}^n$. We assume that $\partial \mathcal{M}$ is sufficiently smooth. We denote by $\mathbb{m}$ the relative normal to $\partial \mathcal{M}$. This is a map which, at a given point of $\partial \mathcal{M}$, is an element of the tangent space to $\mathcal{M}$ defined, e.g., by $\mathbb{m} = \nabla \varphi / |\nabla \varphi|$ where $\varphi$ is a function defined locally on $\mathcal{M}$ such that the equation $\varphi = 0$ expresses locally $\partial \mathcal{M}$. We here assume that $\mathcal{M}$ can be extended to a smooth manifold of dimension...
k in $\mathbb{R}^n$ which contains $\text{cl} \, \mathcal{M}$; this makes the tangent space to $\mathcal{M}$ defined also at the points of $\partial \mathcal{M}$ and the equation $\varphi = 0$ makes sense. The surface divergence theorem asserts that if $Q$ as in (2) is superficial then

$$\int_\mathcal{M} \text{div} \, Q \, d\mathcal{H}^k = \int_{\partial \mathcal{M}} Q m \, d\mathcal{H}^{k-1}. $$

Here $\mathcal{H}^k$ is the $k$-dimensional area measure on $\mathcal{M}$ and $\mathcal{H}^{k-1}$ the $(k-1)$-dimensional area measure on $\partial \mathcal{M}$.

Furthermore, the surface Piola transformation asserts that if $Q$ is as in (2) is superficial, if $\Phi : \mathcal{M} \to \overline{\mathcal{M}} := \Phi(\mathcal{M})$ is a diffeomorphism and if $\overline{Q}$ is a field defined on $\overline{\mathcal{M}}$ by

$$\overline{Q} = j^{-1} Q F^T,$$

where $j$ is the jacobian of $\Phi$, $F := \nabla \Phi$, then $\overline{Q}$ is superficial and

$$\text{div} \, \overline{Q} = j^{-1} \text{div} \, Q$$

where $\overline{\text{div}}$ is the surface divergence on $\overline{\mathcal{M}}$, i.e., the surface divergence as defined above, but for fields defined on $\overline{\mathcal{M}}$. Below we need the cases $\mathcal{M} = S$ and $\mathcal{M} = \partial S$. Moreover, we shall employ $V = \mathbb{R}$, $V = \mathbb{R}^n$ and $V = \text{Lin}$, i.e., $Q$ will be a vector field, second-order tensor field and third-order tensor field. We refer to [Marsden and Hughes 1983, Chapter 1] for abstract formulations of Stokes’ theorem and surface Piola transformation on manifolds from which the present euclidean cases follow.

### 3. Constitutive assumptions

We assume that the bulk body is made of a nonlinear hyperelastic material with the bulk stored energy $\tilde{f} : \text{Lin}_+ \to \mathbb{R}$, where $\text{Lin}_+$ is the set of all second-order tensors with positive determinant. For a given deformation $y : \text{cl} \, \Omega \to \mathbb{R}^n$ the stored energy field is given by the constitutive equation

$$f(x) = \tilde{f}(F(x)), \quad x \in \text{cl} \, \Omega, \quad (6)$$

where $F$ is the bulk deformation gradient. For the coating $S$ we assume that for each $x \in S$ we have a surface stored energy function $\tilde{f}_x : D_x \to \mathbb{R}^n$ where $D_x$ is the set of all pairs $(F, \mathcal{K}) \in \text{Lin} \times \text{Lin}$ such that $FP(x) = F$ and $\mathcal{K}$ is symmetric and satisfies $P(x) \mathcal{K} P(x) = \mathcal{K}$. For a given deformation $y : S \to \mathbb{R}^n$ the field of superficial stored energy $f$ on $S$ is given by the constitutive equation

$$f(x) = \tilde{f}_x(F(x), \mathcal{K}(x)), \quad x \in S, \quad (7)$$

where $F$ and $\mathcal{K}$ are defined in Section 2. We note that the response function for the superficial stored energy depends on $x$ since we are forced to assume that the
domain $D_x$ is different for different $x \in S$. The same applies for the derivatives of $\tilde{f}_x$. However, below we simplify the notation and suppress the dependence of $\tilde{f}_x$ on $x$ and write simply $\tilde{f}$ in place of $\tilde{f}_x$. The same convention applies for the derivatives of $\tilde{f}$. The constitutive assumption (7) is employed in [Steigmann and Ogden 1999] in a coordinate form, who refer to [Hilgers and Pipkin 1992; Cohen and De Silva 1966] for earlier employments of the same hypothesis. In $n = 2$ (plane deformations of the bulk body), equivalent hypotheses have been made in [Steigmann and Ogden 1997a; 1997b; Fried and Todres 2005]. See Section 7 (below) for the coordinate version of this assumption for $n = 3$.

Following [Steigmann and Ogden 1999], we also treat the coating $S$ as a general second grade material, i.e., we treat the superficial stored energy as a function of the first and second surface gradients. More precisely, we introduce a third-order tensor $G$ interpreted as an $R^n$-valued bilinear form on $R^n \times R^n$ given by

$$G(a, b) = \nabla^2 y(Pa, Pb)$$

for all $a, b \in R^n$, note that

$$K(a, b) = \overline{n} \cdot G(a, b), \quad (8)$$

and introduce a response function $\hat{f} \equiv \hat{f}_x : E_x \rightarrow R$ related to $\tilde{f}$ by

$$\hat{f}(F, G) = \tilde{f}(F, K)$$

where $G$ and $K$ are related by (8). The domain $E_x$ of $\hat{f}$ consists of all pairs $(F, G) \in \text{Lin} \times T$, where $T$ is the space of all $R^n$-valued bilinear forms on $R^n \times R^n$, satisfying

$$F = FP, \quad G = G \circ (P, P). \quad (9)$$

The field $f$ is then given by the constitutive equation

$$f(x) = \hat{f}(F(x), G(x)), \quad x \in S.$$  

4. The total energy

The total energy $F$ of the bulk body plus the coating is assumed in the form

$$F(y) = E_b(y) + E_c(y) + W(y)$$

for each deformation $y : \text{cl} \Omega \rightarrow R^n$, where $E_b(y)$ is the internal energy of the bulk body, $E_c(y)$ is the internal energy of the coating, and $W(y)$ is the potential energy of the loads. Here

$$E_b(y) = \int_\Omega f \, d\mathcal{L}^n.$$
where \( f \) is given by the constitutive equation (6) and \( \mathcal{L}^n \) is the \( n \)-dimensional volume in \( \mathbb{R}^n \),

\[
E_c(y) = \int_{\mathcal{S}} f \, d\mathcal{H}^{n-1}
\]

where \( f \) is given by the constitutive equation (7) and \( \mathcal{H}^{n-1} \) is the \( (n-1) \)-dimensional area on \( \partial \Omega \), and

\[
W(y) = -\int_{\Omega} y \cdot b \, d\mathcal{L}^n - \int_{\partial\Omega} y \cdot s \, d\mathcal{H}^{n-1};
\]

here \( b : \Omega \rightarrow \mathbb{R}^n \) is a prescribed body force and \( s : \partial \Omega \rightarrow \mathbb{R}^n \) is a prescribed surface traction on the boundary of the body.

We assume that the response functions for the bulk and surface energies are sufficiently smooth and define the first variation \( \delta F(y, v) \) of the total energy corresponding to the variation \( v : \text{cl} \, \Omega \rightarrow \mathbb{R}^n \) by

\[
\delta F(y, v) = \frac{dF(y + tv)}{dt} \bigg|_{t=0}.
\]

We define the first variations \( \delta E_b(y, v) \) and \( \delta E_c(y, v) \) of the internal energies and the first variation \( \delta W(y, v) \) of the potential energy of loads analogously.

5. The first variation of total energy and the Euler Lagrange equations

**Proposition 5.1.** For every deformation \( y : \text{cl} \, \Omega \rightarrow \mathbb{R}^n \) and every variation of deformation \( v : \text{cl} \, \Omega \rightarrow \mathbb{R}^n \), we have

\[
\delta E_b(y, v) = -\int_{\Omega} v \cdot \text{div} \, S \, d\mathcal{L}^n + \int_{\partial\Omega} v \cdot S \, d\mathcal{H}^{n-1}
\]

where \( S \) is the bulk referential stress given by the constitutive equation

\[
S(x) = \tilde{S}(F(x)), \quad \text{with} \ x \in \text{cl} \, \Omega, \ \tilde{S} = \partial F \tilde{f}.
\]

Furthermore,

\[
\delta W(y, v) = -\int_{\Omega} v \cdot b \, d\mathcal{L}^n - \int_{\partial\Omega} v \cdot s \, d\mathcal{H}^{n-1}.
\]

This is standard.

**Proposition 5.2.** We have

\[
\delta E_c(y, v) = -\int_{\mathcal{S}} v \cdot \text{div} \, T \, d\mathcal{H}^{n-1} + \int_{\partial\mathcal{S}} (A^\perp \cdot \nabla^\perp v + (T_m - \text{div}^\perp A^\perp) \cdot \psi) \, d\mathcal{H}^{n-2}
\]

for each deformation \( y : \text{cl} \, \mathcal{S} \rightarrow \mathbb{R}^n \) and for each variation \( \psi : \text{cl} \, \mathcal{S} \rightarrow \mathbb{R}^n \) of deformation, where \( \mathcal{H}^{n-2} \) is the \( (n-2) \)-dimensional area measure on \( \partial \mathcal{S} \),

\[
T = S - (\text{div} \, A) P
\]
with \( S \) and \( A \) the referential surface stress and the referential surface couple stress given by the constitutive equations

\[
S(x) = \hat{S}(F(x), G(x)), \quad A(x) = \hat{A}(F(x), G(x)), \quad x \in \text{cl} \, S,
\]

with

\[
\hat{S} = \partial_F \hat{f}, \quad \hat{A} = \partial_G \hat{f},
\]

\( \text{div}^\parallel \) denotes the divergence on \( \partial S \), \( \nabla^\perp_v := \nabla_m v \) is the directional surface gradient of \( v \) in the direction of the normal \( m \), and \( A^\perp \) and \( A^\parallel \) are fields on \( \partial S \) given by

\[
A^\perp = A(m, m), \quad A^\parallel a = A(P^\parallel a, m)
\]

for each \( a \in \mathbb{R}^n \), where \( P^\parallel \) is the orthogonal projection from \( \mathbb{R}^n \) onto the tangent space of \( \partial S \) at the given point.

We here recall that the response function \( \hat{f} \) is defined on the domain \( E_x \) which consists of all pairs \( (F, G) \in \text{Lin} \times T \) such that (9) hold. Thus for a given point of \( S \), the domain of \( \hat{f} \) is a linear subspace of the product \( \text{Lin} \times T \). The partial derivatives of \( \hat{f} \) in (12) follow our convention about derivatives on submanifolds of an euclidean space and interpret the total derivative (differential) \( D \hat{f} \) of \( \hat{f} \) as an element of the space \( \text{Lin} \times T \), which satisfies

\[
\Pi D \hat{f} = \hat{f}
\]

where \( \Pi \) is the orthogonal projection from \( \text{Lin} \times T \) onto \( E_x \). The value \( D \hat{f} \) is a pair in \( \text{Lin} \times T \) and we write \( D \hat{f} = (\partial_F \hat{f}, \partial_G \hat{f}) \) with \( \partial_F \hat{f} \in \text{Lin}, \partial_G \hat{f} \in T \) for the “components” of \( D \hat{f} \). Equation (13) and the definition of \( E_x \) gives

\[
\partial_F \hat{f} P = \partial_F \hat{f}, \quad \partial_G \hat{f} \circ (P, P) = \partial_G \hat{f}.
\]

**Proof.** The definition of the variation gives

\[
\delta E_c(y, \nu) = \int_S (S \cdot \nabla \nu + A \cdot (\nabla^2 \nu \circ (P, P))) \, dH^{n-1}.
\]

Since \( A \cdot (\nabla^2 \nu \circ (P, P)) = A \circ (P, P) \cdot \nabla^2 \nu \) and \( A = A \circ (P, P) \), this may be rewritten as

\[
\delta E_c(y, \nu) = \int_S (S \cdot \nabla \nu + A \cdot \nabla^2 \nu) \, dH^{n-1}.
\]

We use the formula \( \text{div}(A \cdot \nabla \nu) = \text{div} A \cdot \nabla \nu + A \cdot \nabla^2 \nu \equiv (\text{div} A) P \cdot \nabla \nu + A \cdot \nabla^2 \nu \) [see (4)] and employ the surface divergence theorem noting that \( \hat{A} \) is superficial to obtain

\[
\delta E_c(y, \nu) = \int_S T \cdot \nabla \nu \, dH^{n-1} + \int_{\partial S} \text{div} A \hat{m} \cdot \nu \, dH^{n-2}.
\]
Next we use the formula \( \text{div}(T^T v) = (\text{div} T) \cdot v + T \cdot \nabla v \) and employ the surface divergence theorem to obtain
\[
\delta E_c(y, v) = - \int_S v \cdot \text{div} T \, d\mathcal{H}^{n-1} + \int_{\partial S} (A_m \cdot \nabla v + T_m \cdot v) \, d\mathcal{H}^{n-2}. \tag{14}
\]

The second integral on the right hand side is further transformed as follows. We write \( v = v^\perp + v^\parallel \) where \( v^\parallel \) denotes the surface gradient relative to \( \partial S \) to obtain
\[
\int_{\partial S} A_m \cdot \nabla v \, d\mathcal{H}^{n-2} = \int_{\partial S} (A^\perp \cdot v^\perp + A^\parallel \cdot v^\parallel) \, d\mathcal{H}^{n-2}.
\]

Recalling that \( \partial^2 S = \emptyset \), we use the surface divergence theorem to obtain
\[
\int_{\partial S} \text{div}^\parallel (A^{\parallel T} \cdot v) \, d\mathcal{H}^{n-2} = 0.
\]

Next we invoke the identity \( A^\parallel \cdot v^\parallel = \text{div}^\parallel (A^{\parallel T} \cdot v) - v \cdot \text{div}^\parallel A^\parallel \). The last two relations provide
\[
\int_{\partial S} A_m \cdot \nabla v \, d\mathcal{H}^{n-2} = \int_{\partial S} (A^\perp \cdot v^\perp - v \cdot \text{div}^\parallel A^\parallel) \, d\mathcal{H}^{n-2}
\]
and this reduces (14) to (10).

**Proposition 5.3.** If \( \delta F(y, v) = 0 \) for a given deformation \( y : \text{cl} \Omega \to \mathbb{R}^n \) and all variations of deformation \( v : \text{cl} \Omega \to \mathbb{R}^n \), we have the equations
\[
\begin{align*}
\text{div} S + b &= 0 \quad \text{on } \Omega, \\
S_n &= s \quad \text{on } \partial \Omega \setminus S, \\
\text{div} T + p &= 0 \quad \text{on } S \\
A^\perp &= 0, \quad T_m - \text{div}^\parallel A^\parallel = 0 \quad \text{on } \partial S,
\end{align*}
\tag{15}
\]
where \( p = s - S_n \).

If \( n = 3 \) and \( \mathbf{t} \) is the counterclockwise unit tangent vector to \( \partial S \) then
\[
A^\parallel = A(t, m) \otimes \mathbf{t}, \quad \text{div}^\parallel A^\parallel = (A(t, m))'
\]
where ‘ denotes the derivative with respect to the arc length parameter on \( \partial S \).

**Proof.** Collecting the expressions in Propositions 5.1 and 5.2, we obtain
\[
\delta F(y, v) = - \int_\Omega v \cdot (\text{div} S + b) \, d\mathcal{L}^n + \int_{\partial \Omega \setminus S} v \cdot (S_m - s) \, d\mathcal{H}^{n-1} \\
- \int_S v \cdot (\text{div} T - S_m + s) \, d\mathcal{H}^{n-1} \\
+ \int_{\partial S} (A^\perp \cdot v^\perp + (T_m - \text{div}^\parallel A^\parallel) \cdot v) \, d\mathcal{H}^{n-2}. \tag{16}
\]
We first consider all variations \( v \) with compact support contained in the open set \( \Omega \), then the integrals over \( \partial \Omega \setminus S \), over \( S \) and over \( \partial S \) vanish and the arbitrariness of \( v \) gives (15)_1. With this knowledge the volume integral in (16) disappears. We then consider variations \( v \) such that \( v = 0 \) on \( \text{cl} S \); then the integrals over \( S \) and \( \partial S \) vanish and the arbitrariness of the values of \( v \) on \( \partial \Omega \setminus S \) gives (15)_2. With this knowledge, also the integral over \( \partial S \) disappears from (16). Then we consider variations \( v = v|_{\text{cl} S} \) such that \( v \) has compact support in the relatively open set \( S \). This gives (15)_3 and the integral over \( S \) in (16) disappears. We are thus left with only the integral over \( \partial S \) in (16). Since the variations \( V \perp v \) and \( v|_{\partial S} \) can be chosen independently, we obtain (15)_4. \( \square \)

We recall that our basic response function for the surface energy was \( \tilde{f} \), expressing the surface stored energy as a function of \( F \) and \( K \). The next proposition expresses the tensor \( T \) occurring in (10) and (15)_3 in terms of the derivatives of \( \tilde{f} \).

**Proposition 5.4.** We have the following relation for the tensor \( T \) in (11):

\[
T = \partial_F \hat{f} - \text{div}(\hat{n} \otimes F \partial_K \tilde{f})F^{-T}.
\]

**Proof.** Let us show that the partial derivatives of the functions \( \hat{f} \) and \( \tilde{f} \) are related by

\[
\partial_F \hat{f} = \partial_F \tilde{f} - \hat{n} \otimes (F^{-1}G \cdot \partial_K \tilde{f}), \quad \partial_G \hat{f} = \hat{n} \otimes \partial_K \tilde{f}
\]

at the corresponding arguments, where \( F^{-1}G \cdot \partial_K \tilde{f} \) is a vector satisfying

\[
a \cdot (F^{-1}G \cdot \partial_K \tilde{f}) = R \cdot \partial_K \tilde{f}
\]

for all \( a \in \mathbb{R}^n \), where \( R \) is a second-order tensor satisfying

\[
R(p, q) = a \cdot F^{-1}G(p, q)
\]

for all \( p, q \in \mathbb{R}^n \). Indeed, we interpret \( \hat{n} \) as a function of \( F \) determined locally uniquely by the equations \( F^T \hat{n} = 0 \), \( |\hat{n}| = 1 \). This functional interpretation of \( \hat{n} \) makes \( K \) a function of \( G \) and \( \hat{n} \). Differentiating the relation

\[
\hat{f}(F, G) = \tilde{f}(F, \hat{n}(F) \cdot G)
\]

with respect to \( G \) we obtain (18)_2. To obtain (18)_1, we first note that interpreting \( \hat{n} \) as a function of \( F \), we have the relation

\[
\partial_F \hat{n} A = -F^{-T}A^T \hat{n}
\]

for each \( A \in \text{Lin} \), where we interpret \( \partial_F \hat{n} \) as a linear transformation from \( \text{Lin} \) to \( \mathbb{R}^n \). Differentiating (19) with respect to \( F \) in the direction of \( A \in \text{Lin} \) and using the above relation for the derivative on \( \hat{n} \), we obtain

\[
\partial_F \hat{f} \cdot A = - (F^{-T}A^T \hat{n} \cdot G) \cdot \partial_K \hat{f} + \partial_F \hat{f} \cdot A,
\]
where for any vector $a$ the symbol $a \cdot G$ denotes a second-order tensor defined by

$$(a \cdot G)(p, q) = a \cdot G(p, q)$$

for any $p, q \in \mathbb{R}^n$. We have the following rearrangements

$$
(F^T A^T n \cdot G) \cdot \partial_{\tilde{K}} \hat{f} = (F^T A^T n) \cdot (G \cdot \partial_{\tilde{K}} \hat{f})
= (n \otimes (F^{-1} G \cdot \partial_{\tilde{K}} \hat{f})) \cdot A
$$

which reduces (20) to

$$
\partial_{\hat{F}} \hat{f} \cdot A = -(n \otimes (F^{-1} G \cdot \partial_{\tilde{K}} \hat{f})) \cdot A + \partial_{\hat{F}} \hat{f} \cdot A
$$

and the arbitrariness of $A$ gives (18)$_1$.

Using relations (18) one finds from the definition (11) of $T$ that

$$
T = S - (\text{div} A) P = \partial_{\hat{F}} \hat{f} - n \otimes (F^{-1} G \cdot \partial_{\tilde{K}} \hat{f}) - \text{div}(n \otimes \partial_{\tilde{K}} \hat{f}) P
$$

and the proof of (17) is completed by noting the following easily provable identity

$$
\text{div}(n \otimes F \partial_{\tilde{K}} \hat{f}) F^{-T} = n \otimes (F^{-1} G \cdot \partial_{\tilde{K}} \hat{f}) + \text{div}(n \otimes \partial_{\tilde{K}} \hat{f}) P.
$$

\[\square\]

6. The spatial form of equilibrium equations

The spatial form of the equilibrium equations (i.e., that on the deformed configuration of the film) to be derived below admits a splitting into the tangential and normal components with the tangential component given by a second-order equation and the normal component a fourth-order equation with the iterated surface divergence.

**Proposition 6.1.** Assume that the stored energy $\hat{f}$ is objective in the sense that

$$
\hat{f}(Q\hat{F}, \hat{K}) = \hat{f}(\hat{F}, \hat{K})
$$

for all orthogonal tensors $Q$ and all arguments $\hat{F}$ and $\hat{K}$ from the domain of $\hat{f}$. Then (15)$_3$ is equivalent to

$$
\overline{\text{div}} \overline{T} + j^{-1} p = 0,
$$

where $j = |\text{cof} \hat{F}|$ is the jacobian of the transformation $y : S \rightarrow \overline{S} := y(S)$, $\overline{\text{div}}$ is the divergence on the actual configuration $S$, and

$$
T = j^{-1} T F^T = \overline{N} - \overline{LM} - n \otimes (\overline{P} \overline{\text{div}} \overline{M}),
$$

where

$$
\overline{N} = j^{-1} \partial_{\hat{F}} \hat{f} F^T, \quad \overline{M} = j^{-1} \hat{F} \partial_{\tilde{K}} \hat{f} F^T
$$
and $L = \nabla n$ is the curvature of the deformed configuration of the film. Equations (15) are equivalent to

$$\bar{M}(m, m) = 0, \quad \bar{T}m - \nabla^l(n \otimes \bar{M}m) = 0,$$

(24)

where $m$ is the unit normal to $\partial S$ in the tangent space to $S$ and $\nabla^l$ is the divergence relative to $\partial S$. If $n = 3$, then (24) reads

$$\bar{T}m - (n\bar{M}(\xi, m))' = 0,$$

where $\xi$ is the counterclockwise unit vector tangent to $\partial S$ and the superscript $'$ denotes the derivative with respect to the arc length parameter on $\partial S$.

Here and below in this section we distinguish the objects related to the deformed configuration by a superimposed bar. Here $\bar{N}$ is the normal stress and $\bar{M}$ the couple stress in the film.

**Proof.** Note first that a standard argument based on the objectivity implies that $\bar{N}$, given by (23), is a symmetric tensor. Furthermore, the definition (23) immediately implies that $\bar{N}m = 0$ and $\bar{N}P = \bar{N}$, where $P$ is the orthogonal projection from $\mathbb{R}^n$ onto the tangent space to $\bar{S}$, which by the symmetry implies that $PN = N$.

We note further that if $\bar{T}$ is given by (22) then (21) is equivalent to (15) by the surface version of the Piola transformation (5). To obtain the equivalent form (22), we note that by (17) we have

$$\bar{T} = \bar{N} - j^{-1} \nabla(n \otimes F \partial_K \tilde{f}) P.$$

(25)

Employing the surface version of the Piola transformation once more and invoking the formula for the divergence of a tensor product, we find that

$$j^{-1} \nabla(n \otimes F \partial_K \tilde{f}) P = (\nabla(n \otimes \bar{M})) P = L\bar{M} + n \otimes P \nabla \bar{M}.$$

The insertion into (25) yields (22).

Equation (24) is clearly equivalent to the first equation in (15). To obtain the equivalence of (24) and the second equation in (15), we employ the Piola transformation to the passage from $\partial S$ to $\partial \bar{S}$. We note that the jacobian of this transformation is

$$\tilde{j} = j |F^{-T}m|$$

and the unit normal $\bar{m}$ to $\partial \bar{S}$ is given by

$$\bar{m} = F^{-T}m / |F^{-T}m|.$$

The basic relation (5) of the Piola transformation is then

$$\nabla^l(j^{-1}|F^{-T}m|^{-1}A^lF^T) = j^{-1}|F^{-T}m|^{-1} \nabla^l A^l.$$
which reduces the second equation in (15) to
\[ \mathbf{T} m + \text{div}(\mathbf{j}^{-1}|F^{-\mathbf{T}}m|^{-1} \mathbf{A}'F^T) = \mathbf{0}. \]

Recalling (18)_2, we note that
\[ \mathbf{A} = \mathbf{n} \otimes \partial_K \mathbf{f} \]
and we use this in the following computation:
\[ \mathbf{j}^{-1}|F^{-\mathbf{T}}m|^{-1} \mathbf{A}'F^T \mathbf{a} = \mathbf{j}^{-1}|F^{-\mathbf{T}}m|^{-1} \mathbf{A}(P\mathbf{F}^T \mathbf{a}, \mathbf{m}) \]
\[ = \mathbf{j}^{-1} \mathbf{A}(P\mathbf{F}^T \mathbf{a}, F^T \mathbf{m}) \]
\[ = \text{M}(P\mathbf{a}, \mathbf{m}) \mathbf{n} \]
\[ = \text{M}((\mathbf{P} - \mathbf{m} \otimes \mathbf{m}) \mathbf{a}, \mathbf{m}) \mathbf{n} \]
\[ = \text{M}(\mathbf{a}, \mathbf{m}) \mathbf{n} - \text{M}(\mathbf{m}, \mathbf{m})(\mathbf{m} \cdot \mathbf{n}) \mathbf{n} \]
\[ = \text{M}(\mathbf{a}, \mathbf{m}) \mathbf{n}, \]
where we have used (24)_1. Thus we conclude that
\[ \mathbf{j}^{-1}|F^{-\mathbf{T}}m|^{-1} \mathbf{A}'F^T = \mathbf{n} \otimes \text{Mm} \]
and the above computation also shows that \( \text{Mm} \) is a tangential vector on \( \partial \mathbf{S} \), i.e., \( \mathbf{P}^\mathbf{m} \mathbf{Mm} = \text{Mm} \). Thus we have (24)_2.

**Proposition 6.2.** The tangential and normal components of (21) read
\[ \begin{align*}
\mathbf{P} \text{div}(\mathbf{N} - \mathbf{LM}) - \mathbf{L} \text{div} \mathbf{M} + \mathbf{j}^{-1} \mathbf{p} &= \mathbf{0}, \\
\text{div}(\mathbf{P} \text{div} \mathbf{M}) + \mathbf{L} \cdot \mathbf{N} - \mathbf{L}^2 \cdot \mathbf{M} - \mathbf{j}^{-1} \mathbf{p}^\perp &= \mathbf{0},
\end{align*} \]
where
\[ \mathbf{p}^\parallel = \mathbf{P} \mathbf{p}, \quad \mathbf{p}^\perp = \mathbf{n} \cdot \mathbf{p}. \]

The tangential and normal components of (24)_2 read
\[ \begin{align*}
(\mathbf{N} - 2\mathbf{Lm}) \mathbf{m} &= \mathbf{0}, \\
\mathbf{m} \cdot \text{div} \mathbf{M} + \text{div}^{\parallel} (\mathbf{P}^\mathbf{m} \mathbf{Mm}) &= \mathbf{0}
\end{align*} \]
on \( \partial \mathbf{S} \). If \( n = 3 \) then (27)_2 reads
\[ \mathbf{m} \cdot \text{div} \mathbf{M} + (\text{M}(\mathbf{m}, \mathbf{m}))' = \mathbf{0}. \]

We recall that \( \mathbf{N} \) and \( \mathbf{M} \) depend on the first and second gradients of the surface deformation, which gives that (26)_1 is of the second order in the deformation and (26)_2 of the fourth order.
Proof. To obtain the tangential component of (21), we use the identity
\[ P \text{div} T = P^2 \text{div} T = P \text{div}(PT) - P \text{\nabla} PT, \]  
(29)
where we note that employing the formula \( PN = N \) we obtain
\[ PT = N - LM. \]  
(30)
Furthermore, differentiating \( P = 1 - \mathbf{n} \otimes \mathbf{n} \) one finds that the directional gradient in \( \tilde{S} \) of \( P \) in the direction \( \mathbf{a} \) satisfies
\[ P \nabla_a \mathbf{b} = -L \mathbf{a} \cdot (\mathbf{n} \cdot \mathbf{b}) \]
for each \( \mathbf{a}, \mathbf{b} \in \mathbb{R}^n \); it follows that
\[ P \nabla PT = -LT \mathbf{n} = L \text{div} M. \]  
(31)
Inserting (30) and (31) into (29), one obtains (26)\textsubscript{1}.

To obtain the normal component of (21), we employ the identity
\[ \mathbf{n} \cdot \text{div} T = \text{div}(T^T \mathbf{n}) - \mathbf{T} \cdot \mathbf{L}. \]  
(32)
Since \( N \) is symmetric, we have \( N^T \mathbf{n} = N \mathbf{n} = 0 \); combining with \( L \mathbf{n} = 0 \), we find
\[ T^T \mathbf{n} = -P \text{div} M. \]  
(33)
Also
\[ \mathbf{T} \cdot \mathbf{L} = N \cdot \mathbf{L} - LM \cdot \mathbf{L}. \]  
(34)
Inserting (33) and (34) into (32), we obtain (26)\textsubscript{2}.

To obtain (27), we invoke the identity
\[
\text{div}^i (\mathbf{n} \otimes \mathbf{m} \mathbf{m}) = \nabla \mathbf{n} \mathbf{M} \mathbf{m} + \mathbf{n} \text{div}^i (\mathbf{M} \mathbf{m}) = \nabla \mathbf{n} \mathbf{P} \mathbf{M} \mathbf{m} + \mathbf{n} \text{div}^i (\mathbf{P} \mathbf{M} \mathbf{m}) = LM \mathbf{m} + \mathbf{n} \text{div}^i (\mathbf{P} \mathbf{M} \mathbf{m})
\]
and combining with the second expression in (22) we conclude that (24)\textsubscript{2} is equivalent to
\[ N \mathbf{m} - 2LM \mathbf{m} = \mathbf{n} \left( (P \text{div} M) \cdot \mathbf{m} \right) + \text{div}^i (P \mathbf{M} \mathbf{m}) = 0. \]
Taking the tangential and normal components, we obtain (27). \( \square \)
7. Coordinate expressions

For the purpose of comparison with the existing literature, we now establish the component expressions of the main formulas.

Throughout this section we use the convention that the Greek indices $\alpha, \beta, \gamma$ run from 1 to $n - 1$ while the Latin indexes $i, j, k$ run from 1 to $n$. We use the Einstein summation convention for repeated indices.

We assume that $S$ is parametrized by a map $\Phi : D \to S$, where $D \subset \mathbb{R}^{n-1}$ and note that we can express the general maps $m$ defined on $S$ as functions $\tilde{m}$ of the variables $(\theta^1, \ldots, \theta^{n-1}) \in D$ of the parametrization $\Phi(\theta^1, \ldots, \theta^{n-1})$. The maps $m$ and $\tilde{m}$ are related by $\tilde{m} = m \circ \Phi$ but below we denote both $\tilde{m}$ and $m$ by the same letter $m$. A Greek subscript following a comma denotes the partial differentiation with respect to the corresponding variable in the collection $(\theta^1, \ldots, \theta^{n-1})$.

We denote by $e_i \equiv e^i$ the canonical basis in $\mathbb{R}^n$ and introduce the coordinate vectors $e_\alpha$ in the tangent space of $S$ by

$$e_\alpha = \Phi_{,\alpha}.$$

We denote by $e^\beta$ the dual basis in the tangent space, satisfying

$$e_\alpha \cdot e^\beta = \delta^\beta_\alpha$$

and the Christoffel symbols $\Gamma^\gamma_{\alpha\beta}$ defined by

$$\Gamma^\gamma_{\alpha\beta} = e^\gamma \cdot e_{\alpha,\beta}.$$

We then have

$$e_{\alpha,\beta} = \Gamma^\gamma_{\alpha\beta} e_\gamma - \mathbb{I}_{\alpha\beta} n, \quad e^\gamma_{,\beta} = -\Gamma^\gamma_{\alpha\beta} e^\alpha - \mathbb{L}_\beta n,$$

where $\mathbb{I}_{\alpha\beta} = e_\alpha \cdot e_\beta$ and $\mathbb{L}_\gamma = e^\gamma \cdot e_\beta$, and where $\mathbb{L}$ is the curvature tensor of the reference configuration of the film, see (1). (We note in passing that the second fundamental form of $S$ is given by $b_{\alpha\beta} = -\mathbb{I}_{\alpha\beta}$.) If $V$ is a finite-dimensional vector space and $f : S \to V$ a class 2 mapping then

$$\nabla f = f_{,\alpha} \otimes e^\alpha,$$

and consequently

$$\nabla^2 f = (f_{,\alpha} \otimes e^\alpha)_{,\beta} \otimes e^\beta.$$

Differentiating the above product by the product rule and employing the formula for $e^\gamma_{,\beta}$ given above we obtain

$$\nabla^2 f = f_{,\alpha\beta} \otimes e^\alpha \otimes e^\beta - f_{,\alpha} \otimes \Gamma^\gamma_{\alpha\beta} e^\gamma \otimes e^\beta - \mathbb{L}_{\beta} f_{,\alpha} \otimes n \otimes e^\beta.$$
It follows that
\[ \nabla^2 f \circ (P, P) = f_{,\alpha\beta} \otimes e^\alpha \otimes e^\beta - f_{,\alpha} \otimes \Gamma_{\gamma\beta}^{\alpha} e^\gamma \otimes e^\beta. \]

If \( V \) is a finite-dimensional vector space and \( \mathcal{Q} : S \to \text{Lin}(\mathbb{R}^n, V) \) a superficial map then we have the formula
\[ \text{div} \mathcal{Q} = J^{-1} (J \mathcal{Q}^\alpha)_{,\alpha}, \]
where \( \mathcal{Q}^\alpha = \mathcal{Q} e^\alpha \) and \( J = (\det \nabla \Phi^T \nabla \Phi)^{1/2} \) is the jacobian of \( \Phi \). This formula coincides with the well known expression for the divergence based on covariant derivatives of tangential vector fields. However, with the divergence defined in (3), Formula (37) holds for an arbitrary superficial field \( \mathcal{Q} : S \to \text{Lin}(\mathbb{R}^n, V) \), where \( V \) is arbitrary finite-dimensional vector space with inner product, in particular also for second and third-order tensor fields, whereas (37) does not hold for divergence based on the covariant derivative of tensor fields of order \( \geq 2 \). See also (43) (below).

By (35) and (36), the first and second surface deformation gradients are determined by the components of the deformation function \( y^i := y \cdot e^i \) as follows:
\[ F = \nabla y = F^i_{\alpha} e_i \otimes e^\alpha, \]
\[ \nabla^2 y = F^i_{\alpha,\beta} e_i \otimes e^\alpha \otimes e^\beta - F^i_{,\alpha} (\Gamma^\gamma_{\beta\gamma} e_i \otimes e^\gamma \otimes e^\beta + L^\alpha_{\beta} e_i \otimes e^\alpha \otimes e^\beta), \]
where
\[ F^i_{\alpha} = y^i_{,\alpha}. \]
It follows that
\[ G = \nabla^2 y \circ (P, P) = (F^i_{\alpha,\beta} - F^i_{,\alpha} \Gamma^\gamma_{\beta\gamma}) e_i \otimes e^\alpha \otimes e^\beta. \]
Let us express the energy as a function of \( F^i_{\alpha} \) and \( F^i_{\alpha,\beta} \), viz.,
\[ \hat{f}(F, G) = \hat{f}(F^i_{\alpha}, F^i_{\alpha,\beta}), \]
where \( F, G \) and \( F^i_{\alpha}, F^i_{\alpha,\beta} \) are related by the formulas established above. This is the assumption employed in [Steigmann and Ogden 1999].

**Proposition 7.1.** We have
\[ \delta E_c(y, w) = - \int_S J^{-1} (J T^\alpha_{\gamma})_{,\alpha} \psi^i d\mathcal{H}^{n-1} + \int_{\partial S} (M^\alpha_{i\gamma} \psi^i_a m_{\alpha \gamma} + T^\alpha_{i\gamma} m_{\alpha \gamma}) d\mathcal{H}^{n-2} \]
for each \( v \in C^2(\text{cl} \, S, \mathbb{R}^n) \), where
\[ T^\alpha_{i\gamma} = \partial_{\mathcal{Q}^\alpha} \bar{f} - J^{-1} (J M^\alpha_{i\gamma} \beta)_{,\beta}, \quad M^\alpha_{i\gamma} = \partial_{\mathcal{Q}^\alpha} \bar{f}; \]

furthermore \( T^\alpha_{i\gamma} \) and \( M^\alpha_{i\gamma} \) are the components of the tensors \( T \) and \( M \), satisfying
\[ T = T^\alpha_{i\gamma} e^i \otimes e_\alpha, \quad M = M^\alpha_{i\gamma} e^i \otimes e_\alpha \otimes e_\beta. \]
Up to a change of notation, (39) coincides with Equation (4.8) of [Steigmann and Ogden 1999].

**Proof.** If $T^\alpha_i$ and $M^{\alpha\beta}_i$ are the components of $T$ and $M$, we see that (10) reduces to (39). Thus it remains to prove (40). Let the components $S^\alpha_i$ of $S$ be defined by

$$S = S^\alpha_i \mathbf{e}^i \otimes \mathbf{e}_\alpha.$$ 

The components of the partial derivatives $\hat{f}$ and the partial derivatives of $\tilde{f}$ are related as follows:

$$S^\alpha_i \equiv \partial_{\hat{f}} \hat{f} |_{\alpha} = \partial_{\mathbf{F}_i^\alpha} \mathbf{f} + \partial_{\mathbf{F}_i^{\gamma\beta}} \mathbf{f} \Gamma_{\gamma\beta}^\alpha, \quad M^{\alpha\beta}_i \equiv \partial_{\tilde{f}} \tilde{f} |_{\alpha} = \partial_{\mathbf{F}_i^{\alpha\beta}} \mathbf{f},$$

where we have used (38). Equation (40) then follows immediately from (41). To prove (40), we note that by (37), we have

$$((\text{div} M)_i = J^{-1} (J M^{\alpha\beta}_i, \mathbf{e}_\alpha, \mathbf{e}_\beta) \mathbf{e}_\alpha + M^{\alpha\beta}_i \mathbf{e}_\alpha, \mathbf{e}_\beta$$

where $((\text{div} M)_i = (\text{div} M)_T \mathbf{e}_i$. Thus

$$((\text{div} M)_i = J^{-1} (J M^{\alpha\beta}_i, \mathbf{e}_\alpha + M^{\alpha\beta}_i \Gamma_{\gamma\beta}^\alpha \mathbf{e}_\gamma),$$

where we have used (38). Using the relation $\mathbf{F}_i^{\gamma\beta} = 0$ we obtain

$$K_{\alpha\beta} = \mathbf{F}_i^{\gamma\beta} \mathbf{e}_\alpha, \mathbf{e}_\beta.$$ 

The function $\hat{f}$ satisfies the relation

$$\hat{f}(\mathbf{F}_i^{\alpha\beta}, K_{\alpha\beta}) = \mathbf{f}(\mathbf{F}_i^{\alpha\beta}, \mathbf{F}_i^{\alpha\beta}).$$

**Proposition 7.2.** In terms of the partial derivatives of $\tilde{f}$ we have

$$T^\alpha_i = \partial_{\mathbf{F}_i^\alpha} \mathbf{f} - J^{-1} (\mathbf{F}^{-1})^\alpha_j (J \mathbf{n}_i \mathbf{F}_j^\beta \partial_{\mathbf{F}_j^\gamma} \mathbf{f})_{,\gamma}.$$
where the components $(\mathcal{F}^{-1})^\alpha_j$ are defined via the identification

$$\mathcal{F}^{-1} = (\mathcal{F}^{-1})^\alpha_j \otimes e^j,$$

where $\mathcal{F}^{-1}$ is the pseudoinverse of $\mathcal{F}$.

Proof. This follows immediately from Proposition 5.4. □

We note that the parametrization $\Phi$ of the referential surface $S$ which introduces a coordinate system $\theta^1, \ldots, \theta^{n-1}$ on $S$ gives, via the composition with the deformation $\gamma$ a parametrization $\tilde{\Phi} := \gamma \circ \Phi$ of the deformed surface $\tilde{S}$ which introduces the coordinate system $\theta^1, \ldots, \theta^{n-1}$ on $\tilde{S}$. If $m$ is a function defined on $\tilde{S}$ with values in a finite-dimensional vector space, we use the subscript comma followed by the index $\alpha$ to denote the derivative of $m \circ \tilde{\Phi}$ with respect to $\theta^\alpha$. The coordinate vectors $e^\alpha$ corresponding to the coordinate system $\theta^1, \ldots, \theta^{n-1}$ on $\tilde{S}$ are given by $e^\alpha = Fe^\alpha$ and the dual vectors are $e_\alpha = F^{-T} e^\alpha$. We denote by $\tilde{\Gamma}^\gamma_{\alpha \beta}$ the Christoffel symbols corresponding to the coordinate system $\theta^1, \ldots, \theta^{n-1}$ on $\tilde{S}$, given by

$$\tilde{\Gamma}^\gamma_{\alpha \beta} = \tilde{e}^\gamma \cdot e_\alpha, e_\beta.$$

We denote by a vertical bar followed by an index $\alpha$ the covariant differentiation on $\tilde{S}$ using the Christoffel symbols $\tilde{\Gamma}^\gamma_{\alpha \beta}$, i.e., if $v = v^\alpha e^\alpha$ and $A = A^\alpha_\beta e^\alpha \otimes e^\beta$ is a tangential vector and superficial tensor defined on $\tilde{S}$ then

$$v^\alpha_\beta = v^\alpha,\beta - \tilde{\Gamma}_\gamma^\gamma v^\gamma_\alpha,$$

$$A^\alpha_\beta = A^\alpha_\gamma \Gamma^{\gamma \alpha}, A^\gamma_\beta - \tilde{\Gamma}_\gamma^\gamma A^\gamma_\alpha.$$

We shall also employ the divergences based on the covariant differentiation, i.e., the objects $\vartheta^\alpha |_\alpha$ and $\tilde{A}^{\alpha \beta} |_\beta$. It is easy to see that the superficial derivative is related to the just mentioned divergences by

$$\text{div} \tilde{A} = \vartheta^\alpha |_\alpha, \quad \tilde{\text{F div}} \tilde{A} = \tilde{A}^{\alpha \beta} |_\beta e^\alpha.$$

(43)

For the subsequent discussion we define the superficial right Cauchy–Green tensor components $C^i_{\alpha \beta} = F^i_\alpha F^i_\beta$. Furthermore, assume that the stored energy $\tilde{f}$ is objective and let us express the energy as a function $\hat{f}$ of $C^i_{\alpha \beta}$ and $K^i_{\alpha \beta}$, i.e.,

$$\hat{f}(C^i_{\alpha \beta}, K^i_{\alpha \beta}) = \tilde{f}(F, K) = \hat{f}(F^i_\alpha, K^i_{\alpha \beta}).$$

We note that this is possible by the objectivity.

Proposition 7.3. Assume that the stored energy $\tilde{f}$ is objective and denote by $\tilde{N}^{\alpha \beta}$ and $\tilde{M}^{\alpha \beta}$ the components of $\tilde{N}$ and $\tilde{M}$ identified by

$$\tilde{N} = \tilde{N}^{\alpha \beta} e_\alpha \otimes e_\beta, \quad \tilde{M} = \tilde{M}^{\alpha \beta} e_\alpha \otimes e_\beta.$$
In terms of these components, Equations (26) read
\begin{align*}
(N_{\alpha\beta} - L_{\alpha\gamma} M_{\gamma\beta}) |_{\beta} + j^{-1} p^\alpha = 0, \\
M_{\alpha\beta} |_{\alpha} + (N_{\alpha\beta} M_{\alpha\beta} - L_{\alpha\gamma} L_{\gamma\beta} M_{\alpha\beta} - j^{-1} p^\perp) = 0,
\end{align*}
(44)
where
\[ p^\alpha = p^\alpha e_{\alpha}. \]

If \( n = 3 \), the system of boundary conditions (24), (27), and (28) is equivalent to
\begin{align*}
(N_{\alpha\beta} - L_{\alpha\gamma} M_{\gamma\beta}) m_{\beta} &= 0, \\
(M_{\alpha\beta} m_{\alpha} - L_{\alpha\gamma} L_{\gamma\beta} m_{\alpha} - j^{-1} p^\perp) &= 0,
\end{align*}
(45)
where \( m_{\alpha} \) and \( \xi_{\alpha} \) are the components of the unit normal and tangent to \( \partial S \) given by
\[ m = m_{\alpha} e_{\alpha}, \quad \xi = \xi_{\alpha} e_{\alpha}, \]
and the superscript \( ' \) denotes the derivative with respect to the arc length parameter on \( \partial S \). One has
\[ \nabla_{\alpha\beta} = j^{-1} \partial_{\xi_{\alpha\beta}} \hat{f}, \quad \mathbb{M}^{\alpha\beta} = j^{-1} \partial_{m_{\alpha\beta}} \hat{f}. \]
(46)

Apart from differences in notation, Equations (44) coincide with Equations (4.37) of [Steigmann and Ogden 1999]. They also coincide with the first and second of equations (9.47) of [Naghdi 1971] when the latter are specialized to the case of equilibrium of a shell, and with the equations in Theorem 7.1-3 of [Ciarlet 2000].

**Proof.** Equations (44) follow from (26) and the identities (43).

To prove (46), we note that differentiating the relation
\[ \tilde{f} (F^i_{\alpha} e_i \otimes e_{\alpha}, \kappa_{\alpha\beta} e_{\alpha} \otimes e_{\beta}) = \tilde{f} (F^i_{\alpha}, \kappa_{\alpha\beta}) \]
one obtains
\[ \partial_{F^i_{\alpha}} \tilde{f} = \partial_{F^i_{\alpha}} \tilde{f} e^j \otimes e_{\alpha}, \quad \partial_{\kappa_{\alpha\beta}} \tilde{f} = \partial_{\kappa_{\alpha\beta}} \tilde{f} e_{\alpha} \otimes e_{\beta}. \]
(47)
From (47)_1 follows that
\[ \mathbb{N}_{ij} = j^{-1} \partial_{F^i_{\alpha}} \tilde{f} F^j_{\alpha}, \]
where \( \mathbb{N}_{ij} \) are the components of \( \mathbb{N} \) is the orthonormal basis \( e^i \equiv e_i \). The components of \( \mathbb{N} \) in the basis \( e_{\alpha} = F^i_{\alpha} e_i \) are then related by \( \mathbb{N}_{ij} = \mathbb{N}^{\alpha\beta} F^i_{\alpha} F^j_{\beta} \), which gives
\[ \mathbb{N}^{\alpha\beta} = \mathbb{N}_{ij} (F^{-1})^i_{\alpha} (F^{-1})^j_{\beta} = j^{-1} (F^{-1})^i_{\alpha} \partial_{F^j_{\beta}} \tilde{f}. \]
(48)
Likewise, from (47)_2 follows that
\[ \mathbb{M}_{ij} = j^{-1} F^i_{\alpha} F^j_{\beta} \partial_{\kappa_{\alpha\beta}} \tilde{f}, \]
where $\mathbb{M}_{ij}$ are the components of $\mathbb{M}$ in the basis $e^i \equiv e_i$. It follows as above that the components $\mathbb{M}^{\alpha\beta}$ in the basis $\tilde{e}_\alpha$ are

$$
\mathbb{M}^{\alpha\beta} = \mathbb{M}_{ij} (\mathbb{F}^{-1})^\alpha_i (\mathbb{F}^{-1})^\beta_j = \mathbf{j}^{-1} \partial_{\kappa_{\alpha\beta}} \tilde{f}.
$$

(49)

Differentiating the relation

$$
\tilde{f} (\mathbb{F}_\alpha^i \mathbb{F}_\beta^j, \kappa_{\alpha\beta}) = \tilde{f} (\mathbb{F}_\alpha^i, \kappa_{\alpha\beta})
$$

we obtain

$$
\partial_{\kappa_{\alpha\beta}} \tilde{f} \mathbb{F}_\beta^j = \partial_{\mathbb{F}_\alpha^i} \tilde{f}, \quad \partial_{\kappa_{\alpha\beta}} \tilde{f} = \partial_{\kappa_{\alpha\beta}} \tilde{f}.
$$

(50)

A combination of (48) with (50) provides (46)_1 and a combination of (49) with (50)_2 provides (46)_2.

The equivalence of the system (24)_1, (27)_1, and (28) with (45) is proved similarly.  

□
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A SUFFICIENT CONDITION FOR A DISCRETE SPECTRUM OF
THE KIRCHHOFF PLATE WITH AN INFINITE PEAK

FEDOR L. BAKHAREV, SERGEY A. NAZAROV AND GUIDO H. SWEERS

Sufficient conditions for a discrete spectrum of the biharmonic equation in a two-
dimensional peak-shaped domain are established. Different boundary conditions
from Kirchhoff’s plate theory are imposed on the boundary and the results de-
pend both on the type of boundary conditions and the sharpness exponent of the
peak.

1. Motivation

Elliptic boundary value problems on domains which have a Lipschitz boundary and
a compact closure, in particular when they generate positive self-adjoint operators,
have fully discrete spectra. However, if the domain loses the Lipschitz property
or compactness, other situations may occur. It is well-known that for the Dirichlet
case boundedness is sufficient but not necessary for having discrete spectrum. See
the famous paper [Rellich 1948] or the more recent [Rozenbljum 1972; van den
Berg 1984]. On the other hand, for the Neumann problem of the Laplace operator
there exist numerous examples of bounded domains such that the spectrum gets a
nonempty continuous component (see e.g. [Courant and Hilbert 1953; Maz’ya and
Poborchii 2006; 1997; Simon 1992; Hempel et al. 1991]).

The literature on the spectra for the Laplace operator with various boundary
conditions on special domains is focused on domains that have a cusp, a finite or
infinite peak or horn [van den Berg 1984; Hempel et al. 1991; Jakšić et al. 1992;
Davies and Simon 1992; Jakšić 1993; Ivrii 1999; Boyarchenko and Levendorskii
2000; van den Berg and Lianantonakis 2001; Kovařík 2011] or even a rolled horn
[Simon 1992].

The criteria in [Adams and Fournier 2003] and [Evans and Harris 1987] for
the embedding $H^1(\Omega) \subset L^2(\Omega)$ to be compact show that the Neumann–Laplace

This work is supported by the Russian Foundation for Basic Research (project 12-01-00348).
Bakharev is also supported by the Chebyshev Laboratory (Department of Mathematics and Mechan-
ics, Saint Petersburg State University) under the grant 11.G34.31.0026 of the Government of the
Russian Federation and grant 6.38.64.2012 of Saint Petersburg State University.
MSC2010: 35P05, 47A10, 74K20.
Keywords: Kirchhoff plate, cusp, peak, discrete and continuous spectra.
problem on a domain $\Omega$ with the infinite peak

\[ \Pi_R = \{ x = (x_1, x_2) \in \mathbb{R}^2 : x_1 > R, -H(x_1) < x_2 < H(x_1) \}, \]  

(1)

where the function $H > 0$ is smooth and monotone decreasing, has discrete spectrum if and only if

\[ \lim_{y \to +\infty} \int_y^{+\infty} \frac{H(\eta)}{H(y)} d\eta = 0 \quad \iff \quad \lim_{y \to +\infty} \frac{H(y + \epsilon)}{H(y)} = 0 \quad \text{for any } \epsilon > 0. \]  

(2)

The function $H$ is assumed to have a first derivative that tends to zero and a bounded second derivative. It will be convenient to use the notation $\Upsilon(y) = (-H(y), H(y))$.

Here is an image of such a domain:

![Image of a domain with an infinite peak](image)

The simplest boundary irregularity violating the Lipschitz condition is just the (finite) peak

\[ \sigma_R = \{ x : 0 < x_1 < R, -h(x_1) < x_2 < h(x_1) \}, \]  

(3)

where $h(x_1) = h_0 x_1^{1+\alpha}$, $h_0 > 0$ and $\alpha > 0$. Nevertheless, the spectrum of the Neumann problem in the domain with this peak stays discrete. See Remark 5.1.

A criterion ([Nazarov 2009]) for having essential spectrum in the Neumann problem for elliptic systems of second order differential equations with a polynomial property is derived in [Nazarov 1999]. In particular it shows that the continuous spectrum of an elastic body with $\alpha \geq 1$ for the peak (3) is nonempty (see [Nazarov 2008; Bakharev and Nazarov 2009]). This phenomenon of generating wave processes in a finite volume, is known experimentally and used in the engineering practice to construct wave dampers, “black holes”, for elastic oscillations (see [Mironov 1988; Krylov and Tilman 2004], etc.).

In this paper we study the spectra of boundary value problems for the Kirchhoff model of a thin elastic plate described by the biharmonic operator $\Delta^2$. The boundary conditions that we consider model the three mechanically most reasonable cases, namely where the lateral sides of the peak are supplied with one of the following three types of the boundary conditions: clamped edge (Dirichlet), traction-free edge (Neumann) and hinged edge (Mixed). In all these cases the spectrum of the problem in a bounded domain with the peak as in (3) is discrete. We derive sufficient conditions for the spectrum to be discrete for the boundary value problem on an unbounded domain with a peak as in (1).

If a sufficient number of Dirichlet conditions are imposed on the lateral sides of the peak (the cases $D$–$N$, $M$–$M$, $D$–$M$, and $D$–$D$; see formulas (5)–(7) and
(11), (12)), then the proof that the spectrum is discrete becomes rather simple (Theorem 5). Indeed, it suffices to apply the weighted Friedrich’s inequality (13) and to take into account the decay of the quantity $H(y)$ as $y \to +\infty$.

Our main interest concerns the cases $M-N$ and $N-N$. By applying weighted inequalities of Hardy type (Lemmas 7 and 8) we obtain a sufficient condition for the case $N-N$ to have discrete spectrum (Proposition 4). Indeed, as shown in [Adams and Fournier 2003], the second condition in (2) implies a criterion for the compact embedding $H^m(\Omega) \subset L^2(\Omega)$ for all $m$ (we just need $m = 2$). One can also use that approach (Theorem 12) for the case $M-N$. This approach differs from the one used in [Adams and Fournier 2003; Evans and Harris 1987]. The different argument allows to obtain a condition for having discrete spectrum if one of the peak’s edges is traction-free and the other one is hinged (the case $N-M$; see Theorem 13).

The obtained results essentially differ from each other: under the conditions (11) and also under (12) any decay of $H$ is enough, the case $M-N$ needs a power decay rate with the exponent $\alpha > 1$, while the case $N-N$ needs a superexponential decay rate. See Remark 12.1 and 13.1.

2. The Kirchhoff plate model

**Assumption 1.** Let $\Omega$ be a domain in the plane $\mathbb{R}^2$ with a smooth (of class $C^\infty$) boundary $\Gamma$ such that, for some $R > 0$ and some monotone decreasing function $H : [R, \infty) \to \mathbb{R}^+$ with $\lim_{t \to \infty} H(t) = 0$,

1. $\{(x_1, x_2) \in \Omega; x_1 > R\} = \{(x_1, x_2); x_1 > R \text{ and } |x_2| < H(x_1)\}$ and
2. $\{(x_1, x_2) \in \Omega; x_1 < R\}$ is bounded.

We regard $\Omega$ as the projection of a thin isotropic homogeneous plate and apply the Kirchhoff theory (see [Mikhlin 1970, §30], [Nazarov 2002, Chapter 7], and so on). So we arrive at the fourth-order differential equation

$$\Delta^2 u(x) = \lambda u(x), \quad x \in \Omega,$$

which describes transverse oscillations of the plate. Here, $u(x)$ is the plate deflection, and $\lambda$ a spectral parameter proportional to the square of the oscillation frequency.

The following sets of boundary conditions have a clear physical interpretation (see [Mikhlin 1970, §30], [Gazzola et al. 2010, §1.1], and so on):

(D): Dirichlet for a clamped edge:

$$u(x) = \partial_n u(x) = 0, \quad x \in \Gamma_D.$$
(N): Neumann for a traction-free edge:
\[
\begin{aligned}
\partial_n \Delta u(x) - (1 - \nu)(\partial_n x(x)\partial_n u(x) - \partial_s^2 \partial_n u(x)) &= 0, \\
\Delta u(x) - (1 - \nu)(\partial_s^2 u(x) + x(x)\partial_n u(x)) &= 0,
\end{aligned}
\]  
\[x \in \Gamma_N. \]  
(6)

(M): Mixed for a hinged edge:
\[u = \Delta u(x) - (1 - \nu)x(x)\partial_n u(x) = 0, \quad x \in \Gamma_M. \]  
(7)

Here, \(\partial_n\) and \(\partial_s\) stand for the normal and tangential derivatives, \(x(x)\) is the signed curvature of the contour \(\Gamma\) at the point \(x \in \Gamma\) positive for convex boundary parts, and \(\nu \in [0, 1/2)\) is the Poisson ratio. Finally, \(\Gamma_D, \Gamma_N, \) and \(\Gamma_M\) are the unions of finite families of open curves and \(\Gamma = \Gamma_D \cup \Gamma_N \cup \Gamma_M\), two of which may be empty.

The general properties of the spectra depend on which of the boundary conditions (5)–(7) are imposed on the upper (+) and lower (−) sides,
\[\Sigma_R^\pm = \{x : y > R, \; z = \pm H(y)\},\]

of the peak. Let us give a precise statement. We define a symmetric bilinear form on \(H^2(\Omega)\) by
\[a(u, u) = \int_\Omega \left( \frac{|\partial^2 u|^2}{|\partial x^2_1|} + \frac{|\partial^2 u|^2}{|\partial x^2_2|} + 2(1 - \nu) \frac{|\partial^2 u|^2}{|\partial x_1 \partial x_2|} + 2\nu \frac{\partial^2 u \partial^2 u}{\partial x_1^2 \partial x_2^2} \right) dx \]  
(8)
and \(a(u, v) = \frac{1}{4}a(u + v, u + v) - \frac{1}{2}a(u - v, u - v).\) Then \(\frac{1}{2}a(u, u)\) is the elastic energy stored in the plate. Since one directly verifies that
\[a(u, u) \geq (1 - \nu) \sum_{j,k=1}^2 \int_\Omega \frac{|\partial^2 u|^2}{|\partial x_j \partial x_k|} dx, \]  
(9)
the bilinear form \(a(\cdot, \cdot)\) is nonnegative.

**Definition 2.** Let \(\mathbb{H}\) be the subspace of functions \(u \in H^2(\Omega)\), satisfying the conditions (5) on \(\Gamma_D\) and \(u = 0\) on \(\Gamma_M\) in the sense of traces.

By [Birman and Solomyak 1980, §10.1] \(\mathbb{H}\) is a Hilbert space with scalar product \(a(\cdot, \cdot) + (\cdot, \cdot)_Q\), where \((\cdot, \cdot)_Q\) is the standard scalar product in the Lebesgue space \(L_2(\Omega)\). Moreover, Theorem 2 of [Birman and Solomyak 1980, §10.1] implies that there exists a unique (unbounded) self-adjoint operator \(A : D(A) \subset L_2(\Omega) \rightarrow L_2(\Omega)\) with \(D(A) \subset D(A^{1/2}) = \mathbb{H}\) such that
\[(Au, v)_\Omega = a(u, v) \quad \text{for all } v \in \mathbb{H}. \]  
(10)
Note that the eventually remaining boundary conditions in (5)–(7) appear in $D (A) \subset H^4 (\Omega)$ as intrinsic natural boundary conditions from (9)–(8), see again [Mikhlin 1970, §30], [Gazzola et al. 2010, §1.1] etc.

**Definition 3.** By the spectrum for (4)–(7) we will mean $\sigma (A)$ with $A$ defined in (10).

Since $a$ is nonnegative, the spectrum $\sigma (A)$ belongs to $[0, \infty)$. As a direct consequence of known results we may state the following.

**Proposition 4.** If (2) holds, then the spectrum of the Equation (4), with either of the above boundary condition on the sides of the peak, is discrete.

**Proof.** By [Birman and Solomyak 1980, §10.1 Theorem 5] the spectrum is discrete if and only if the embedding $H \hookrightarrow L_2 (\Omega)$ is compact. By [Adams and Fournier 2003; Evans and Harris 1987] one knows that $H^2 (\Omega) \hookrightarrow L_2 (\Omega)$ is compact whenever (2) holds true and $H \subset H^2 (\Omega)$. \hfill $\square$

3. Simple cases: $D–N, M–M, D–M$ and $D–D$,

**Theorem 5.** Suppose $\Omega$ is as in Assumption 1 and suppose that the boundary conditions for problem (4), as given in (5)-(7) contain one of the cases (11) or (12). Then the spectrum is discrete.

**Remark 5.1.** By a similar reasoning, we may conclude that in the bounded domain $\omega$, with the peak as in (3), Equation (4) has discrete spectrum for any set of conditions (5)–(7) on the arc $\partial \omega \setminus \mathcal{G}$. This fact follows from the inequality (see [Nazarov and Taskinen 2008]):

$$
\left\| x^{-1} u ; L_2 (\omega) \right\|^2 \leq c \left( \| \nabla u ; L_2 (\omega) \|^2 + \| u ; L_2 (\omega \setminus \mathcal{G}) \|^2 \right).
$$

**Proof.** By assumption the boundary conditions provide at least one of the following two groups of relations:

$$
\begin{align*}
&u = 0 \quad \text{on } \Sigma^+_R \cup \Sigma^-_R; \quad (11) \\
&u = \partial_n u = 0 \quad \text{on } \Sigma^+_R \text{ or on } \Sigma^-_R. \quad (12)
\end{align*}
$$

In both cases (11) and (12) the following version of Friedrich’s inequality is valid:

$$
\int_{T(y)} \left| \frac{\partial^2 u}{\partial z^2} (y, z) \right|^2 \, dz \geq \frac{c}{H(y)^4} \int_{T(y)} |u(y, z)|^2 \, dz. \quad (13)
$$

Therefore,

$$
\alpha (u, u) \geq c \int_{\Omega} H^{-4} (y) |u(x)|^2 \, dx. \quad (14)
$$
The embedding operator $\gamma : H \to L^2(\Omega)$ can be represented as the sum $\gamma_0 + \gamma_\rho$, where $\rho \geq R$ is large and positive, $\gamma_0 = \gamma - \gamma_\rho$, and $\gamma_\rho$ contains the operator of multiplication by the characteristic function of $\Pi_\rho$. The operator $\gamma_0$ is compact, and the norm of $\gamma_\rho$, in view of (14), does not exceed $c \max \{ H(x_1)^{-2}; x_1 \geq \rho \}$. Since the function $H$ decays, this quantity goes to zero when $\rho \to +\infty$, i.e., the operator $\gamma$ can be approximated by compact operators in the operator norm. Thus $\gamma$ is compact and the result is proved. □

4. Auxiliary inequalities

First of all we prove some one-dimensional weighted inequalities, two of which are of Hardy type involving a weight function $h$ as follows.

**Assumption 6.** Let $h$ be a positive weight function of class $C^2$ on $[0, +\infty)$ such that

- $\int_0^\infty h(s) \, ds < \infty$ and
- for some large $T$, we have $h'(t) < 0$ and $h''(t) > 0$ for $t \in (T, \infty)$.

Throughout this section $h$ is supposed to satisfy this assumption.

**Lemma 7.** If $U$ is differentiable for $y \geq R$ and $U(R) = 0$, then

$$
\int_R^{+\infty} h(y) |U(y)|^2 \, dy \leq \int_R^{+\infty} F_h(y) |\partial_y U(y)|^2 \, dy,
$$

where

$$
F_h(y) = \frac{4}{h(y)} \left( \int_y^{+\infty} h(\tau) \, d\tau \right)^2.
$$

**Proof.** Using the Cauchy–Bunyakovsky–Schwarz inequality, we have

$$
\int_R^{+\infty} h(y) |U(y)|^2 \, dy \\
= 2 \int_R^{+\infty} h(y) \int^y_R \partial_t U(t) U(t) \, dt \, dy \\
\leq 2 \int_R^{+\infty} \int_t^{+\infty} h(y) |\partial_t U(t) U(t)| \, dy \, dt \\
\leq 2 \left( \int_R^{+\infty} h(t) |U(t)|^2 \, dt \right)^{1/2} \left( \int_R^{+\infty} h(t)^{-1} \left( \int_t^{+\infty} h(y) \, dy \right)^2 |\partial_t U(t)|^2 \, dt \right)^{1/2},
$$

and the result follows through division by a common factor. □
Lemma 8. If $U$ is differentiable for $y \geq R$ and $U(R) = 0$, then
\[
\int_{R}^{+\infty} h(y) |\partial_y U(y)|^2 \, dy \geq \int_{R}^{+\infty} G_h(y) |U(y)|^2 \, dy,
\]
where
\[
G_{h,R}(y) = \frac{1}{4h(y)} \left( \int_{R}^{y} h(\tau)^{-1} \, d\tau \right)^{-2}.
\]

Proof. For functions $v$ with $v(0) = 0$ the Hardy inequality tells us that
\[
\int_{0}^{+\infty} t^{-2} |v(t)|^2 \, dt \leq 4 \int_{0}^{+\infty} |\partial_t v(t)|^2 \, dt.
\]
We make the change $t \mapsto y \in [R, +\infty)$ where $t = \int_{R}^{y} h(\tau)^{-1} \, d\tau$, and set $U(y) = v(t)$. Then $\partial_t v(t) = h(y) \partial_y U(y)$ leads to the desired estimate. □

Corollary 9. If the function $U$ is twice differentiable for $y \geq R$ and $U(R) = U'(R) = 0$, then
\[
\int_{R}^{+\infty} h(t) |\partial_t^2 U(t)|^2 \, dt \geq W_h(R) \int_{R}^{+\infty} h(t) |U(t)|^2 \, dt
\]
is valid with
\[
W_h(R) := \inf_{t \in [R, +\infty)} \frac{G_{h,R}(t)}{F_h(t)} = \inf_{t \in [R, +\infty)} \frac{1}{16} \left( \int_{R}^{t} h(\tau)^{-1} \, d\tau \right)^{-2} \left( \int_{t}^{R} h(\tau) \, d\tau \right)^{-2}.
\]

Lemma 10. We have
\[
\inf_{t \in [R, +\infty)} \frac{G_{h^3,R}(t)}{h(t) h'(t)^2} \geq 1.
\]

Suppose moreover that
\[
\lim_{t \to +\infty} \partial_t (\log h(t)) = -\infty.
\]
Then
\[
W_h(R) \to +\infty \quad \text{and} \quad W_{h^3}(R) \to +\infty \quad \text{for} \ R \to \infty.
\]

Proof. Since $-h'(\tau) \geq -h'(t) > 0$ for $\tau < t$, we find
\[
\frac{G_{h^3,R}(t)}{h(t) h'(t)^2} = \frac{1}{4h'(t)^2 h(t)^4} \left( \int_{R}^{t} h(\tau)^{-3} \, d\tau \right)^{-2} \geq \frac{1}{4h(t)^4} \left( - \int_{R}^{t} h'(\tau) h(\tau)^{-3} \, d\tau \right)^{-2} = \frac{1}{4h(t)^3} \left( \frac{1}{2h(t)^2} - \frac{1}{2h(R)^2} \right)^{-2} \geq 1.
\]
Since (18) equals $h'(t)/h(t) \to -\infty$ for $t \to \infty$, we find that for $t \to \infty$ both
\[
\frac{1}{h(t)}\left(\int_{t}^{\infty} h(\tau) \, d\tau\right)^{-1} \to \infty \quad \text{and} \quad \frac{1}{h(t)}\left(\int_{R}^{t} \frac{1}{h(\tau)} \, d\tau\right)^{-1} \to \infty.
\]
Hence
\[
\frac{G_{h,R}(t)}{F_{h}(t)} \to \infty \quad \text{as} \quad t \to \infty,
\]
and since the quotient also goes to infinity for $t \downarrow R$, it has a minimum in some $t_{R} \in (R, \infty)$. Calculating $(G_{h,R}(t)/F_{h}(t))' = 0$ we find
\[
\frac{1}{h(t)}\int_{t}^{\infty} h(\tau) \, d\tau - h(t)\int_{R}^{t} h(\tau)^{-1} \, d\tau = 0.
\]
Hence
\[
\inf_{t \in [R, \infty)} \left(\int_{R}^{t} h(\tau)^{-1} \, d\tau\right)^{-1} \left(\int_{t}^{\infty} h(\tau) \, d\tau\right)^{-1} = h(t_{R})^{2} \left(\int_{R}^{\infty} h(\tau) \, d\tau\right)^{-2},
\]
which goes to infinity for $R \to \infty$ since $t_{R} > R$. The claim for $W_{h}(R)$ follows. The same argument holds true for $W_{h}^{3}(R)$. □

5. Estimates for a traction-free boundary

We assume that the Neumann boundary conditions (6) are imposed at the both sides of the peak (1). Let us describe for $\rho \to +\infty$ the behavior of the multiplier $K(\rho)$ in the inequality
\[
K(\rho) \int_{\Pi_{\rho}} |u(y, z)|^2 \, dy \leq \|u; H^2(\Omega)\|^2, \quad u \in H^2(\Omega). \tag{19}
\]
If $K(\rho)$ increases unboundedly as $\rho \to +\infty$ then, as above, Theorem 10.1.5 of [Birman and Solomyak 1980] ensures that the spectrum of the equation (4)–(7) stays discrete even in the case both sides of the peak are supplied with the traction-free boundary conditions (N) and, moreover, for any other boundary conditions from the list (5)–(7).

**Proposition 11.** Suppose that Assumption 6 is satisfied for $h = H$ and that
\[
\lim_{t \to \infty} \partial_{t}(\log H(t)) = -\infty.
\]
Then for $\rho$ sufficiently large (19) holds true with
\[
K(\rho) = c \min\{H^{-4}(\rho), W_{H}(\rho), W_{H}^{3}(\rho)\}. \tag{20}
\]
Proof. It is sufficient to check the inequality (19) for smooth functions which vanish for \( y < \rho \). We use the representation

\[
    u(x) = u(y, z) = u_0(y) + z u_1(y) + u_\perp(y, z)
\]

where, for \( y > \rho \), the component \( u_\perp \) is subject to the orthogonality conditions

\[
    \int_{\Upsilon(y)} u_\perp(y, z) \, dz = 0, \\
    \int_{\Upsilon(y)} \partial_z u_\perp(y, z) \, dz = u_\perp(y, H(y)) - u_\perp(y, -H(y)) = 0.
\]  

(21)

Let us process the integrals on the right-hand side of

\[
    \int_{\Pi_\rho} |\nabla_x^2 u(x)|^2 \, dx = I_1 + 4I_2 + I_3,  
\]

(22)

where

\[
    I_1 := \int_{\Pi_\rho} |\partial_z^2 u(x)|^2 \, dx, \quad I_2 := \int_{\Pi_\rho} |\partial_y \partial_z u(x)|^2 \, dx, \quad I_3 := \int_{\Pi_\rho} |\partial_y^2 u(x)|^2 \, dx.
\]

Since \( I_1 = \int_{\rho}^{+\infty} \int_{\Upsilon(y)} |\partial_z^2 u_\perp(y, z)|^2 \, dz \, dy \) and since, by the orthogonality conditions in (21), inequality (13) holds here also, we find that

\[
    I_1 \geq c \int_{\Pi_\rho} H(y)^{-4} |u_\perp(x)|^2 \, dx.  
\]

(23)

For the last term in (22) we have

\[
    I_3 = \int_{\Pi_\rho} |\partial_y^2 u_0(y) + z \partial_y^2 u_1(y) + \partial_y^2 u_\perp(y, z)|^2 \, dx \geq J_1 + J_2 + 2J_3 + 2J_4,  
\]

(24)

where

\[
    J_1 = g \int_{\Pi_\rho} |\partial_y^2 u_0(y)|^2 \, dx, \quad J_3 = g \int_{\Pi_\rho} \partial_y^2 u_0(y) \partial_y^2 u_\perp(y, z) \, dx, \\
    J_2 = g \int_{\Pi_\rho} |z \partial_y^2 u_1(y)|^2 \, dx, \quad J_4 = g \int_{\Pi_\rho} z \partial_y^2 u_1(y) \partial_y^2 u_\perp(y, z) \, dx.
\]

We readily notice that according to the inequality (15) the estimates

\[
    J_1 \geq W_H(\rho) \int_{\rho}^{+\infty} 2H(y) |u_0(y)|^2 \, dy = W_H(\rho) \int_{\Pi_\rho} |u_0(y)|^2 \, dx  
\]

(25)
and
\[ J_2 = \frac{2}{3} \int \rho^{+\infty} H^3(y) |\partial^2 u_1(y)|^2 \, dy \geq \frac{2}{3} W_{H^3}(\rho) \int \rho^{+\infty} H^3(y) |u_1(y)|^2 \, dy \]
\[ = W_{H^3}(\rho) \int_{\Omega_{\rho}} |zu_1(y)|^2 \, dx \]  

are fulfilled. For our purpose we need \( W_{H^3}(\rho) \to +\infty \) and \( W_{H^3}(\rho) \to +\infty \) for \( \rho \to \infty \) and this we will assume.

Besides, by the Cauchy–Bunyakovsky–Schwarz inequality, we have
\[ |J_3| \leq J_1^{1/2} \left( \int \rho^{+\infty} \frac{1}{2H(y)} \left( \int \nabla^2 u^\perp(y, z) \, dz \right)^2 \, dy \right)^{1/2}. \]

We now deal with the inner integral in \( z \) in the last expression. To this end, we take into account the orthogonality conditions (21) and the trace inequality. We differentiate the first equality in (21) twice with respect to \( y \) and obtain
\[ \sum_{\pm} (2\partial_y u^\perp(y, \pm H(y)) \partial_y H(y) + u^\perp(y, \pm H(y)) \partial_y^2 H(y) \pm \partial_z u^\perp(y, \pm H(y))(\partial_y H(y))^2) \]
\[ + \int_{\Omega(y)} \partial^2_y u^\perp(y, z) \, dz = 0. \]

Thus,
\[ \left( \int_{\Omega(y)} \partial^2_y u^\perp(y, z) \, dz \right)^2 \]
\[ \leq c \sum_{\pm} \left( \left| \partial_z u^\perp(y, \pm H(y)) \right|^2 |\partial_y H(y)|^4 + \left| u^\perp(y, \pm H(y)) \right|^2 |\partial_y^2 H(y)|^2 \right. \]
\[ \left. + \left| \partial_y u^\perp(y, \pm H(y)) \right|^2 |\partial_y H(y)|^2 \right). \]

For the first two terms between the brackets we use the trace inequality
\[ \left| \partial_z u^\perp(y, \pm H(y)) \right|^2 |H(y)|^2 + \left| u^\perp(y, \pm H(y)) \right|^2 \leq c |H(y)|^3 \int_{\Omega(y)} \left| \partial^2_z u^\perp(y, z) \right|^2 \, dz. \]

For the third term, we write down the chain of inequalities
\[ \left| \partial_y u^\perp(y, \pm H(y)) \right|^2 \]
\[ \leq cH(y) \int_{\Omega(y)} \left| \partial_y \partial_z u^\perp(y, z) \right|^2 \, dz + c|H(y)|^{-2} \left( \int_{\Omega(y)} \partial_y u^\perp(y, z) \, dz \right)^2 \]
\[ \leq cH(y) \int_{\Omega(y)} \left| \partial_y \partial_z u^\perp(y, z) \right|^2 \, dz \]
\[ + 2c \left( \frac{\partial_y H(y)}{H(y)} \right)^2 \left( \left| u^\perp(y, H(y)) \right|^2 + \left| u^\perp(y, -H(y)) \right|^2 \right). \]
As a result, we find that
\[
\left| \int_{\Gamma(y)} \partial_y^2 u^\perp(y, z) \, dz \right|^2 \leq c \left( |\partial_y H(y)|^4 |H(y)| + |\partial_y^2 H(y)|^2 |H(y)|^3 \right) \int_{\Gamma(y)} \left| \partial_z^2 u^\perp(y, z) \right|^2 \, dz
+ c |\partial_y H(y)|^2 |H(y)| \int_{\Gamma(y)} \left| \partial_y \partial_z u^\perp(y, z) \right|^2 \, dz.
\]

The final inequality for the integral \( J_3 \) takes the form
\[
|J_3| \leq c_1(\rho) J_1^{1/2} I_1^{1/2} + c_2(\rho) J_1^{1/2} K_1^{1/2}
\]
where \( K_1 = \|\partial_y^2 u^\perp; L_2(\Pi_\rho)\|^2 \) and
\[
c_1(\rho) = c \sup_{y \in [\rho, +\infty)} \left( |\partial_y H(y)|^2 + |\partial_y^2 H(y)| |H(y)| \right),
c_2(\rho) = c \sup_{y \in [\rho, +\infty)} |\partial_y H(y)|.
\]
Both suprema tend to 0 for \( \rho \to +\infty \). A similar argument shows that
\[
|J_4| \leq c_1(\rho) J_2^{1/2} I_1^{1/2} + c_2(\rho) J_2^{1/2} K_1^{1/2}.
\]

It remains to process the second term in (22), that is,
\[
I_2 = \int_{\Pi_\rho} \left| z \partial_y u_1(y) + \partial_y \partial_z u^\perp(y, z) \right|^2 \, dx
= \int_{\Pi_\rho} \left| \partial_y \partial_z u^\perp(y, z) \right|^2 \, dx + \int_{\Pi_\rho} \left| \partial_y u_1(y) \right|^2 \, dx + 2 \int_{\Pi_\rho} \partial_y u_1(y) \partial_y \partial_z u^\perp(y, z) \, dx.
\]
\[
\equiv K_1 \equiv K_2 \equiv 2K_3
\]
So it follows that
\[
K_1 = I_2 - K_2 - 2K_3 \leq I_2 + 2 |K_3|.
\]

We continue by estimating the integral \( K_3 \):
\[
|K_3| = \left| \int_{\rho}^{+\infty} \partial_y u_1(y) \int_{\Gamma(y)} \partial_y \partial_z u^\perp(y, z) \, dz \, dy \right|
\leq \left( \int_{\rho}^{+\infty} G^{H^3, \rho}(y) |\partial_y u_1(y)|^2 \, dy \right)^{1/2} \left( \int_{\rho}^{+\infty} G^{H^3, \rho}(y)^{-1} \int_{\Gamma(y)} \left| \partial_y \partial_z u^\perp(y, z) \right|^2 \, dy \right)^{1/2}
\leq c J_2^{1/2} \left( \int_{\rho}^{+\infty} G^{H^3, \rho}(y)^{-1} \int_{\Gamma(y)} \left| \partial_y \partial_z u^\perp(y, z) \right|^2 \, dy \right)^{1/2}.
\]

Differentiating the second formula (21) with respect to \( y \) yields
\[
\int_{\Gamma(y)} \partial_y \partial_z u^\perp(y, z) \, dz + \sum_{\pm} \partial_z u^\perp(y, \pm H(y)) \partial_y H(y) = 0.
\]
By the trace inequality we find that
\[
\left| \int_\Omega \partial_y \partial_z u^\perp (y, z) \, dz \right|^2 = \left( \sum_\pm \partial_z u^\perp (y, \pm H(y)) \right)^2 |\partial_y H(y)|^2 
\leq c |H(y)||\partial_y H(y)|^2 \int_\Omega |\partial_z^2 u^\perp (y, z)|^2 \, dz.
\]

Thus, from the relation (18), which implies (17), we get
\[
|K_3| \leq c \sup_{y \in [\rho, +\infty)} \left\{ |G_{H^3}(y)|^{-1/2} |\partial_y H(y)||H(y)|^{1/2} \right\} J_2^{1/2} I_1^{1/2} \leq c J_2^{1/2} I_1^{1/2} \quad (30)
\]

We find by combining (29) and (30) that
\[
K_1 \leq I_2 + c J_2^{1/2} I_1^{1/2}
\]
and so (27) and (28) yield, respectively,
\[
|J_3| \leq c_1(\rho) J_1^{1/2} I_1^{1/2} + c_2(\rho) J_1^{1/2} (I_2 + c J_2^{1/2} I_1^{1/2})^{1/2}, \quad (31)
\]
\[
|J_4| \leq c_1(\rho) J_2^{1/2} I_1^{1/2} + c_2(\rho) J_2^{1/2} (I_2 + c J_2^{1/2} I_1^{1/2})^{1/2}. \quad (32)
\]

Using first (22) and (24), next (31) and (32) for \( \rho \) large enough, and finally (23), (25) and (26) we conclude that indeed
\[
\left\| \nabla_\Gamma^2 u; L^2(\Pi_\rho) \right\|^2 = I_1 + 4 I_2 + I_3
\geq I_1 + 4 I_2 + J_1 + J_2 + 2 J_3 + 2 J_4
\geq \frac{1}{2} (I_1 + 4 I_2 + J_1 + J_2) \geq \frac{1}{2} (I_1 + J_1 + J_2)
\geq c \min\{H^{-4}(\rho), W_H(\rho), W_{H^3}(\rho)\} \left\| u; L^2(\Pi_\rho) \right\|^2,
\]
whenever \( \rho \) is large enough.

6. Traction-free boundaries: \( N-N \)

Theorem 12. Suppose that \( H \) satisfies Assumption 6 with \( h = H \) and that
\[
\lim_{t \to \infty} \partial_t (\log H(t)) = -\infty. \quad (33)
\]

Then the embedding \( H^2(\Omega) \hookrightarrow L^2(\Omega) \) is compact and the spectrum of the problem (4) with the Neumann boundary conditions (6) on both sides of the peak is discrete.

Proof. By Proposition 11, \( K(\rho) \) can be estimated as in (20). Assumption 6 implies that Lemma 10 holds true and hence \( K(\rho) \to +\infty \) for \( \rho \to +\infty \). One concludes as in the proof of Theorem 5 through an approximation by compact operators. □
Remark 12.1. Note that the functions \( H(y) = y^{-\alpha} \) and \( H(y) = \exp(-\alpha y) \), \( \alpha > 0 \), do not satisfy the requirement in (2) or (33). The functions \( H(y) = \exp(-y^{1+\alpha}) \) with \( \alpha > 0 \) however do.

7. An incomplete Dirichlet condition: \( M–N \)

In this section the boundary conditions only contain a single stable condition

\[
  u(x) = 0, \quad x \in \Sigma^+_\rho \quad \text{(or} \quad x \in \Sigma^-\rho). \tag{34}
\]

Theorem 13. Suppose that \( \lim_{y \to \infty} H(y)^{-3}G_H(y) = +\infty \). Then the problem in (4) with the boundary condition as in (34) has discrete spectrum.

Remark 13.1. The functions \( H(y) = y^{-1-\alpha} \) with \( \alpha > 0 \) meet the condition in Theorem 13.

Proof. By (34), Friedrich’s inequality holds on the section \( \Upsilon(y) \) and, consequently,

\[
  \| \mathcal{A} \partial_z u; L_2(\Pi_\rho) \|^2 \geq c \| \mathcal{A} H^{-2}u; L_2(\Pi_\rho) \|^2
\]

for every positive weight function \( y \mapsto \mathcal{A}(y) \). The function \( v = \partial_z u \) can be represented as the sum \( v(x) = v_0(y) + v^\perp(x) \) where, for \( y > \rho \), the component \( v^\perp \) satisfies the first condition in (21). Therefore,

\[
  \int_{\Pi_\rho} |\nabla^2_x u(x)|^2 \, dx
  \geq \int_{\Pi_\rho} |\nabla_x v(x)|^2 \, dx
  \geq \int_{\rho}^{+\infty} 2H(y) |\partial_y v_0(y)|^2 \, dy + \int_{\Pi_\rho} |\partial_z v^\perp(y, z)|^2 \, dx + 2 \int_{\Pi_\rho} \partial_y v_0(y) \partial_y v^\perp(y, z) \, dx
  =: I_4 + I_5 + 2I_6.
\]

Setting \( Z_H(y) = H(y)^{-1}G_H(y) \), we get

\[
  I_4 \geq \int_{\rho}^{+\infty} 2G_H(y) |v_0(y)|^2 \, dy \geq \int_{\rho}^{+\infty} 2Z_H(y) H(y) |v_0(y)|^2 \, dy
  = \| Z_H v_0; L_2(\Pi_\rho) \|^2.
\]

Friedrich’s inequality implies

\[
  I_5 = \| \partial_z v^\perp; L_2(\Pi_\rho) \| \geq c \| H^{-2}v^\perp; L_2(\Pi_\rho) \|^2.
\]
Furthermore,
\[ I_6 = \int_{\Pi_\rho} \partial_y v_0(y) \partial_y v^+(y, z) \, dx \leq I_5^{1/2} \left( \int_\rho^{+\infty} \frac{1}{2H(y)} \left| \int_{\Gamma(y)} \partial_y v^+(y, z) \, dz \right|^2 \right)^{1/2} \]

\[ \leq I_5^{1/2} \left( \int_\rho^{+\infty} \frac{1}{2H(y)} \left| v^+(y, H(y)) \partial_y H(y) - v^+(y, -H(y)) \partial_y H(y) \right|^2 \right)^{1/2}. \]

Thus \( I_6 \leq c |\partial_y H(\rho)| I_5^{1/2} I_6^{1/2} \) holds and hence

\[ \| \nabla^2_L u; L_2(\Pi_\rho) \|^2 \geq c \min\{H^{-4}; H^{-3} G_H\} u; L_2(\Pi_\rho) \|^2. \]

Compactness and hence the discrete spectrum follow from the assumption on \( H \).

\[ \square \]

References


Fedor L. Bakharev: fbakharev@yandex.ru
Mathematics and Mechanics Faculty, St. Petersburg State University, 198904 St. Petersburg, Russia

Sergey A. Nazarov: srgnazarov@yahoo.co.uk
Institute of Problems of Mechanical Engineering, Russian Academy of Sciences, 199178 St. Petersburg, Russia

Current address: Mathematics and Mechanics Faculty, St. Petersburg State University, Universitetskaya pr., 28, 198504, Stary Peterhof, Russia

Guido H. Sweers: gsweers@math.uni-koeln.de
Mathematisches Institut, Universität zu Köln, D-50931 Cologne, Germany
Guidelines for Authors

Authors may submit manuscripts in PDF format on-line at the submission page.

**Originality.** Submission of a manuscript acknowledges that the manuscript is original and is not, in whole or in part, published or under consideration for publication elsewhere. It is understood also that the manuscript will not be submitted elsewhere while under consideration for publication in this journal.

**Language.** Articles in MEMOCS are usually in English, but articles written in other languages are welcome.

**Required items.** A brief abstract of about 150 words or less must be included. It should be self-contained and not make any reference to the bibliography. If the article is not in English, two versions of the abstract must be included, one in the language of the article and one in English. Also required are keywords and a Mathematics Subject Classification or a Physics and Astronomy Classification Scheme code for the article, and, for each author, postal address, affiliation (if appropriate), and email address if available. A home-page URL is optional.

**Format.** Authors are encouraged to use \LaTeX\ and the standard amsart class, but submissions in other varieties of \TeX, and exceptionally in other formats, are acceptable. Initial uploads should normally be in PDF format; after the refereeing process we will ask you to submit all source material.

**References.** Bibliographical references should be complete, including article titles and page ranges. All references in the bibliography should be cited in the text. The use of \BIB\TeX is preferred but not required. Tags will be converted to the house format, however, for submission you may use the format of your choice. Links will be provided to all literature with known web locations and authors are encouraged to provide their own links in addition to those supplied in the editorial process.

**Figures.** Figures must be of publication quality. After acceptance, you will need to submit the original source files in vector graphics format for all diagrams in your manuscript: vector EPS or vector PDF files are the most useful.

Most drawing and graphing packages — Mathematica, Adobe Illustrator, Corel Draw, MATLAB, etc. — allow the user to save files in one of these formats. Make sure that what you are saving is vector graphics and not a bitmap. If you need help, please write to graphics@msp.org with as many details as you can about how your graphics were generated.

Bundle your figure files into a single archive (using zip, tar, rar or other format of your choice) and upload on the link you been provided at acceptance time. Each figure should be captioned and numbered so that it can float. Small figures occupying no more than three lines of vertical space can be kept in the text (“the curve looks like this:”). It is acceptable to submit a manuscript with all figures at the end, if their placement is specified in the text by means of comments such as “Place Figure 1 here”. The same considerations apply to tables.

**White Space.** Forced line breaks or page breaks should not be inserted in the document. There is no point in your trying to optimize line and page breaks in the original manuscript. The manuscript will be reformatted to use the journal’s preferred fonts and layout.

**Proofs.** Page proofs will be made available to authors (or to the designated corresponding author) at a Web site in PDF format. Failure to acknowledge the receipt of proofs or to return corrections within the requested deadline may cause publication to be postponed.
Self-organized stochastic tipping in slow-fast dynamical systems
   Mathias Linkerhand and Claudius Gros

Well-posedness for dislocation-based gradient viscoplasticity, II: general nonassociative monotone plastic flows
   Sergiy Nesenenko and Patrizio Neff

Symmetry classes for even-order tensors
   Marc Olive and Nicolas Auffray

A direct approach to nonlinear shells with application to surface-substrate interactions
   Miroslav Šilhavý

A sufficient condition for a discrete spectrum of the Kirchhoff plate with an infinite peak
   Fedor L. Bakharev, Sergey A. Nazarov and Guido H. Sweers