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ROLF MAHNKEN

In order to improve the credibility of modern simulation tools, uncertainties
of different kinds have to be considered. This work is focused on epistemic
uncertainties in the framework of continuum mechanics, which are taken into
account by fuzzy analysis. The underlying min-max optimization problem of
the extension principle is approximated by α-discretization, resulting in a sep-
aration of minimum and maximum problems. To become more universal, so-
called quantities of interest are employed, which allow a general formulation for
the target problem of interest. In this way, the relation to parameter identifica-
tion problems based on least-squares functions is highlighted. The solutions of
the related optimization problems with simple constraints are obtained with a
gradient-based scheme, which is derived from a sensitvity analysis for the target
problem by means of a variational formulation. Two numerical examples for the
fuzzy analysis of material parameters are concerned with a necking problem at
large strain elastoplasticity and a perforated strip at large strain hyperelasticity
to demonstrate the versatility of the proposed variational formulation.

1. Introduction

The reliability assessment of components and engineering structures in today’s
industry is commonly performed by extensive use of numerical simulations. In
order to improve its credibility uncertainties have to be taken into account, where
two categories are distinguished, aleatoric and epistemic; see, e.g., [Sullivan 2015].
Aleatoric (or irreducible, stochastic) uncertainties refer to variability as a conse-
quence of, e.g., fluctuations through time, variation across space, or manufactur-
ing differences. In principle, they cannot be reduced by empirical effort; how-
ever, provided sufficient information is available they can be taken into account
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with probabilistic concepts. Epistemic (reducible, subjective) uncertainties refer to
subjectivity as a consequence of, e.g., incomplete scientific understanding or lack
of measurements, which indicate a possible value range rather than a probability
function. Contrary to aleatoric uncertainties, in principle they can be reduced by
empirical effort, e.g., investing more in measurement.

Methodologies for the modeling of epistemic uncertainties are, e.g., interval
analysis and, increasingly applied over the last few years, fuzzy analysis. Though
the development of fuzzy arithmetic was started in the 1960s by Zadeh [1965],
its application in solid mechanics is a rather new research area. Fuzzy analysis
allows one to identify sensitivities of the response of a structure with respect to the
magnitude of imprecision of the input data. The underlying axiomatic formalism
is provided by the extension principle [Möller and Beer 2004]. It specifies the
mapping of the fuzzy input set into a new fundamental set and results in solution
of a maximum-minimum problem. In order to alleviate the complexity of this
demanding task, α-level optimization is employed. Here the membership input
functions are discretized and maximum-minimum problems on each level eventu-
ally render a discretized solution for the membership output functions. The higher
the chosen number of α-levels, the greater the accuracy of the membership output
of the response is.

Both the extension principle as well as α-discretization may result in signifi-
cant numerical efforts, in particular if the structural analysis is performed with the
finite element method (FEM). A common methodology for fuzzy analysis with
α-discretization is vertex solution. Here, the extreme output responses to the FEM-
model for each α-level are obtained by binary combinations of the fuzzy input
variables; see, e.g., [Akpan et al. 2001]. Möller et al. [2000] employ a generic
algorithm to perform the global optimization on every α-level. Farkas et al. [2008]
propose a parameter reduction scheme for the optimization problem. In order to
accelerate optimization for the dynamic fuzzy FE analysis, De Munck et al. [2008]
introduce a surrogate model, which replaces the real response of the analysis based
on only a few computed values. Muhanna and Mullen [1999] employ the concept
of α-cuts within a fuzzy finite element method with applications for truss, beam,
and plate problems in solid mechanics.

The above publications are typically formulated in terms of the underlying finite
element discretized structure. To the author’s knowledge, the variational formula-
tion for fuzzy analysis of problems within the framework of continuum mechanics
has not been considered so far. The present study intends to close this gap. Varia-
tional formulations have at least two intrinsic advantages:
• They enable a general framework for the analytical sensitivity analysis, which

allows the effective solution of the related optimization problems with gradient-
based methods; see, e.g., [Mahnken 2004].
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• They give the basis for adaptive refinement of the underlying FE discretization
[Rüter 2004; Johansson et al. 2007; Bangerth and Rannacher 2003; Widany
and Mahnken 2012; Mahnken 2013].

Fuzzy analysis typically is performed for discrete values, e.g., the displacement
at a certain finite element node. However, in some cases one might be interested
in quantities within certain subregions of a structure. To this end, we introduce a
so-called quantity of interest (or goal function) as an output quantity of the fuzzy
analysis. Quantities of interest have been given much attention, e.g., in adaptive
strategies over the last several years; see, e.g., [Rüter 2004; Johansson et al. 2007;
Bangerth and Rannacher 2003; Widany and Mahnken 2012; Mahnken 2013].

This paper is structured as follows. Section 2 establishes the state problem and
the target problem. Starting from basics of continuum mechanics, a weak formula-
tion for the mechanical equilibrium is derived. Furthermore, we propose examples
for a quantity of interest, which are used as output quantities for the fuzzy analysis.
Section 3 incorporates the variational formulation into the optimization concepts of
the extension principle and α-level optimization. Section 4 provides the resulting
optimality conditions in a variational setting. To this end, first- and second-order
sensitivity analyses are performed by both the direct differentiation method as well
as the adjoint state differentiation method. Moreover, we highlight the relation of
least-squares problems to α-level optimization. Section 5 briefly describes the finite
element discretization followed by Section 6, which provides a brief overview on
deterministic, gradient-based optimization methods. Representative examples in
Section 7 demonstrate the versatility of the proposed variational formulation.

Notations. Symbolic tensor notation is employed mostly, if not stated otherwise.
The scalar products of two vectors a and b as well as two second-order tensors A
and B are, respectively,

a · b= ai bi , A : B = Ai j Bi j , (1)

using the Einstein summation rule for repeated indices i, j = 1, 2, 3. The action of a
second-order tensor A on a vector b is represented by A·b. The tensor product a⊗b
of two vectors a and b is a second-order tensor defined by the relation (a⊗ b) · b=
(b·c)a for all vectors c. 1 and I are the second- and fourth-order unit tensors, respec-
tively, with the properties 1 · c= c and I : C = C for all vectors c and all tensors C .
The nabla operator ∇ with respect to initial coordinates X is introduced, such that

∇( · )=
∂( · )

∂X i
ei =⇒ ∇c≡ c⊗∇ = ci, j ei ⊗ e j with ci, j =

∂ci

∂X j
(2)

where ei , i = 1, 2, 3, is a Cartesian orthonormal basis and X i are coordinates of
the reference placement X .
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Figure 1. Mapping from design to configurations.

2. State and target problem

2.1. Strong and weak equilibrium problem. We consider a continuum body B
occupying the reference (initial) configuration B ⊂ E 3 within the Euclidean space
E 3. Material particles are labeled by the placement vector X ∈ B. The surface
of B is denoted as ∂B, is assumed smooth, and has unit normal vector N . The
time is denoted by t ∈ T , where T = [0, T ] ⊂ R+ is the time domain. Note that
for time-independent problems the variable t also provides a convenient history
parameter in order to label the sequence of events and quasistatic conditions. In
addition, we introduce ns design parameters [s1, . . . , sns ] = s ∈ S within a design
space S = S1×S2×· · ·×Sns ⊂Rns . These may represent several influences on the
structure, such as material, structural, or loading parameters, geometric properties
or boundary conditions, etc. In this paper, the influence of uncertainty for the
design parameters is taken into account by fuzzy analysis.

In order to relate design space S and time domain T as well as initial and current
configurations B and Bt , respectively, the following configurational mapping is
introduced (see also [Barthold 1993] in the context of shape optimization):

ϕ( · ) :=

{
B× T ×S→Bt ⊂ E 3,

X(s), t (s), s 7→ x(s)= ϕ(X(s), t (s), s).
(3)

The mappings X( · ) : S→B ⊂ E 3 and t ( · ) : S→ T ⊂ R+ reflect dependencies
of the initial geometry and the time, respectively, on design parameters. Here
x( · ) : S → Bt ⊂ E 3 is a reduced placement operator, which relates the design
space S and the actual configuration by means of the initial placement X and
time t , such that x ∈Bt is the placement vector of a related particle at the current
configuration Bt ⊂ E 3. The mappings X( · ), x( · ), and ϕ( · ) are visualized in
Figure 1, where for simplicity time dependence and explicit design dependence
are not considered in the illustration.

Based on the configurational mapping in (3) we introduce three well known
kinematical quantities of continuum mechanics

F =∇ϕ(X, t, s), (4a)

J = det F, (4b)

E = 1
2(F

T
· F+ 1), (4c)
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where F is the deformation gradient, which is known to be a mixed-variant, two-
field tensor, J is its determinant satisfying J > 0, and E is the Green–Lagrange
strain tensor.

Neglecting inertia terms, a strong formulation for the mechanical equilibrium
problem is given as

Mechanical equilibrium σ · ∇x + b(s)= 0 in Bt ×S × T , (5a)

Constitutive equations σ = σ (ϕ) in Bt ×S × T , (5b)

Boundary conditions u = u(s) on ∂Bt u ×S × T , (5c)

σ · n= t(s) on ∂Btσ ×S × T . (5d)

Here, in addition to the previous notations we use σ as the symmetric Cauchy stress
tensor, ∇x as the nabla operator with respect to the current placement vector x, b(s)
as the body force vector per unit volume with respect to the current configuration,
dependent on the (uncertain) design variables s, and u= x−X as the displacement
vector. The Dirichlet and Neumann boundary conditions (5c) and (5d), respectively,
are formulated on the boundaries ∂Bt u and ∂Btσ , where the complementary con-
ditions ∂Bt u ∪ ∂Btσ = ∂Bt and ∂Bt u ∩ ∂Btσ = ∅ hold, and where we defined
traction forces t(s) as well as prescribed displacements u(s), both dependent on
the (uncertain) design variables s. In addition, n denotes a normal vector on the
boundary ∂Btσ . A more general formulation for inelastic problems would require
internal variables and their evolution equations, which however are left out here in
order to alleviate the notation.

A weak formulation of the equilibrium problem is based on Hilbert spaces U for
the displacement field u ∈ U and U 0

⊂ U , which reflects zero Dirichlet boundary
conditions for test functions δu∈U 0. Multiplying (5a) with test functions δu∈U 0,
applying the divergence theorem, and incorporating the boundary conditions (5c)–
(5d), a weak formulation for the mechanical equilibrium is derived as

The state problem. For given s ∈ S, find u(s) ∈ U such that
g(s) := G(s, u(s); δu) := a(s, u(s); δu)− l(δu)= 0 for all δu ∈ U 0.

(6)

Here, the external and internal parts of the weak mechanical equilibrium equation
are

a(u, s; δu)=
∫

Bt

σ : dδ dv, l(δu)=
∫

Bt

b · δu dv+
∫
∂Bt σ

t · δu da, (7)

respectively, where dδ = ∇x sym(δu) is a rate of deformation tensor, induced by
the virtual displacement δu ∈ U 0; see Appendix B and Table B.1 for more details.
Thus, a( · , · ; · ) is a semilinear form on the Hilbert space S×U ×U 0, where linear
and nonlinear dependent variables are separated by a semicolon. In the above, l( · )
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is a linear functional with a dual pairing between the loading b, t ∈ U ′ and u ∈ U ,
where U ′ is the dual space of U . The relation G(s, u(s); δu)= 0 is referred to as
the state equation. We assume existence and uniqueness for the solution u(s) of
the state problem (6), such that g : S→ R defines a reduced solution operator.

For iterative solution of (6), with “frozen” design variables s, we employ a
Newton method at the current state ũ:

G ′u(s, ũ(s); δu,1u)=−G(s, ũ(s); δu) for all δu ∈ U 0 (8a)

=⇒ u = ũ+1u. (8b)

The generally unsymmetric tangent bilinear form G ′u( · , · ; · , · ) denotes the partial
derivative with respect to u. It is defined as a Gâteaux derivative at the point ũ in
the direction of the virtual variation 1u, i.e.,

G ′u(s, ũ; δu,1u) := lim
ε→0

ε−1(G(s, ũ+ ε1u; δu)−G(s, ũ; δu)),

assuming that the limit exists. The solution 1u of (8a) renders the new iterate u in
(8b). More detailed formulations of the state equation Gu( · , · ; · ) and the tangent
bilinear form G ′u( · , · ; · , · ) are provided in Appendix B.

2.2. Quantity of interest and target problem. In the subsequent exposition we
do not merely want to characterize the fuzzy properties of the displacement field
u(s) satisfying the state problem (6). Instead we are more interested in the fuzzy
analysis of a physical event or a feature of the structure that depends upon u. Such
quantities of interest are characterized by functionals Q(u) of the solutions u to (6).
Quantities of interest have been given much attention in adaptive strategies over
the last several years; see, e.g., [Rüter 2004; Johansson et al. 2007; Bangerth and
Rannacher 2003; Widany and Mahnken 2012; Mahnken 2013] and, in the context
of multiscale modeling, [Oden et al. 2006]. Possible realizations of the quantity of
interest may be

(1) displacement at a certain point of the body P ∈ B with coordinates X P ∈B

at the end of loading with time t = T

Q X (u)= ‖u(X P , T )‖D, (9)

(2) displacements at certain regions Bm ⊂B and certain time intervals Tn ⊂ T

Qu(u)=
∫
Tn

∫
Bm

‖u‖D dV dt, (10)

(3) strains, e.g., of Green–Lagrange type according to (4), at certain regions Bm ⊂

B and certain time intervals Tn ⊂ T

QE(u)=
∫
Tn

∫
Bm

‖E(u)‖D dV dt, (11)
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(4) stresses at certain regions Bm ⊂B and certain time intervals Tn ⊂ T

Q P(u)=
∫
Tn

∫
Bm

‖P(u)‖D dV dt, (12)

and where P = Jσ · F−T is the first Piola–Kirchhoff stress tensor,

(5) stresses at the boundary of prescribed displacements ∂Bu ⊂ ∂B and time
intervals Tn ⊂ T

QF (u)=
∫
Tn

∫
∂Bu

‖P(u)T · N‖D d A dt, (13)

such that the goal function has the interpretation of (a sum of) reaction forces,

(6) functional dependencies of design variables

Qs = Q(s), (14)

(7) or a combination of the above quantities with adequate weighting.

The standard choice of norm ‖ · ‖D in the above definitions is a weighted L2-norm.
Moreover, a comparison of the state variable u(s) ∈ U with experimental data

u∗ ∈ U ∗ could be integrated in the quantity of interest, where U ∗ is the space of
true data, that is, without measurement errors. To this end, we define the mappings

d = D(u∗) ∈ D ⊂ Rnd , (15a)

d(s) := D(u(s)) ∈ D ⊂ Rnd . (15b)

Equation (15a) introduces an observation operator D :U ∗→D mapping the trajec-
tory of true data u∗ to points d = D(u∗) in the data space D ∈ Rnd [Banks and Ku-
nisch 1989]. Equation (15b) introduces a second observation operator D : U → D,
which maps the state variable u(s)∈U to points D(u(s)) in the data space D ∈Rnd .
Moreover, in order to point out the “design driven” data as a result of the state prob-
lem (6), (15b) introduces the reduced observation operator d : S→D to transform
design variables s to the observation space [Vexler 2004]. In index notation (15b)
can be written as dk(s) := Dk(u(s)), k = 1, . . . , nd . Hereafter, we assume nd ≥ ns

for the number of experimental data nd and for the number of design variables ns

(in this case material parameters), and we assume both operators D and D to be
linear. With these notations a model error with respect to the data space D ⊂ Rnd

becomes

eMod = D(u(s))− D(u∗)= d(s)− d ∈ D ⊂ Rnd (16)
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as the difference of simulated and experimental data. Using a weighted L2-norm
a quantity of interest may become

QLS(u(s))=
1
2

∫
Tn

∫
Bm

‖D(u(s))− D(u∗)‖2D dV dt = 1
2‖W (d(s))− d‖22

=: qLS(s). (17)

In the third part of (17) we have introduced a weighting matrix W ∈ Rnd×nd , which
accounts, e.g., for different physical dimensions or reasonable scaling for the quan-
tities of interest on the region Bm ⊂B and the time interval Tn ⊂ T . Analogously
to the reduced solution operator g : S→ R in (6), qLS : S→ R in (17) represents a
reduced quantity of interest operator. Of course, the quantity of interest in (17) is
nothing else but the least-squares functional in identification problems. Here, the
interest is to minimize the distance between simulated data and experimental data
in a least-squares sense; see, e.g., [Mahnken 2004]. Upon neglecting measurement
errors the functional in (17) also has the interpretation of a mean for the model
error in (16).

With a specific choice for the quantity of interest Q at hand, for example accord-
ing to (10)–(14) or (17), we formulate:

The target problem. For given s ∈ S, find z := q(s) := Q(s, u(s)). (18)

Note that due to the dependency u(s), solution of the target problem (18) involves
solution of the state problem (6). In the following exposition, we assume a contin-
uous mapping for the reduced quantity of interest operator q : S→ R between the
design variables s and the quantity of interest q and a unique solution u(s).

3. Fuzzy analysis

3.1. Fuzzy set and fuzzy number. So far, the design space S ⊂Rns in the previous
section has been assumed a precise set or a fundamental set [Möller and Beer 2004]
of ordered pairs

S = {(s, ξS(s)) | s ∈ Rns , ξ S(s)= {0, 1}ns } (19a)

= S1×S2× · · ·×Sns ⊂ R2ns , (19b)

where Si = {(si , ξSi (si )) | si ∈ R, ξSi (si ) ∈ {0, 1}} ⊂ R2, (19c)

ξSi : R→ {0, 1}, si 7→

{
1 if si ∈ Si ,

0 if si /∈ Si .
(19d)

According to (19b) the Cartesian product S comprises all combinations of the
design variables s1, . . . , sns of the precise sets Si in (19c). The corresponding
indicator functions ξSi (19d) specify crisp interval boundaries for each design vari-
able si , i = 1, . . . , ns , in a precise manner; see, e.g., [Viertl 1996]. However, due to
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i 〉, and α-levels. Right: output membership
function.

imprecision of measurements this is not realistic. Therefore, in fuzzy analysis, the
precise set S is replaced by a nonprecise set, or fuzzy set [Möller and Beer 2004]
of ordered pairs

Ŝ =
{
(s, µS(s)) | s ∈ Rns , µS(s)= min

i=1,...,ns
{µSi (si )}

}
(20a)

= Ŝ1× Ŝ2× · · ·× Ŝns ⊂ R2ns , (20b)

Ŝi = {(si , µSi (si )) | si ∈ R, µSi (si ) ∈ [0, 1]} ⊂ R2, (20c)

µSi : R→ [0, 1], si 7→ 0≤ µSi (si )≤ 1. (20d)

According to (20a) and (20b) the Cartesian product Ŝ comprises all combinations
of the design variables s1, . . . , sns . Equation (20c) is the one-dimensional fuzzy set
where in (20d), for each set Ŝi the indicator function ξSi (si ) in (19d) is replaced
by a membership function µSi (si ), which represents a gradual weighting of each
design space Si . Subsequently, only normalized membership functions with the
property supsi∈Si

[µSi (si )] = 1 are considered. The closer µSi (si ) is to 1, the more
the element si belongs to the set Ŝi ; the closer µSi (si ) is to 0, the less the element
si belongs to the set Ŝi . A convex and normalized fuzzy set is referred to as a fuzzy
number. Figure 2, left, illustrates a triangular fuzzy number

Âi = 〈sL
i , s M

i , s R
i 〉, where sL

i < s M
i < s R

i , (21)

with in-between value s M
i and lower and upper bounds sL

i , s R
i .

By definition of the reduced quantity of interest operator q : S→ R in (17), the
quantities of interest Q in (10)–(14) and (17) for displacements, stresses, strains,
etc., become functions of the design variables si and consequently can be treated as
fuzzy functions. The intrinsic goal of fuzzy analysis is to propagate the uncertain-
ties of the fuzzy input variables, in our case the design variables si , i = 1, . . . , ns ,
to a fuzzy output variable, in our case the quantity of interest q(s) in the target
problem (18).
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3.2. The extension principle. In order to perform mathematical operations with
fuzzy numbers Zadeh developed the extension principle [Dubois and Prade 1980;
Zadeh 1965; Möller and Beer 2004]. It specifies the mapping of the fuzzy input
set Ŝ into a new fundamental set Z with the aid of the mapping z = q(s) defined in
the target problem (18). On the fundamental set Z the fuzzy set B̃ together with its
membership function µB(z) is gained. The mapping q(s) leads to the fuzzy set B̃
on Z:

B̃ = {(z, µB(z)) | z = q(s), z ∈ Z; s ∈ S}, (22a)

where

µB(z)=
{

supz=q(s) min(µi (s1), . . . , µns (sns )) if there exists z = q(s),
0 otherwise.

(22b)

Here the membership values µB(z) are computed according to the sup-min problem
(22b) in order to minimize and maximize the quantity of interest q(s) defined in
(18). Following Akpan et al. [2001] problem (22) can be interpreted as follows. For
a crisp value of the output z, there exist zero, one, or more combinations of crisp
values of input variables s such that z= q(s). The possibility of each combination is
given by the smallest possibility value for all fuzzy input variables. The possibility
that z = q(s) is given by the maximum possibility value for all these combinations.

As pointed out by Wasfy and Noor [1998] the direct solution of (22b) is in-
tractable except for very simple fuzzy finite element problems involving at most
one or two fuzzy variables. For a general function q, the number of operations
needed to solve the state problem (6) is of the order∞ns [Wasfy and Noor 1998].

3.3. α-level optimization. Due to its mathematical complexity and the significant
numerical effort the extension principle, (22) can be approximated by the so-called
α-level optimization method. Here, as schematically illustrated in Figure 2, left,
each membership input function µi is discretized into nα α-cuts, where 0≤ αk ≤ 1
denotes the membership level [Möller and Beer 2004]. For this purpose we define
the crisp set

Si,αk = {si |µSi,αk (si )≥ αk, si ∈ Si } = [sL
i,αk
, s R

i,αk
] := s I

i,αk
, i = 1, . . . , ns, (23)

of the fuzzy variable si at level αk . It has crisp lower and upper bounds sL
i,αk

and s R
i,αk

,
respectively, and therefore defines a crisp interval as illustrated in Figure 2, left.
Note also that the α-cut Si,0 = [sL

i , s R
i ] is the support of the fuzzy set Ŝi . The

intervals in (23) give rise to the definition of an ns-dimensional constrained design
space

Sαk = [S1,αk × · · ·×Si,αk × · · ·×Sns ,αk ] ⊂ S ⊂ Rns . (24)
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Then, the fuzzy response for each selected αk-level is obtained from the mini-
mum and maximum values of the quantity of interest q in (18) as

(25a)

(25b)

P1: α-level optimization problems.

Find q L
αk
= min

s∈Sαk

q(s)= min
s∈Sαk

Q(s, u(s)).

Find q R
αk
= max

s∈Sαk

q(s)= max
s∈Sαk

Q(s, u(s)).

In this way, fuzzy analysis reduces to an interval-based analysis with crisp bounds.
As visualized in Figure 2, right, the two extrema q L

αk
and q R

αk
render two points of

the membership function µq(q) for the membership level αk . As, by assumption in
Section 2.1, there is a continuous mapping u= u(s) between the design variables s
and the quantity of interest q with a unique solution of the state problem (6), the
interval

q I
αk
= [q L

αk
, q R
αk
] (26)

is fully described by the lower and upper bounds q L
αk

and q R
αk

. In addition we remark
that due to the definition for Sαk ⊂ Rns in (24) both optimization problems in (25)
involve only simple constraints. Problems of this kind are treated extensively in
[Bertsekas 1982].

4. Optimality conditions for the α-level optimization problems

4.1. Preliminaries. The optimization problems (25a) and (25b) differ only in the
specification of a minimum and a maximum. Therefore, without loss of generality
following this section we will mainly resort to the minimum problem (25a), if not
stated otherwise. At the same time, for notational brevity the upper index L and
the lower index αk are left out. We also note that the present article is focused on
the case of simple constraints in (23). This means that no interaction of the fuzzy
variables as in the quantity of interest in (14) is considered, which will be a further
challenge in future work on fuzzy analysis; see, e.g., [Möller and Beer 2004].

First-order necessary and second-order sufficient optimality conditions for a sta-
ble stationary point s ∈ Sαk of the minimization problem (25a) are

q ′(s; δs)≥ 0, (27a)

q ′′(s; δs, δs)≥ γ ‖δs‖2Sαk
for all δs ∈ Sαk , (27b)

where

Sαk (s)= {δs ∈ S | there exists β > 0 such that s+βδs ∈ Sαk , 0≤ β < β} (28)
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is the space of admissible directions. Furthermore, in (27) we have γ ∈ R+; see,
e.g., [Nocedal and Wright 1999]. For computing q ′(s; δs) and q ′′(s; δs) two con-
ceptions are distinguished: the (more conventional) direct differentiation method
and the (more formal) adjoint state method.

4.2. The direct differentiation method. Application of the chain rule to the re-
duced functionals in (6) and (25a) gives us

g′(s;δs)= G ′s(s,u(s);δu,δs)+G ′u(s,u(s);δu,δu)= 0 for all δu ∈ U 0

and δs ∈ Sαk , (29a)

q ′(s;δs)= Q′s(s, u(s); δs)+ Q′u(s, u(s); δu) ≥ 0 for all δs ∈Sαk (29b)

where G ′s( · , · ; · ), G ′u( · , · ; · , · ), etc., denote partial derivatives with respect to s
and u, defined as Gâteaux derivatives. The tangent problem in (29a) is zero since
u(s) solves the state problem (6) for each s ∈ S, where δu := u′s(s; δs) is the
directional sensitivity along δs [Johansson et al. 2007]. The inequality (29b) fol-
lows from the first-order optimality condition (27a). Inserting the solution δu of
the tangent problem (29a) into (29b) may be used to evaluate q ′(s; δs). With this
result for q ′ we introduce the gradient of the quantity of interest

∇q(s) ∈ S, where (∇q(s))i = q ′(s; ei ), i = 1, . . . , ns , (30)

and where (ei ) j = δi j with the standard Kronecker delta. Then, for the case of
simple constraints in (24), the necessary conditions (27a) and (29b) simplify as
[Bertsekas 1982]

{∇q(s)}i =
∂q
∂si


= 0 if sL

i,αk
< si < s R

i,αk
,

≥ 0 if si = sL
i,αk
,

≤ 0 if si = s R
i,αk
.

(31)

A detailed study of the second-order optimality condition (27b) by means of the
direct differentiation method is performed in Appendix A.1.

As an example, we consider the quantity of interest of least-squares type in (17).
Exploiting Q′s(s, u(s); δs)= 0 in (29b), the gradient is derived from (29b) as

∇qLS(s)= (d(s)− d)T W T W J , (32a)

where J =∇d(s)= D′u(u) · ∇u(s). (32b)

In (32b), the Jacobian matrix J is obtained by the chain rule applied to the reduced
observation operator in (15) with relations (∇u(s))i = u′s(s; ei ). Moreover, exploit-
ing Q′′ss(s, u(s); δs1, δs2) = Q′′su(s, u(s); δs1, δu2) = Q′′us(s, u(s); δu1, δu2) = 0
in (A-1b), the Hessian of the reduced cost functional qLS in (25a) is derived from



VARIATIONAL FORMULATION FOR FUZZY ANALYSIS IN CONTINUUM MECHANICS 273

(A-1b) as

∇
2qLS(s)= J T W T W J +M, (33a)

where M =
nd∑

i, j,k=1

Wi j (d j (s)− d j )Wik(Dk)
′

u(u) · ∇
2u(s) (33b)

with relations (∇2u(s))i j = u′′ss(s; ei , e j ).

4.3. The adjoint state differentiation method. Let us consider the optimization
problems

(34a)

(34b)

(34c)

(34d)

P2: α-level optimization problems.

(1) Find QL
αk
= min

s∈Sαk ,u∈U
Q(s, u). (2) Find Q R

αk
= max

s∈Sαk ,u∈U
Q(s, u).

G(s, u; δu)= 0 for all δu ∈ U 0.

g j = sL
j,αk
− s j ≤ 0, j = 1, . . . , ns .

gns+ j = s j − s R
j,αk
≤ 0, j = 1, . . . , ns .

in order to minimize and maximize the quantity of interest Q. Equation (34b)
constitutes the state problem (6) as an equality condition, and the inequalities
(34c)–(34d) specify constraint functions associated to the ns-dimensional space Sαk

in (24). Contrary to problem P1 in (25), the design variables s and the displacement
field u are independent variables. Consequently, there is no functional dependence
u(s), and so far no use is made of the reduced quantity of interest operator q :S→R

in the target problem (18) and the reduced solution operator g : S→ R in the state
problem (6). As in Section 4, without loss of generality, from now on we will
resort only to the minimum problem with quantity of interest in (34a)(1). If there
is no risk of confusion, the lower index αk is left out for notational brevity.

A Lagrange function Lαk (sαk , uαk ,3αk , λαk )≡ L(s, u,3, λ) related to problem
P2(1) in (34) is formulated where the test function 3 ∈ U 0 acts as a Lagrange
multiplier for the equality constraint (34b), and the scalars λ ∈ S2 act as Lagrange
multipliers for the inequality constraints (34c)–(34d):

L(s, u,3, λ) := Q(s, u)+G(s, u;3)+
2ns∑
j=1

λ j g j (s)→ statz∈Z , (35)

where (s, u,3, λ)=: z ∈Z =: S×U ×U 0
×S2. The quadruple (s, u,3, λ) is a

local solution of the optimization minimum problem (34) provided the following
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Karush–Kuhn–Tucker conditions hold [Luenberger 1984]:

L′s(z; δs)= Q′s(s, u; δs)+G ′s(s, u;3, δs)+
2ns∑
j=1

λ j∇s g j (s) · δs = 0

for all δs ∈ S, (36a)

L′u(z; δu)= Q′u(s, u; δu)+G ′u(s, u;3, δu)= 0 for all δu ∈ U 0, (36b)

L′3(z; δ3)= G ′3(s, u;3, δ3)= a(s, u; δ3)− l(δ3)= 0
for all δ3 ∈ U 0, (36c)

∂L(z)
∂λ
= g j ≤ 0, j = 1, . . . , 2ns, (36d)

λ j ≥ 0, j = 1, . . . , 2ns, (36e)

λ j g j = 0, j = 1, . . . , 2ns, (36f)

where δz ∈Z 0
=:S×U 0

×U 0
×S2. Equation (36a) is the gradient equation, (36b)

is the costate (or adjoint) equation, (36c)–(36d) are state relations for primal admis-
sibility, (36e) is a state relation for dual admissibility, and (36f) is a complementary
optimality condition. Note that (36c) is nothing else but the state problem (6).

For a second-order sufficient optimality condition for a stationary point of the
Lagrange function (35), we refer to [Luenberger 1984].

Alternatively to the direct differentiation method in Section 4.2 the first deriva-
tive of the quantity of interest q ′(s; δs) is derived by exploiting the adjoint equation
(36b). Setting δu = δu in (36b) and using the result (29a) with the choice δu =3
we obtain

Q′u(s, u; δu)=−G ′u(s, u;3, δu)= G ′s(s, u;3, δs) for all δs ∈ S, (37)

where it is noteworthy to recall the relation δu= u′s(s; δs). Inserting the result (37)
into (29b), the required result for the first derivative of the quantity of interest by
the adjoint state method becomes

q ′(s; δs)= Q′s(s, u(s); δs)+G ′s(s, u(s);3, δs) for all δs ∈ S. (38)

Furthermore, by comparing (38) to (36a) we observe

L′s(z; δs)= q ′(s; δs)+
2ns∑
j=1

λ j∇s g j (s) · δs = 0 for all δs ∈ S. (39)
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For the case of simple constraints (34c) and (34d), the relation (39) can be simpli-
fied. Upon taking the derivatives of the inequalities (34c) and (34d), we obtain

g j = sL
j,αk
− s j =⇒

dg j

ds j
=−1

=⇒ λ j∇s g j = [0, . . . ,−λ j , . . . , 0]T ∈ Rns , j = 1, . . . , ns, (40a)

gns+ j = s j − s R
j,αk
=⇒

dgns+ j

ds j
= 1

=⇒ λns+ j∇s gns+ j = [0, . . . , λns+ j , . . . , 0]T ∈ Rns , j = 1, . . . , ns . (40b)

Consequently, exploiting the Karush–Kuhn–Tucker conditions (36e)–(36f), as well
as the relations (30), the necessary optimality condition (39) decomposes into the
relations

{∇q(s)}i =
∂q
∂si
=


0 if sL

i,αk
< si < s R

i,αk
,

−λi∇s gi ei = λi ≥ 0 if si = sL
i,αk
,

−λns+i∇s gns+i ei =−λns+i ≤ 0 if si = s R
i,αk
,

(41)
which are identical to the optimality conditions (31).

To summarize, under the assumptions that u is a unique solution of the state
problem (6) for given design variables s and (s, u) ∈ S ×U is a local solution of
the optimization problem (34), there exist Lagrange multipliers 3 ∈U 0 and λ ∈ S2,
such that the quadruple (s, u, 3, λ) satisfies the Karush–Kuhn–Tucker conditions
(36) with Lagrange functional defined in (35).

A second-order sensitivity analysis by means of the adjoint state differentiation
method is performed in Appendix A.2.

4.4. Relation of least-squares problems to α-level optimization. As pointed out
in Section 2.2, the least-squares functional in (17) is typically used for parameter
identification, thus minimizing the model error in (16) in a least-squares sense. The
corresponding optimization problem reads

Find q∗LS =min
s∈S

qLS(s)=min
s∈S

QLS(s, u(s)) (42)

with qLS according to (17). The solution vector of the least-squares problem shall
be denoted by s∗ = [s∗1 , . . . , s∗i , . . . s

∗
n p
]
T . In the context of parameter identification

the design space is a parameter space S ⊂Rn p of n p physically admissible material
parameters. For example, using Young’s modulus and Poisson’s ratio as indepen-
dent material parameters in linear elasticity we have s = [Eν], n p = 2, S1 = R+,
S2 = [0, 0.5], and S = S1×S2 ⊂ R2.

For the fuzzy analysis of the goal function qLS we construct membership func-
tions as triangular fuzzy numbers according to (21) by means of the least-squares
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Figure 3. Schematic graph of α-level optimization for least-
squares problems. Left: input membership function. Right: output
membership function.

solutions s∗i as

Âi = 〈sL
i , s M

i , s R
i 〉 = 〈 f

Ls∗i , s∗i , f Rs∗i 〉,

where f L < 1, f R > 1, and i = 1, . . . , ns . (43)

This is illustrated in Figure 3, left. For the corresponding α-discretization we ob-
tain lower and upper bounds of the crisp intervals Si,αk = [s

L
i,αk
, s R

i,αk
] at level αk

according to (23). With the corresponding input membership functions µi (si ) it is
the goal to determine the output membership function µLS(qLS) of the quantity of
interest qLS.

Since s∗ minimizes the least-squares problem (42), and since by construction of
(43) we have s∗i ∈ Si,αk , the minimum problems in (25) render the same solution
s∗ to

q L
αk
= min

s∈Sαk

q(s)= q∗LS =min
s∈S

qLS(s) for all 0≤ αk ≤ 1 (44)

that is independent of the α-level. Please note also that none of the constraints (23)
in the minimization problems (44) are activated, that is, they are unconstrained.
Consequently, the result (44) renders a vertical line for the left-hand part of the
membership function in Figure 3, right. On the other hand, the maximization values
maxs∈Sαk

q(s) generally are influenced by the constraints (23) at the corresponding
α-levels, thus resulting in a decreasing part in the right-hand part of the membership
function, which is schematically illustrated in Figure 3, right.

5. Finite element discretization

We introduce a finite element (FE) discretization as sh ∈ Sh,αk ⊂ Sαk , uh ∈Uh ⊂U ,
where Sh,αk and Uh are appropriate finite element spaces. In most cases, due to
the finite dimension of Sαk , the design variables sh are in the same space as s. An
exception is the concept of hierarchical modeling; see, e.g., [Johansson et al. 2008].
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The FE-discretized version of problem (25) is: find sh ∈ Sαk such that

q(sh)= Q(sh, uh(sh))→ min
sh∈Sh,αk

and G(sh, uh(sh))= 0. (45)

In addition, with the discretization 3h ∈ U 0
h ⊂ U 0 the FE-discretized version of

the Lagrange function (35) is

L(sh, uh,3h, λh) := Q(sh, uh)+G(sh, uh;3h)+

2ns∑
i=1

λh, j g j (sh)

→ statzh∈Zh , (46)

where (sh, uh,3h, λh) =: zh ∈ Zh =: Sh ×Uh ×U 0
h × S2

h has been introduced.
The quadruple (sh, uh,3h, λh)=: zh solves the discretized form of the optimiza-
tion problem P2 in (34) provided a discretized form of the Karush–Kuhn–Tucker
relations (36) is satisfied.

6. Optimization methods

Algorithms for solution of the optimization problems (25a) and (45) may be grouped
into methods where only function evaluations are needed (zero-order methods)
and where in addition its gradients are required (first-order methods), respectively.
Another classification into deterministic and stochastic methods is possible. Ex-
amples of gradient-based deterministic methods are the Gauss–Newton method,
the Levenberg–Marquard method, or the BFGS method; see, e.g., [Dennis and
Schnabel 1983; Luenberger 1984]. An example of a gradient-free deterministic
method is the simplex method; see, e.g., [Press et al. 1992]. Examples for sto-
chastic methods are the Monte Carlo method, the evolution strategy, the method of
Price and the method of Müller and Nollau; see, e.g., [Schwefel 1977], and [Möller
et al. 2000] in the context of α-level optimization.

Starting with an initialization s(0)h , solution of the minimization problem (45) is
achieved iteratively with a deterministic gradient-based strategy:

Projection algorithm [Bertsekas 1982].

s( j+1)
= P{s( j)

−α( j)H ( j)
∇q(s( j))},

where (P{s})i :=min(sL
i,αk
,max(si , s R

i,αk
)), i = 1, . . . , ns .

(47)

According to (23), sL
i,αk
, s R

i,αk
are lower and upper bounds for the design variables.

The iteration procedure (47) ensures a descent of the function value and feasibility
of the parameters at each iteration step j . With the Jacobian J defined in (32b),
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three examples of iteration matrices at the j-th iteration step are

Newton H N = [∇
2q(s)]−1,

Gauss–Newton H GN = [J
T W T W J ]−1,

Levenberg–Marquardt H LM = [J
T W T W J + γ I]−1,

BFGS H BFGS = H(H ( j−1),∇q, s).

(48)

The Newton method uses the full Hessian in (33), whereas the Gauss–Newton
method neglects the matrix M in (33). It is not suitable if J does not have full
rank. Then a Levenberg–Marquardt matrix becomes preferable, where various
versions can be distinguished applying different strategies to choose the parame-
ter γ ; see, e.g., [Dennis and Schnabel 1983; Luenberger 1984]. Concerning the
update formula for the BFGS algorithm we refer to [Luenberger 1984]. In order
to preserve the descent property, a so-called diagonalization H → H according
to [Bertsekas 1982; Mahnken 1993] is employed. The line-search parameter α( j)

in the scheme (47) enlarges the area of convergence. An alternative globalization
technique is trust-region; see, e.g., [Nocedal and Wright 1999].

Note that the above scheme (47) requires solution of the discrete version of the
state problem (6). For nonlinear problems this is achieved within inner (equilibrium)
iteration loops by means of the discrete counterpart of the Newton method in the
equations (8). In addition, ns discrete versions of the tangent problem in (29a)
have to be solved for calculation of the gradient ∇q in (32). To this end, the same
(generally unsymmetric) linear tangent G ′u( · , · ; · , · ) as in (8), but with different
right-hand sides, is used.

Gradient-based methods are able to determine only local minima, however are
unable to overcome these. Therefore, different starting values should be applied for
these types of methods. Stochastic methods can overcome local minima, however
very often are not effective with respect to convergence. The advantages of both
methods can be exploited in a hybrid strategy; see, e.g., [Quagliarella and Vicini
1998].

Similarly, solution of the discrete form of the Karush–Kuhn–Tucker equations
(36) is obtained with the assembled vectors

s̃ =

 sh

uh

3h

 , r =

∇sL
∇uL
∇3L

 . (49)

Starting with an initialization s̃(0), similarly to (50), the iteration scheme is now

s̃( j+1)
= P{s̃( j)

−α( j)H ( j)r ( j))},

where (P{s̃})i :=
{

min(sL
i,αk
,max(si , s R

i,αk
)) if i = 1, . . . , ns,

(P{s̃})i := s̃i if i = ns + 1, . . . , dim(s̃),
(50)
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Figure 4. Axisymmetric necking. Left: photograph of failed and
unused samples. Center: geometry. Right: discretization of a
quarter with observation points.

until some convergence criterion is achieved. Contrary to the more conventional
scheme (47), the iteration scheme (50) iterates simultaneously on all unknowns of
the triple (sh , uh , 3h), thus avoiding inner (equilibrium) iteration loops. Note that
the scheme (50) is an extension of the iterative scheme in [Johansson et al. 2007]
for problems without simple constraints.

7. Representative examples

7.1. Axisymmetric necking at large strain elastoplasticity. In this example we
consider the necking of a circular bar. The material of the specimen is a structural
steel S355J2+N, according to EN 10025-2:200410 (formerly Baustahl St52-3 N,
according to the German industrial code DIN 17100). In the photography in
Figure 4, left, the sample after the experiment and a comparative sample are shown.

For experimental determination of the displacements, gratings are positioned on
the surface. These are photographed with digital cameras at consecutive observa-
tion states NLST as listed in Table 1 in the displacement controlled experiment
[Andresen et al. 1996]. The geometry under investigation is depicted in Figure 4,
center. Here vT represents the total elongation at the different observation states
with values according to Table 1, and F is the resulting reaction force. Figure 4,
right, shows a finite element discretization of a quarter model with selected observa-
tion points for parameter identification and the subsequent fuzzy analysis. Figure 5,
top, depicts the grating at four observation states NLST= 5, 7, 10, 13 as introduced
in Table 1.
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NLST 1 3 4 5 6
vT [mm] 1.51 · 10−3 1.2 · 10−2 4.3 · 10−2 1.1 · 10−1 3.39 · 10−1

NLST 7 8 10 13
vT [mm] 3.24 3.83 4.61 5.47

Table 1. Axisymmetric necking: total elongation vT at 9 observa-
tion states.

Figure 5. Axisymmetric necking. Top: photographs with a CCD
camera of the sample and the grating at four different observation
states NLST= 5, 7, 10, 13 according to Table 1. Bottom: contours
of von Mises stresses over the deformed configurations obtained
from FE simulation.

The material is modeled by large strain multiplicative von Mises elastoplasticity
according to

(51a)

(51b)

(51c)

(51d)

(51e)

(51f)

Kirchhoff stress τ = µ dev(ln bel)+ K ln J g],

Yield function 8(τ , e; κ)= ‖dev(τ )‖−
√

2
3 Y (e; κ),

Flow stress Y (e; κ)= Y0+ q(1− exp(−be)),

Flow rule − 1
2Lt(bel)b−1

el = γ
dev(τ )
‖dev(τ )‖

,

Variable evolution ė = γ
√

2
3 ,

Loading and unloading conditions γ ≥ 0, 8≤ 0, γ8= 0.
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Here, in addition to the notation in Section 2, we use τ = Jσ as the Kirchhoff
stress tensor with determinant J > 0 of (4b), bel = Fel FT

el as the elastic left
Cauchy–Green tensor based on the multiplicative decomposition F = Fel Fpl for
the deformation gradient in (4a), and g] as the contravariant metric tensor, and
Lt( · ) = ∗8

]
e[∂t
∗8

]
e( · )] denotes the Lie (time) derivative of a spatial argument

with elastic pull-back and push-forward operators ∗8]e, ∗8
]
e according to (B-4) with

Fel replaced by F; see, e.g., [Marsden and Hughes 1994; Simo and Miehe 1992;
Mahnken 2005]. The vector of material parameters characterizing the inelastic
material behavior is defined as

s = [Y0bq]T . (52)

Due to obvious symmetry conditions only a quarter of the specimen in Figure 4,
right, is considered in the finite element simulation. An axisymmetric strain and
stress state is assumed in the calculations. The mixed finite element formulation is
based on a four-noded geometrically nonlinear enhanced strain method according
to [Simo and Armero 1992]. A detailed analysis for the related sensitivity terms
of the direct and the inverse analysis is provided in [Mahnken and Stein 1997].

The elastic constants are predetermined as E = 20600 kN/cm2 for Young’s
modulus and ν = 0.3 for Poisson’s ratio. The additional 3 material parameters
in (52) characterizing the inelastic material behavior are obtained by minimizing
the least-squares functional

qLS(s)= QLS(u(s))=
ntdat∑
i=1

nmp∑
j=1

‖ui j (s)− ui j‖+

ntdat∑
i=1

(w(Fi (s)− F i )). (53)

Here ui j = [ux , u y]i j and F i assemble experimental data for displacements at nmp

observation points and reaction forces, respectively, for ntdat observation states.
Analogously, ui j = [ux , u y]i j assembles simulated data for displacements and Fi (s)
denotes reaction forces, analogously to the quantity of interest in (10), i.e.,

Fi (u)=
∫
∂Bu

‖P(ui )
T
· N‖2 d A, i = 1, . . . , ntdat. (54)

To be more specific, the weighting factor in (53) is chosen as w =
√

10−3, the
number of load steps is N = 40, the number of observation states is ntdat = 9
according to Table 1, and there are nmp = 12 observation points. In this way, the
functional (53) represents a special case of (17) with the quantity of interest for the
model error by taking into account both displacements and reaction forces with
adequate weighting.
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Figure 6. Axisymmetric necking: comparison of simulation and
experiment. Left: necking displacement versus loading. Right:
reaction force versus loading.
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The resulting vector for the material parameters after optimization is

s∗ =

Y0

b
q

=
360.30 N/mm2

4.0869
429.08 N/mm2

 . (55)

Figure 5, bottom, depicts the von Mises stress over the deformed configurations.
The nonuniformness with increasing necking behavior becomes striking. In Figure 6,
left and right, the maximal necking displacement uN , introduced in Figure 4, center,
and the total load F , defined in (54), respectively, versus the total elongation vT

are compared for FE simulation and experimentation, thus illustrating the excellent
agreement for both quantities.

Based on the above results of parameter identification, the following considera-
tions are directed to the fuzzy analysis of the material parameters obtained in (55).
To this end, firstly membership functions are generated according to Figure 7 as
input quantities for the fuzzy analysis. The parameters Y0, b, q in (52) are chosen
as mean values to obtain triangular fuzzy numbers according to (44) as

Âi = 〈sL
i , s M

i , s R
i 〉 = 〈0.9s∗i , s∗i , 1.1s∗i 〉, (56)
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Figure 8. Axisymmetric necking: fuzzy results for quantity of
interest with displacements. Left: output membership function.
Right: uncertainty regime.
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Figure 9. Axisymmetric necking: fuzzy results for quantity of
interest with reaction forces. Left: output membership function.
Right: uncertainty regime.

that is, for each material parameter a maximum deviation of 10% for the uncertainty
is assumed.

The α-discretization is performed with 7 equally spaced intervals. In the fuzzy
analysis we are interested in the uncertainties of the quantities of interest

qu(s) := Q(u(s)) :=
ntdat∑
i=1

nmp∑
j=1

‖ui j (s)‖, (57a)

qF (s) := Q(Fi (s)) :=
ntdat∑
i=1

Fi (s) (57b)

with displacements ui j (s) according to (53) and reaction forces Fi (s) according
to (54). As a third quantity we choose the model error functional qLS(s) in (53).
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Figure 10. Axisymmetric necking: fuzzy results for quantity of
interest with model error. Top: output membership function. Bot-
tom left: uncertainty regime for model of necking displacement.
Bottom right: uncertainty regime for model of reaction force.

For all three quantities of interest the minimization and maximization problems
P1a and P1b, respectively, according to (25) are solved at each α-level.

Figures 8 and 9, left, show the output membership functions µ(qu) and µ(qF ),
respectively, for the quantity of interest with displacements in (57a) and the quantity
of interest with reaction forces in (57b). Remarkably, both output membership
functions exhibit an almost linear behavior, although the underlying geometrical
and physical behavior is highly nonlinear. The corresponding Figures 8 and 9, right,
display the uncertainty regimes for the necking displacement uN and the reaction
force F .

Figure 10 summarizes the fuzzy results for the quantity of interest formulated
as a model error based on the least-squares functional in (53). Figure 10, top,
shows the output membership functions µ(qLS). Note that the minimum problems
mins∈Sαk

q(s) in (25) of all α-level optimization coincide with the minimization
problems for the least-squares functional in (53). As explained in Section 4.4, the
constraints (23) are not activated at the α-levels, thus resulting in a vertical line
in the left-hand side of the membership function in Figure 10, top. On the other
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hand, the maximization values maxs∈Sαk
q(s) exhibit a strong nonlinear behavior

in Figure 10, top, influenced by the constraints (23) at the corresponding α-levels.
Figure 10, bottom left and right, display the related uncertainty regimes for the
model errors of necking displacement and reaction force, respectively. Note that
in both diagrams the curves obtained from the minimum problems coincide with
those of α = 1.

The maximum deviations from the quantities at α = 1 for all three quantities are

1L
u =

q L
u α=0−q L

u α=1

q L
u α=1

100=4.10%, 1R
u =

q R
u α=0−q L

u α=1

q L
u α=1

100=4.81%,

1L
F=

q L
Fα=0−q L

Fα=1

q L
Fα=1

100=10.77%, 1R
F=

q R
F α=0−q L

Fα=1

q L
Fα=1

100=10.68%,

1L
LS=

q L
LSα=0−q L

LSα=1

q L
LSα=1

100=0%, 1R
LS=

q R
LSα=0−q L

LSα=1

q L
LSα=1

100=18.79%,

(58)

thus revealing a larger uncertainty for the reaction forces as for the displacements.

7.2. Perforated strip at large strain elasticity. In the second representative exam-
ple measurements are obtained from an experiment for a polyurethane sample. The
experimental setting is visualized in Figure 11, top left. The geometry and dimen-
sions of the specimen are shown in Figure 11, top center, where t = 2 mm is its
thickness. Measurements for the parameter identification are taken at prescribed
displacements vT according to Table 2. The values for F in Table 2 represent the
measured total loads at the different observation states. Displacement fields are
obtained by noncontacting optical measurements, which require a speckle pattern
on the surface of the specimen as shown in Figure 11, top right. The observation
points, where measurements are available, are highlighted in Figure 11, bottom.

The material is modeled in large strain elasticity with an the Ogden model ac-
cording to [Ogden 1997]. This hyperelastic material model is based on principal
stretches with a strain-energy function for the isochoric part given by

ψ̂(u, s)=
3∑

A=1

n∑
α=1

cα
mα

(λ̂
mα

A − 1). (59)

The deviatoric principal stretches are given by λ̂A= J−1/3λA with principal stretches
λA, obtained from a spectral decomposition of the right Cauchy–Green tensor
C =

∑3
A=1 λ

2
A NA⊗ NA. The vector of material parameters is defined as

s = [c1,m1, . . . , cn,mn]
T . (60)
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Figure 11. Perforated strip. Top left: experimental setup. Top
center: geometry. Top right: speckle pattern. Bottom: three-
dimensional discretization of a quarter with observation points.

NLST 6 12 18 24 30
vT [mm] 6 12 18 24 30
F [N] 10.88 17.23 21.33 24.31 26.53

Table 2. Perforated strip: total load F at 5 observation states.

Closed-form expressions for stresses and tangent moduli in terms of the reference
configuration as well as the current configuration have been derived in [Simo and
Taylor 1991].

Due to obvious symmetry conditions only a quarter of the specimen in Figure 11,
bottom, is considered in the finite element simulation. The mixed finite element for-
mulation is based on a four-noded geometrically nonlinear enhanced strain method
for tetrahedra according to [Caylak and Mahnken 2012]. A detailed analysis for the
related sensitivity terms of the direct and inverse analyses is provided in [Mahnken
and Stein 1997].

Hereafter, we set n = 1 for the Ogden model in (60); that is, c1 and m1 are
the required material parameters. The finite element simulation is force-driven
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Figure 12. Perforated strip: contour plot of displacement in ver-
tical direction. Top: experiments. Bottom: simulations. Left:
NLST 6. Center: NLST 18. Right: NLST 30.

with the values according to Table 2. In this way it is possible to incorporate
the measured force into the parameter identification and make it more robust with
respect to nonsymmetric fixation in longitudinal direction. The following least-
squares functional is introduced:

qLS(s)= Q(u(s))=
ntdat∑
i=1

nmp∑
j=1

‖ui j (s)− ui j‖. (61)

Here ui j = [ux , u y]i j assembles experimental data for displacements at nmp ob-
servation points for ntdat observation states, and ui j = [ux , u y]i j assembles the
corresponding simulated data. The number of load steps is N = 15, the number
of observation states according to Table 2 is ntdat = 5, and there are nmp = 35
observation points. In this way the functional (61) represents a special case of
(17) with the quantity of interest for the model error. The resulting vector for the
material parameters after optimization is

s∗ =
[

c1

m1

]
=

[
8.0997
−1.9360

]
. (62)
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Figure 13. Perforated strip: displacements for experiment and
simulation at different observation points. Left: horizontal dis-
placement ux versus loading. Right: vertical displacement u y
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For three of these steps, NLST = 6, 18, 30, the measured displacement in the
vertical direction on the surface of the specimen is presented in the first row of
Figure 12. Please note that the colored area does not cover the whole surface of
the specimen due to limitations of the measurement technology. However, the
agreement to the results of simulation in the second row of Figure 12 is well estab-
lished.

For some observation nodes the horizontal as well as the vertical displacements
ux and u y are plotted over the load in Figure 13, left and right, respectively. The
dots are the measured values, and the lines are the computed values. A very rea-
sonable agreement is obtained for both types of quantities.

Based on the above results of parameter identification the following considera-
tions are directed to the fuzzy analysis of the material parameters obtained in (62).
To this end, firstly membership functions are generated according to Figure 14, as
input quantities for the fuzzy analysis. The parameters in (60) are chosen as mean
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Figure 15. Perforated strip: fuzzy results for quantity of interest
with displacements. Left: output membership function. Right:
uncertainty regime for vertical displacement at observation point
121.

values to obtain triangular fuzzy numbers according to (44) as

Âi = 〈sL
i , s M

i , s R
i 〉 = 〈0.9s∗i , s∗i , 1.1s∗i 〉; (63)

that is, for each material parameter a maximum deviation of 10% for the uncertainty
is assumed. The α-discretization is performed with 7 equally spaced intervals. In
the fuzzy analysis we are firstly interested in the uncertainty of the quantity of
interest

qu(s) := Q(u(s))=
ntdat∑
i=1

nmp∑
j=1

‖ui j (s)‖, (64)

with displacements ui j (s) according to (61). As a second quantity we choose the
least-squares functional qLS(s) in (61). For both quantities of interest the mini-
mization and maximization problems P1a and P1b, respectively, according to (25)
are solved at each α-level.

Figure 15, left, shows the output membership functions µ(qu) for the quantity of
interest with displacements in (64). The corresponding Figure 15, right, displays
the uncertainty regime for the vertical displacement v at a specific observation
point 121 displayed in Figure 11.

Figure 16 summarizes the fuzzy results for the quantity of interest formulated
as a model error based on the least-squares functional in (64). Figure 16, left,
shows the output membership functions µLS(qLS). As explained in Section 4.4,
the constraints (23) are not activated at the α-levels, thus resulting in a vertical line
in the left-hand side of the membership function in Figure 16, left. On the other
hand, the maximization values maxs∈Sαk

q(s) exhibit a strong nonlinear behavior
in Figure 16, left, influenced by the constraints (23) at the corresponding α-level.
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Figure 16. Perforated strip: fuzzy results for quantity of interest
with model error. Left: output membership function. Right: un-
certainty regime for model error at observation point 121.

Figure 16, right, displays the related uncertainty regimes for the model errors of
the displacement at the observation point 121.

The maximum deviations from the quantities at α = 1 for all three quantities are

1L
u =

q L
u α=0−q L

u α=1

q L
u α=1

100=19.00%, 1R
u =

q R
u α=0−q L

u α=1

q L
u α=1

100=47.36%,

1L
ME=

q L
LSα=0−q L

LSα=1

q L
LSα=1

100=0%, 1R
ME=

q R
LSα=0−q L

LSα=1

q L
LSα=1

100=1142%,

(65)

thus revealing a comparatively large uncertainty especially for the model error.

8. Conclusion

This work is focused on epistemic uncertainties in the framework of continuum me-
chanics, which is taken into account with fuzzy analysis. The underlying min-max
optimization problem of the extension principle is approximated by α-discretization,
resulting in a separation of minimum and maximum problems. To become more
general, so-called quantities of interest are employed, which allow a general for-
mulation for the target problem of interest.

Variational formulations have at least two intrinsic advantages.

• They enable a general framework for the analytical sensitivity analysis, which
allows the effective solution of the related optimization problems with gradient-
based methods.

• They give the basis for adaptive refinement of the underlying FE discretization.
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The relation to parameter identification problems based on least-squares func-
tions is highlighted. In particular we have shown that the solution of the least-
squares problem coincides with the solution of the related minimization problems
at all α-levels.

The solutions of the related optimization problems with simple constraints are
obtained with a gradient-based scheme, which is derived from a sensitivity analysis
for the target problem. Two numerical examples for the fuzzy analysis of material
parameters are concerned with a necking problem at large strain elastoplasticity and
a perforated strip at large strain hyperelasticity. Further research will be directed
to the following topics.
• Future investigations could be focused on different kinds of design variables,

in addition to material parameters considered in the examples of this work.
• The adoption of adaptive mesh refinement which is driven by a goal quantity

of interest results in more accurate results at fewer degrees of freedom and
therefore is of great importance [Widany and Mahnken 2012].

• In most simulations uncertainties of different types occur. Therefore, the type
of epistemic uncertainty should be combined with the type of aleatoric uncer-
tainty in a polymorphic uncertainty model; see, e.g., [Graf et al. 2015].

• The present article is focused on the case of simple constraints. Therefore,
the interaction of the fuzzy variables is a further challenge in future work on
fuzzy analysis [Möller and Beer 2004].

Appendix A: Second-order sensitivity analysis

This appendix provides the second-order sensitivity analysis complementary to the
first-order sensitivity analysis in Section 4.

A.1. The direct differentiation method. We begin the second-order analysis by
the direct differentiation method analogously to the first-order analysis for deriva-
tion of (29). To this end, we apply the chain rule to the reduced functionals in (29a)
and (29b):

g′′(s; δs1, δs2)= G ′′ss(s, u(s); δu, δs1, δs2)+G ′′us(s, u(s); δu, δu1, δs2)

+G ′′su(s, u(s); δu, δs1, δu2)+G ′′uu(s, u(s); δu, δu1, δu2)

+G ′u(s, u(s); δu, δ2u)= 0

for all δu ∈ U 0 and δs1, δs2 ∈ Sαk , (A-1a)

q ′′(s; δs1, δs2)= Q′′ss(s, u(s); δs1, δs2)+ Q′′us(s, u(s); δu1, δs2)

+ Q′′su(s, u(s); δs1, δu2)+ Q′′uu(s, u(s); δu1, δu2)

+ Q′u(s, u(s); δ2u) for all δs1, δs2 ∈ Sαk , (A-1b)
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where analogously to (29) G ′′ss( · , · ; · ; · ), G ′′us( · , · ; · , · , · ), etc., denote partial
derivatives with respect to s and u, defined as Gâteaux derivatives. Equation (A-1a)
is zero since u(s) solves the tangent problem (29a) for each s ∈ S [Johansson
et al. 2007; Mahnken and Stein 1996] in the context of homogeneous deforma-
tion problems. Equation (A-1b) follows by differentiation of (29b). Inserting the
solution δ2u := u′′ss(s; δs1, δs2) of (A-1a) into (A-1b) may be used to evaluate
q ′′(s; δs1, δs2). With this result for q ′′ we introduce the Hessian of the quantity of
interest

H=∇2q(s)∈S×S, where (∇2q(s))i j = q ′′(s; ei , e j ), i, j = 1, . . . , ns . (A-2)

Then, for the case of simple constraints in (24), the sufficient condition (27b) sim-
plifies in terms of a reduced Hessian H as [Bertsekas 1982]

δsT Hδs ≥ γ ‖δs‖2 for all δs ∈ Rns−nB , (A-3a)

where H I J = {∇
2q(s)}I J =

∂2q
∂sI ∂sJ

, I, J /∈ B(s), (A-3b)

B(s)=
{

i
∣∣∣∣ si =

(
sL

i,αk
,
∂q
∂si
≥ 0

)
∨ si =

(
s R

i,αk
,
∂q
∂si
≤ 0

)}
, (A-3c)

where B(s) denotes the set of indices of binding constraints at s in accordance with
the necessary condition (31) and nB = dim{B(s)} is its dimension.

A.2. The adjoint state differentiation method. Alternatively to the direct differ-
entiation method in Appendix A.1 the second derivative of the quantity of interest
q ′′(s; δs1, δs2) is obtained by exploiting the adjoint equation (36b) analogously to
the first-order analysis for derivation of the equations (37). Setting δu = δ2u in
(36b) and using the result (A-1a) with the choice δu =3, we obtain

Q′u(s, u; δ2u)=−G ′u(s, u;3, δ2u)

= G ′′ss(s, u;3, δs1, δs2)+G ′′us(s, u;3, δu1, δs2)

+G ′′su(s, u;3, δs1, δu2)+G ′′uu(s, u;3, δu1, δu2)

for all δs1, δs2 ∈ Sαk , (A-4)

where δuk = u′s(s; δsk), k = 1, 2, and where it is noteworthy to recall the relation
δ2u = u′′ss(s; δs1, δs2). Inserting the result (A-4) into (A-1b), the required result
for the second derivative of the quantity of interest by the adjoint state method
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becomes

q ′′(s; δs1, δs2)= Q′′ss(s, u; δs1, δs2)+ Q′′us(s, u; δu1, δs2)

+ Q′′su(s, u; δs1, δu2)+ Q′′uu(s, u; δu1, δu2)

+G ′′ss(s, u;3, δs1, δs2)+G ′′us(s, u;3, δu1, δs2)

+G ′′su(s, u;3, δs1, δu2)+G ′′uu(s, u;3, δu1, δu2)

for all δs1, δs2 ∈ Sαk ; (A-5)

compare this to [Vexler 2004].

Appendix B: Sensitivity analysis for large strain formulations

This appendix provides an overall summary for determination of the state problem
(6) as a variational formulation, the generally unsymmetric tangent bilinear form
(8) of the Newton method for FEM equilibrium iteration, and the gradient ∇s f
for the projection algorithm (47), provided the underlying model equations are
formulated within a large strain framework. More details and related references are
documented, e.g., in [Barthold 1993; Mahnken 2004; Mahnken and Stein 1997].

B.1. Time and design (tangent) derivatives of kinematic variables. From the fun-
damental mapping in (3) the design derivative is

ϕ′s
(
X, t, s; δs)=

(
∂Xϕ(X, t, s)·∂s X+∂tϕ(X, t, s)·∂s t+∂ p

s ϕ(X, t, s)
)
·δs, (B-1)

where ∂Xϕ(X, t, s) ∈ Rndim ×Rndim and ∂tϕ ∈ Rndim × T are partial tangents in the
direction of X and t , respectively, and the notation

∂ p
s { · (ϕ(X, t, s), s)} := ∂s{ · (s)} (B-2)

is used, thus taking into account explicit dependence of the design variables.
It follows that formulations associated with the time derivative of a kinematic

quantity carry over to the design derivative with minor modifications. To give an
example, we consider the right Cauchy–Green tensor C = FT F with the deforma-
tion gradient in (4a). Then the time and design tangents of C are

∂t C = 2 sym(C L)=: 2D, ∂s C = 2 sym(C Ls)=: 2Ds . (B-3)

According to Table B.1, L and Ls are material velocity gradients and D and Ds

are material rate of deformation tensors with respect to the reference configuration.
Some further examples of the analogy for time and design derivatives are also listed
in Table B.1. Here lt and ls are spatial velocity gradients induced by the velocities
vt and vs , respectively, and dt and ds are the associated spatial rate of deformation
tensors [Barthold 1993; Mahnken 2004]. Also, the symmetric operator sym( · ) :=
1
2(( · )

T
+ ( · )) and the covariant metric tensor g[ are used. Lt denotes the Lie
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Ḟ=∇X∂tϕ ∂s F=∇Xϕ
′
s ∂δF=∇Xδu ∂1F=∇X1u

L=F−1 Ḟ Ls=F−1∂s F Lδ=F−1∂δF L1=F−1∂1F

D=sym(C L) Ds=sym(C Ls) Dδ=sym(C Lδ) D1=sym(C L1)

l= Ḟ F−1 ls=∂s F F−1 lδ=∂δF F−1 l1=∂1F F−1

d=sym(g[l) ds=sym(g[ls) dδ=sym(g[lδ) d1=sym(g[l1)

Lt ( · )=8∗[∂t8
∗( · )] Ls( · )=8∗[∂s8

∗( · )] Lδ( · )=8∗[∂δ8∗( · )] L1( · )=8∗[∂18∗( · )]

Table B.1. Examples for kinematic variables induced by time
derivatives, design variation, virtual variation, and linearization
increment.

(time) derivative of a spatial argument, with related pull-back 8∗ and push-forward
operators 8∗.

For the variational formulation in Section 2, two additional types of quantities
are useful: the virtual displacements δu with δu|∂ϕB = 0 and the increments for
linearization1u with1u|∂ϕB =0, both independent of (t, s). With these quantities
additional kinematical variables are defined in Table B.1, induced by δu or 1u,
respectively, in complete analogy to ∂tϕ and ϕ′s , respectively. In Table B.1, ∗8]e and
∗8

]
e are pull-back and push-forward operators of a contravariant tensor according

to (B-4) [Mahnken 2005]

∗8]e[a
]
] = F−1

el · a
]
· F−t

el , ∗8
]
e[A

]
] = Fel · A

]
· Ft

el. (B-4)

B.2. Time and design (tangent) derivatives of stress tensors. For alleviation of
notation we shall restrict ourselves to large strain elasticity with homogeneous ma-
terial governed by the local constitutive equations for the second Piola–Kirchhoff
stress tensor T = J F−1σ F−T dependent on the right Cauchy–Green strain tensor
C. We remark that the results obtained below also hold for general constitutive
models which incorporate inelastic behavior. Then, due to the functional relation-
ship T = T̂ (Ĉ(ϕ(X, t, s)), s) the dependence of T̂ with respect to time t is implicit,
while the dependence on the design variables s is both explicit and implicit. Con-
sequently the time and design tangents of T are

∂t T = C:Dt , ∂s T = C:Ds + ∂
p
s T , (B-5)

where C: = 2∂C T is the symmetric fourth-order material operator, and where the
material deformation rate tensors Dt and Ds are defined in Table B.1. Here the
notation (B-2) is used, thus taking into account explicit dependence of the design
variables. Comparatively, the time tangent of T consists of one part, while the
design tangent consists of two parts.
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Material formulation Spatial formulation
• State equation as weak form
G = 〈T :Dδ〉− l = 0 G = 〈τ :dδ〉− l = 0
• Tangent bilinear form for Newton method
G′u = 〈(C:D1):Dδ + L1T :Dδ〉 G′u = 〈(c:d1):dδ + l1τ :dδ〉
• Tangent problem for parameter sensitivity
g′(s; δs)= 〈(C:Ds):Dδ + Ls T :Dδ + ∂

p
s T :Dδ〉 g′(s; δs)= 〈(c:ds):dδ + lsτ :dδ + ∂

p
s τ :dδ〉

= 0 = 0

Table B.2. State equation, linearization, and linear equation for
parameter sensitivity in a material and a spatial formulation.

For the Kirchhoff stress tensor, which is obtained by push-forward of the second
Piola–Kirchhoff stress tensor τ =8∗(T ), the associated time and design tangents
are

∂tτ = c:dt + 2 sym(ltτ ), ∂sτ = c:ds + 2 sym(lsτ )+ ∂
p
s τ (B-6)

and where ∂ p
s τ := F∂ p

s T FT . Here the spatial tangent module c is obtained by
pushing forward its material counterpart, i.e., c=8∗(C). Comparing the results
for the time and design derivatives of the kinematic variable C in (B-3) with the
results of (B-5) and (B-6) for the stress tensors, it is observed that in (B-3) the
structure for both derivatives is identical whereas in (B-5) and (B-6) the structures
are different.

B.3. Numerical solution of the direct and the inverse problem. With the nota-
tions of the previous subsection the direct problem (6) as a weak form of the
momentum equation is given in a material setting and a spatial setting in Table B.2.
Here the rate of deformation tensor Dδ induced by the virtual displacement δu is
defined analogously to Dt and Ds in Table B.1, and l designates the external part
of the weak form.

The iterative solution of the state problem (6) is based on a Newton method (8)
with tangent bilinear form G ′u = G ′u(s, ũ(s); δu,1u) summarized in Table B.2,
both in a material and a spatial setting. The rate of deformation tensor D1 induced
by the incremental configuration 1ϕ is defined in complete analogy to Dt and Ds

in Table B.1. The iterative solution of the minimization problem (45) is based
on the iteration scheme (47). According to (29a) the tangent problem g′(s; δs)=
G ′s(s, u(s); δu, δs)+G ′u(s, u(s); δu,1u)= 0, summarized in Table B.2 both in a
material and a spatial setting, has to be solved at each iteration step for calculation
of the sensitivity 1u = ∇u(s) · δs, ∇u(s) ∈ U 0

× S. As outlined extensively in
[Mahnken and Stein 1997], solution of the tangent problem for history-dependent
problems requires an additional postprocessing step for the history-dependent sen-
sitivities.
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