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AROUND TWO THEOREMS AND A LEMMA BY LUCIO RUSSO

ITAI BENJAMINI AND GIL KALAI

We describe two directions of study following early work of Lucio Russo. The
first direction follows the famous Russo–Seymour–Welsh (RSW) theorem. We
describe an RSW-type conjecture by the first author which, if true, would imply
a coarse version of conformal invariance for critical planar percolation. The
second direction is the study of “Russo’s lemma” and “Russo’s 0–1 law” for
threshold behavior of Boolean functions. We mention results by Friedgut, Bour-
gain, and Hatami, and present a conjecture by Jeff Kahn and the second author,
which may allow applications for finding critical probabilities.

1. Introduction

We have not met Lucio Russo in person but his mathematical work has greatly
influenced our own and his wide horizons and interests in physics, mathematics,
philosophy, and history have greatly inspired us. We describe here two directions
of study following early work of Russo. The first section follows the famous
Russo–Seymour–Welsh theorem regarding critical planar percolation. The second
section follows the basic “Russo’s lemma” and the deep “Russo’s 0–1 law”. In
each direction we present one central conjecture.

2. Planar percolation

Consider 1
2 -Bernoulli bond percolation on a square lattice. Russo [1978] and Sey-

mour and Welsh [1978] proved the RSW theorem relating the probability of having
an open crossing in a n× cn rectangle to that of crossing a square. In particular,
their results imply that

the probability of critical Bernoulli percolation crossing a long rectangle
is bounded away from zero and depends only on the aspect ratio.

Communicated by Raffaele Esposito.
Work of the second author supported in part by ERC advanced grant 320924.
MSC2010: 60K35, 05C80, 30F10, 68QXX, 82B43.
Keywords: percolation, Russo–Seymour–Welsh theorem, Russo’s lemma, Russo’s 0–1 law,

conformal uniformization, discrete isoperimetry.
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This fundamental fact was crucial in Kesten’s proof [1980] that the critical prob-
ability for planar percolation is 1

2 , and has been used and extended to a variety
of models using clever proofs. But until recently all proofs have depended on
rotational symmetry. Vincent Tassion [2016] recently proved the RSW statement
under various sets of weaker assumptions, and this has been the key to solving
several known problems. On a personal note, we mention that the RSW lemma
was essential in controlling the influence of a fixed edge on the crossing event,
allowing us to establish, jointly with Oded Schramm, noise sensitivity of critical
percolation; see [Benjamini et al. 1999; Garban and Steif 2015].

What about an RSW-type result for more general planar graphs going beyond
Euclidean lattices and tessellations?

In what follows we suggest a conjectural extension of the RSW theorem to gen-
eral planar triangulations. The motivation comes from conformal uniformization;
see [Benjamini 2015].

There are strong ties between critical planar percolation and conformal geometry.
In [Smirnov 2001] the scaling limit of critical Bernoulli site percolation on the
triangular lattice was proved to be conformally invariant. Benjamini [2015] gave
a far-reaching conjecture relating percolation and conformal uniformization and
derived it from the conjectural extension of the RSW theorem.

A generalized RSW conjecture. Tile the unit square with (possibly infinitely many)
squares of varying sizes so that at most three squares meet at corners. That is,
the dual graph is a triangulation. Color each square black or white with equal
probability independently.

Conjecture 2.1. There is a universal c > 0 such that the probability of a black
left-right crossing is bigger than c.

At the moment we do not have a proof of the conjecture even when the squares
are colored black with probability 2

3 . Behind the conjecture is a coarse version of
conformal invariance. That is, the crossing probability is bounded away from zero
and one if the tile shapes are uniformly close to circles (rotation invariance), and
the squares can be of different sizes (dilation invariance). If true, the same should
hold for a tiling or a packing of a triangulation, with a set of shapes that are of
bounded Hausdorff distance to circles.

If the answer to Conjecture 2.1 is affirmative, this will imply (see [Benjamini
2015]) the following: Let G be the 1-skeleton of a bounded degree triangulation of
an open disk. Assume G is transient for the simple random walk; then 1

2 -Bernoulli
site percolation on G admits infinitely many infinite clusters almost surely. We do
not know this even for any p-Bernoulli percolation with 1> p > 1

2 . In [Benjamini
and Schramm 1996b] it is shown that such triangulations result in square tilings
as in the conjecture. The proof there is an analogue of the RSW phenomenon
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for a simple random walk on the triangulation. We speculate that 1
2 -Bernoulli site

percolation on G admits infinitely many infinite clusters almost surely if and only
if G is transient.

How does the influence of a square in the tiling on the crossing probability at
p = 1

2 relate to its area? Establishing a high-dimensional version of the RSW
lemma is a well-known and very important open problem. Dan Asimov and Dylan
Thurston (private communication) worked out a 2k-dimensional model with duality
but not yet with RSW. Informally look at the critical p for a full infinite surface
and prove RSW for plaquettes in cubes. That is (for d = 3, say), if the probability
of no open path from top to bottom in an n× n× n box is at least 1

2 , then there is
no open path from top to bottom in a cube 2n× 2n× n with probability bounded
away from 0 independently of n.

A comment on large graphs and percolation. In the category of planar graphs, in
view of (discrete) conformal uniformization, transience (equivalently conformal
hyperbolicity) is a natural notion of largeness. In the context of Cayley graphs,
nonamenability serves as a notion of large Cayley graphs. Thus the still open
conjecture [Benjamini and Schramm 1996a] that there is a nonempty interval of
p’s such that p-Bernoulli percolation admits infinitely many infinite clusters if and
only if the group is nonamenable shares some flavor with Conjecture 2.1: both
suggest that a graph is large provided there is a phase with infinitely many infinite
clusters.

3. Isoperimetric inequalities and Russo’s 0–1 law

We endow the discrete cube �n = {−1, 1}n with the product probability mea-
sure µp, where the probability for each bit to be 1 is p. A Boolean function f
is a function from �n to {−1, 1}, and f is monotone if changing the value of a
variable from−1 to 1 does not change the value of f from 1 to−1. The influence of
the k-th variable on f , denoted by I p

k ( f ), is the probability that changing the k-th
variable will change the value of f . The total influence is I p( f ) =

∑n
k=1 I p

k ( f ).
We denote µp( f )= µp{x : f (x)= 1}, and write Varp( f )= 4µp( f )(1−µp( f )).
(If p = 1

2 we omit the superscript/subscript p.)
A basic result in extremal and probabilistic combinatorics going back to Harper

(and others) is the isoperimetric inequality. For the measure µp the isoperimetric
relation takes the form (see, e.g., [Kahn and Kalai 2007; Kalai 2016]):

Theorem 3.1. pI p( f )≥ µp( f ) logp(1/µp( f )).

If f is monotone then µp( f ) is a monotone function of p. Fixing a small
ε > 0, the threshold interval of f is the interval [p, q] where µp( f ) = ε and
µq( f ) = 1 − ε. A fundamental lemma by Russo [1982] and Margulis [1974]
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asserts that for a monotone Boolean function f ,

dµp( f )/dp = I p( f ).

The deep Russo’s 0–1 law [1982] asserts informally that the threshold interval
of a Boolean function is of size o(1) if all variables have o(1)-influence. In view of
the Russo–Margulis lemma, understanding the total influence is crucial for under-
standing the threshold window of a Boolean function. Sharp form of the Russo 0–1
theorem and various related results were proved in the last two decades, and Fourier
methods played an important role in these developments. We mention especially
the paper by Kahn, Kalai, and Linial [Kahn et al. 1988] and the subsequent papers
[Bourgain et al. 1992; Talagrand 1994; Friedgut and Kalai 1996; Friedgut 1998]
and the books [Garban and Steif 2015; O’Donnell 2014]. To a large extent, this
study is centered around the following problem.

Problem. Understand the structure of Boolean functions of n variables for which

I p( f )≤ K 1
p
µp( f ) logp(1/µp( f )).

We will quickly describe some main avenues of research and central results
regarding this problem. For a more detailed recent survey, see [Kalai 2016].

(1) For the case where both p and µp( f ) are bounded away from zero and one (or
even when log(1/p)/ log n→ 0) and K is bounded, Friedgut [1998] proved
that such functions are approximately “juntas”; namely, they are determined
(with high probability) by their values on a fixed bounded set of variables.
This result can be seen as a sharp form of Russo’s 0–1 law and it has a wide
range of applications.

(2) For the case where K is bounded, µp( f ) is bounded away from zero and
one, but log(1/p)/ log n is bounded away from zero, there are important
theorems by Friedgut [1999] and Bourgain [1999] (see below) and Hatami
[2012]. These results have important applications for proving sharp threshold
theorems. Hatami’s work is based on the important, if mysterious, notion of
pseudojuntas.

(3) The case where K is bounded and µp( f ) is small is wide open. This case is
important on its own and may have some applications for finding the critical
probability; see Conjecture 3.3.

(4) Cases where K = 1+ ε are of different nature and are also of much interest.
See [Ellis 2011], for example; work in progress of Ellis and N. Lifshitz is also
relevant.

(5) There are few results regarding the case where K is unbounded and espe-
cially when K grows quicker than log n. (One such result is by Bourgain and
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Kalai [1997] for functions with various forms of symmetry.) This is of great
interest already when both p and µp( f ) are bounded away from zero and one.

We turn to a theorem of Bourgain and a related and far-reaching conjecture.

Theorem 3.2 [Bourgain 1999]. There exists ε > 0 with the following property: For
every C there is K (C) such that if I p( f ) < pC , then there exists a subset R of
variables |R| ≤ K (C) such that

µp(x : f (x)= 1 | xi = 1, i ∈ S) > (1+ ε)µp( f ).

Conjecture 3.3 [Kahn and Kalai 2007, Conjecture 6.1(a)]. There exists ε > 0
with the following property: For every C there is K (C) such that if I p( f ) <
pCµp( f ) log(1/µp( f )) then there exists a subset R of variables |R| ≤ K (C)
log(1/µp( f )) such that

µp(x : f (x)= 1 | xi = 1, i ∈ S) > (1+ ε)µp( f ).

Several attempted stronger conjectures (such as Conjectures 6.1(b), 6.1(c) in
[Kahn and Kalai 2007]) turned out to be incorrect. Conjecture 3.3 was motivated
by a far reaching conjecture from [Kahn and Kalai 2007] relating two notions
of a threshold for random graphs. Related questions were raised in [Talagrand
2010]. We conclude with another approach for understanding Boolean functions
with small influence. The first step is the important Fourier–Walsh expansion. Ev-
ery Boolean function f can be written as a square free polynomial f =

∑
f̂ (S)xS ,

where xS =
∏
{xi : i ∈ S}. (The coefficients f̂ (S) are called the Fourier coefficients

of f .) It is easy to verify that
∑

f̂ 2(S)= 1 and that
∑

f̂ 2(S)|S| = I ( f ). Therefore:

Proposition 3.4. For every ε > 0, a Boolean function f can be ε ·Var( f )-approxi-
mated by the sign of a degree-d polynomial where d = (1/ε)I ( f ).

However, we note that Boolean functions described as signs of low-degree poly-
nomials may have large total influence. Our next step is to consider the repre-
sentation of Boolean functions via Boolean circuits. Circuits allow us to build
complicated Boolean functions from simple ones, and they have crucial importance
in computational complexity. Starting with n variables x1, x2, . . . , xn , a literal is
a variable xi or its negation −xi . Every Boolean function can be written as a
formula in conjunctive normal form, namely as ANDs of ORs of literals. A circuit
of depth d is defined inductively as follows: A circuit of depth zero is a literal. A
circuit of depth one consists of an OR or AND gate applied to a set of literals. A
circuit of depth k consists of an OR or AND gate applied to the outputs of circuits
of depth k−1. (We can assume that gates in the odd levels are all OR gates and that
the gates of the even levels are all AND gates.) The size of a circuit is the number
of gates. The famous NP 6= P conjecture (in a slightly stronger form) asserts that
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the Boolean function described by the graph property of containing a Hamiltonian
cycle cannot be described by a polynomial-size circuit.

A theorem by Boppana [1984] (the monotone case) and Håstad [1989] (the
general case) asserts that if f is described by a Boolean circuit of depth d and
size M then I ( f )≤ C(log M)d−1. We conjecture that functions with low influence
can be approximated by low-depth small-size circuits. A function g δ-approximates
a function f if |E( f − g)2| ≤ ε.

The next conjecture is slightly extended from one in [Benjamini et al. 1999].

Conjecture 3.5 (Benjamini, Kalai, and Schramm). For some absolute constant C
the following holds: For every ε > 0 a Boolean function f can be ε · Var( f )-
approximated by a circuit of depth d and size M , where

(log M)CdVar( f )≤ I ( f ).

Conclusion

Congratulations Lucio on your remarkable career and contributions and best wishes
for the future. It is time for us to meet!
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A STRAIN GRADIENT VARIATIONAL APPROACH TO
DAMAGE: A COMPARISON WITH DAMAGE GRADIENT

MODELS AND NUMERICAL RESULTS

LUCA PLACIDI, EMILIO BARCHIESI AND ANIL MISRA

The global response of experimental uniaxial tests cannot be homogeneous, be-
cause of the unavoidable presence of localized deformations, which is always
preferential from an energetic viewpoint. Accordingly, one must introduce some
characteristic lengths in order to penalize deformations that are too localized.
This is what leads to the concept of nonlocal damage models. The nonlocal
approach employs nonlocal terms in the internal deformation energy in order to
control the size of the localization region. In phase-field models and, in general,
in gradient models, dependence of the internal energy upon the first gradient
of damage is assumed, while in our approach the nonlocality is given by the
dependence of the internal energy upon the second gradient of the displacement
field. A discussion of the advantages and challenges of using the gradient of
damage and of using the second gradient of the displacement field will be ad-
dressed in the present paper. A variational inequality is formulated and partial
differential equations (PDEs), boundary conditions (BCs), and Karush–Kuhn–
Tucker (KKT) conditions will be derived within the framework of 2D strain gra-
dient damage mechanics. A novel dependence of the stiffness coefficients with
respect to the damage field will also be discussed. Further, an explicit derivation
of the damage field evolution in loading conditions will be provided. Finally,
a numerical technique based on commercial software has been introduced and
discussed for a couple of standard problems.

1. Introduction

1.1. A short overview. The literature on regularized damage laws, or so-called
phase-field models, when the regularization is performed on the damage variable,
has become quite intense in these last ten years. It has been proved, e.g., in
[Lorentz and Andrieux 2003], that a regularization through the introduction of
the gradient of damage allows one to overcome issues related to localization and
mesh-dependency. Moreover, rigorous proofs of the convergence of such models

Communicated by Jean-Jacques Marigo.
MSC2010: 74C05, 74R99.
Keywords: strain gradient, damage mechanics, variational inequality, dissipation, regularization.

77

http://msp.org/memocs
http://dx.doi.org/10.2140/memocs.2018.6-2
http://dx.doi.org/10.2140/memocs.2018.6.77
http://memocs.univaq.it/


78 LUCA PLACIDI, EMILIO BARCHIESI AND ANIL MISRA

towards the Griffith model of brittle fracture have strengthened such choice of regu-
larization through the gradient of the damage variable; see for example [Ambrosio
and Tortorelli 1990; Sicsic and Marigo 2013]. Thus, the nonlocality is customarily
given by the dependence of the internal energy U upon the first gradient of damage
∇ω [Marigo 1989; Comi 1999; Pham et al. 2011a; Miehe et al. 2016]. A fully
nonlocal model, in the Piola-peridynamic framework [dell’Isola et al. 2015a], has
also been developed in the literature, like in, e.g., [Bažant and Jirásek 2002; Bažant
and Pijaudier-Cabot 1988]. Another interesting and effective approach is due to
[Forest 2009]. In the approach presented in this paper the nonlocality is given by
the dependence of the internal energy upon the second gradient of the displacement
field. In other words, the internal elastic energy per unit volume U is assumed to be
a function not only of the strain G, but also of its gradient ∇G. This approach is not
new in damage continuum mechanics; see also [Peerlings et al. 2001; Mühlich et al.
2013; Zybell et al. 2009; Oliver-Leblond et al. 2016]. Beyond the convergence of
some damage gradient models towards the Griffith model for brittle fracture, the
main advantage of using the gradient of damage is simply due to the fact that
handling the gradient of a scalar (i.e., the damage field) is easier than dealing with
the gradient of a tensor (i.e., the strain). A first consequence of this fact is that
the number of constitutive parameters for a damage gradient model is lower than
that of a strain gradient model, and this will be discussed in more detail in the next
subsection. In the remainder of this section we investigate and present two main
advantages of using the strain gradient approach. First of all, an interpretation
of those boundary conditions that are necessary to ensure the uniqueness of the
solution is guaranteed only for strain gradient models and not for damage gradient
models. This issue is very important when performing experimental and numerical
parameter identification. Secondly, regularization in the elastic phase is achieved
only with strain gradient models and not with damage gradient models.

1.2. Number of constitutive parameters. Let us consider for simplicity the iso-
tropic case. For the strain gradient model the number of constitutive coefficients
to be identified (in addition to the standard Lamé coefficients) is 5 for the 3D case
and 4 for the 2D case. For the damage gradient model, in addition to the standard
Lamé coefficients, we have 1 further parameter. In order to identify the constitutive
parameters, an experimental procedure is necessary. In this regard, many attempts
[Placidi et al. 2015; 2017; Rahali et al. 2016] have been exploited in the framework
of strain gradient elasticity.

1.3. Interpretation of boundary conditions. In continuum damage mechanics, the
kinematics (see also Figure 1) is defined by both the displacement u(X, t) (or
the placement χ(X, t)) and the damage ω(X, t) fields. In the damage gradient
approach one assumes always natural boundary conditions, as is shown in Figure 2,



A STRAIN GRADIENT VARIATIONAL APPROACH TO DAMAGE 79

B
χ (X,t ),ω (X,t )

X

x

Bt

Figure 1. Kinematics in continuum damage mechanics.
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Figure 2. Natural boundary conditions for the damage gradient approach.

n

(   ω) ∙ n ≠ 0∆

Figure 3. An internal boundary (a line in the present 2D case) is
depicted, where n is one of its unit normals. The internal boundary
is chosen in such a way that the projection of the damage gradient
on the unit normal n is nonzero.

n
(   ω) ∙ n = ?∆

Figure 4. External boundary conditions for the damage gradient
approach that guarantee the same solution of the boundary value
problem represented in Figure 2.

where n is the external unit normal. With these natural boundary conditions, which
are represented in Figure 2, one obtains a solution in terms of the damage field
ω(X, t) such that there exists an internal boundary where

(∇ω) · n 6= 0. (1)
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Figure 5. Domain of the elastic problem defined in (3).

Such an internal boundary is depicted, e.g., in Figure 3. Let us now perform a
so-called Cauchy-cut over the internal boundary represented in Figure 3 and take
the left part in such a way that the unit normal n defines its external unit normal.
We now take into account the boundary value problem, as in Figure 4, such that the
solutions of the problems represented in Figures 3 and 4 are the same if restricted
over the domain of Figure 4. Which kind of boundary conditions should we assume
for the damage gradient? If we assume zero natural boundary conditions, then
the solutions of the problems in Figures 3 and 4, restricted over the domain of
Figure 4, are different. Because of the uniqueness of the solution, in order for the
problems in Figures 3 and 4 to have the same solution, we should have nonzero
natural boundary conditions. Thus, in the damage gradient approach one faces the
problem of interpreting the natural boundary conditions. It is worth noting that the
interpretation of the extra boundary conditions in the strain gradient approach, in
terms of the normal gradient of displacement and/or double force and in terms of
vertex-contact actions, is standard for elastic strain gradient models.

1.4. Regularization of the elastic phase. In order to support the claim that a reg-
ularized scheme is necessary also for the elastic phase, we consider the following
example (personal communication of Pierre Seppecher). The number of examples
of this kind is very large. However, what we show here is simple to conceive and
deserves a short illustration. Let us find, among all the displacement fields that
satisfy the boundary conditions

u/u(O)= ê3, u(∂�)= 0, (2)

the solution to the second-gradient elastic problem

inf
∫
�

‖∇∇u‖2, (3)
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where �⊆R2 is the circle of radius equal to 1 in Figure 5 and ê3 is the out-of-plane
unit vector. It is possible to prove that the solution to (3) is

u = 2
3r2 ln r − r2

+ 1 (4)

and that the infimum, which is in fact a minimum, is∫
�

‖∇∇u‖2 = π 16
3 . (5)

This means that the energy attained in correspondence of the solution is finite, as
one would expect. If the energy to be minimized, among all the displacement fields
satisfying the (2), is of first-gradient type, e.g., it is given by

inf
∫
�

‖∇u‖2, (6)

an explicit analytical solution can still be found and reads as

u = lim
ε→0

ln r
ln ε

. (7)

In this case, the infimum is∫
�

‖∇u‖2 =− lim
ε→0

2π
ln ε
= 0, (8)

which means that the energy attained in correspondence of the solution is zero, a
fact that is clearly not reasonable on a physical ground.

2. The variational inequality and the derivation of governing equations

In order to formulate governing equations for nonstandard models, it is useful to use
a variational procedure. The reason for such a choice is that the definition of those
boundary conditions that guarantee uniqueness of the solution is straightforward
in this way. A variational principle of maximum plastic work has been derived
already by Hill [1948]. Further contributions are due to, among others, [Maier
1970; Bažant 1980; Bourdin et al. 2008; Pham et al. 2011b; Marigo 1989; Amor
et al. 2009; Pham and Marigo 2010a; 2010b; Reddy 2011a; 2011b].

2.1. Kinematics of the model. As shown in Figure 1, the kinematics of the model
is given by the displacement field u, which is an observable state variable

u : (R2
⊇B, [0, T ])→ R2, (9)

and by the damage field ω, which is an internal state variable

ω : (R2
⊇B, [0, T ])→ [0, 1], (10)
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with ω = 0 corresponding to the undamaged material and ω = 1 to the failure state.
Further, we don’t take into account any healing mechanism, and this introduces the
unilateral (entropic) constraint

ω̇ ≥ 0. (11)

2.2. The variational inequality. We assume a total deformation energy functional
E(u, ω) of the kind which has been discussed so far (i.e., including strain gradient).
Thus, we evaluate its variation δE(u, ω, δu, δω). Finally, the variational inequality

δE(u, ω, u̇, ω̇)≤ δE(u, ω, υ, β) for all υ and for all β ≥ 0 (12)

is assumed for any admissible virtual velocity fields β and υ. As remarked in
[Marigo 1989], inequality (12) states that the actual energy release rate is not
smaller than any possible one. Thus, it constitutes a kind of principle of maximum
energy release rate.

2.3. The total energy functional in the strain gradient damage 2D case. The to-
tal energy functional which is here investigated is defined as

E(u, ω)=
∫

B
[U (G,∇G, ω)− bext

· u−mext
· ∇u] d A

−

∫
∂B
[text
· u+ τ ext

· [(∇u)n]] ds−
∫
[∂∂B]

f ext
· u, (13)

where a standard second-gradient elastic energy, with G the symmetric part of
the displacement gradient, has been complemented with an isotropic local damage
dissipation term. The 2D isotropic quadratic internal deformation energy density
functional accounting for damage is

U (G,∇G, ω)=Ue(G,∇G, ω)+
k
2
ω2, (14)

where k is the resistance to damage. The elastic part Ue(G,∇G, ω) of the internal
energy that is here considered is

Ue(G,∇G, ω)= 2µG2
12+

1
2λ(G11+G22)

2
+µ(G11

2
+G2

22)

+
B
2
(G11,1

2
+G22,2

2)+ 2A(G12,1
2
+G12,2

2)

+

(
3A
2
− B+C + 2D

)
(G2

11,2+G22,1
2)

+ (A+ B− 2C)(G11,1G12,2+G12,1G22,2)

+ (−4A+ 2B− 4D)(G12,2G22,1+G11,2G12,1)

+

(
−

A
2
−

B
2
+C + 2D

)
(G11,2G22,2+G11,1G22,1), (15)
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where the stiffness coefficients λ, µ, A, B, C , and D all depend upon damage ω.
The dependence of the elastic coefficients upon damage is illustrated in the next
subsection.

2.4. Dependence of the elastic coefficients upon damage. In our model Lamé
constants are, as it is customarily assumed in damage mechanics, a decreasing
function of damage,

λ= λ0(1−ω), µ= µ0(1−ω), (16)

while second-gradient elastic stiffnesses are increasing with increasing damage,

A= A0(1+nω), B= B0(1+nω), C=C0(1+nω), D=D0(1+nω), n∈R.

(17)
The reason for such a choice is that the state of damage is by itself a kind of
measure of the microstructures of the continuum. When modeling some classes of
phenomena (e.g., the behavior of laminate composites, where damage is spreading
without localizing too much), it is reasonable to conceive a model in which the
postulated dependencies (17) of A, B, C , and D upon damage are appropriate. For
further details the reader is referred to the complete formulation in [Placidi 2015;
2016]. Moreover, in Section 4 some numerical results show the sensitivity of a
certain solution upon the parameter n. Finally, it is worth noting that, in order to
study the fracture propagation, equations (17) should change. However, this will
be the topic of another work.

2.5. Derivation of governing partial differential equations. It is possible to prove
that the variational inequality (12) reduces to the usual balance of momenta when
arbitrary variations δu and no variations δω, i.e., δω = 0, are considered:

δE(u, ω, δu, δω = 0)= 0. (18)

By applying the localization theorem we get the system of PDEs

(Si j − Ti jh,h), j + bext
i −mext

i j, j = 0 for all X ∈B, (19)

where stress and hyperstress are defined as

Si j =
∂U
∂Gi j

, Ti jh =
∂U
∂Gi j,h

. (20)

2.6. Derivation of boundary conditions. For those points of ∂B \ [∂∂B] where
kinematical constraints on u are not given, i.e., where δu 6= 0, we have the natural
boundary conditions t− text

−mextn = 0. For those points of the ∂B\ [∂∂B] where
kinematical constraints on ∇un are not given, i.e., where δ∇un 6= 0, we have the
natural boundary conditions τ − τ ext

= 0. Finally, for those points of [∂∂B] where
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kinematical constraints on u are not given, i.e., where δu 6= 0, we have the natural
boundary conditions f − f ext

= 0. For further details, i.e., for proper definitions of
the contact actions t , τ , and f , the reader is referred to the complete formulation
in [Placidi et al. 2015; Placidi and El Dhaba 2017].

2.7. Derivation of the Karush–Kuhn–Tucker conditions. By choosing υ = u̇ and
β = 0 (followed by the choice β = 2ω̇ and then by the choice β = ω̇) in the
variational inequality (12), it is possible to prove, by localization arguments, that
∂U
∂ω

and/or ω̇ (which is always nonnegative, i.e., ω̇≥ 0) must vanish for each point X
of B and time t

∂U
∂ω
ω̇ = 0 for all X ∈B. (21)

Thus, we are able to derive the so-called Karush–Kuhn–Tucker (KKT) condi-
tions for damage mechanics simply from the variational principle (12).

2.8. Comments. For a fixed ω, the behavior is (linear and) elastic. However, since
ω evolves (quasistatically), the global behavior is inelastic and the effective Young’s
modulus is proportional to (1−ω). This corresponds to a global softening behav-
ior. Further, given the choice of the dissipation energy (i.e., quadratic dependence
upon damage), damage will increase from the very beginning and no purely elastic
behavior is observed as if, e.g., a linear dependence upon damage was assumed. It
is crucial, even if redundant, to remark that our model accounts for the fact that
localization of strain and damage consists of a two-way interaction: localization
of strain implies localization of damage and vice versa. Anyway, contrarily to
what is done usually in damage mechanics, accounting for nonlocal behavior is
not encoded in the (local) damage term (indeed this is not a phase field model, i.e.,
nonlocal/gradient damage). Accounting for nonlocal behavior is encoded in the de-
pendence of the strain energy upon the strain gradient (advantages and challenges
of this approach were explained in the previous section). It is possible to show
that, without nonlocal terms, concentration of stress (strain) leads to a burst of
damage (up to 1) in these very localized regions. Consequently, the first-gradient
model works only for moderate levels of mean damage, being unable to capture,
for instance, the softening process. Further, since strain gradient terms make us
“pay” for the localization of strain (stress), they play the role of “limiters” against
brutal failure. Thus, the model works up to higher levels of mean damage, being
able to capture the softening process.

3. Solution algorithm in incremental form

Since ω̇ ≥ 0, KKT conditions (21) imply that

∂U
∂ω
= 0 ∨ ω̇ = 0 for all X ∈B. (22)
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Then, we define a damage threshold ω(G,∇G) such that

∂U
∂ω
(G,∇G, ω(G,∇G))= 0. (23)

With the prescriptions (15) on the functional dependence of the elastic internal
energy upon the strain and the strain gradient tensors, (14) on the functional depen-
dence of the dissipation energy upon the entropic damage variable, and (16)–(17)
on the functional dependence of the first- and second-gradient elastic stiffnesses
upon the entropic damage variable, we obtain the form for the damage threshold

ω(X, t)=
λ0+ 2µ0

k
(u2

1,1+ u2
2,2)+ 2

µ0

k
u1,2u2,1+

µ0

k
(u2

1,2+ u2
1,1)+ 2

λ0

k
u1,1u2,2

− n
A0

k
(u2

1,22+ u2
2,11)− n

B0

k
(u2

1,11+ u2
2,22)− n

C0

k
(u2

1,12+ u2
2,12)

− 2n
D0

k
(u1,11u2,12+ u2,22u1,12)− n

B0−C0+ A0

k
(u1,11u1,22+ u2,11u2,22)

− 2n
B0− A0− D0

k
(u1,12u2,11+ u1,22u2,12). (24)

First of all, an initial condition for both displacement and damage is assigned as

u(X, 0)= u0(X)= 0 for all X ∈B, ω(X, 0)= ω0 = 0 for all X ∈B. (25)

Once the initial condition is assigned, the displacement field ui (X) for the i-th
step (with i ∈ N) is derived from (18) as

ui = arg min
u:B→R2

E(u, ωi−1), (26)

and the damage field ωi (X) for the i-th step is derived from (21) as

ωi =max(ω(Gi ,∇Gi ), ωi−1), (27)

where here we intend ui and ωi to be the values, at a certain point, of the dis-
placement u and damage ω at the time step ti . It is worth noting that an a priori
discretization of the time variable, that in the present quasistatic case is interpreted
as an order parameter, must be performed.

The incremental formulation has been implemented in MATLAB. For simplicity,
we performed only displacement-controlled numerical experiments and, at each
step, the minimization problem in (26) is approximated by means of the weak
form package of the FEM software COMSOL Multiphysics. The mesh is triangular,
and it is Delaunay-tessellated (maximum element size 3.0× 10−4 m and minimum
element size 6.0× 10−7 m). When strain gradient constitutive coefficients A =
B = C = D = 0 are null, quadratic Lagrangian shape functions are employed
while, when they are greater than zero, cubic Hermite shape functions are used.
The Newton–Raphson method is used to numerically solve the algebraic system
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ū L

l

Figure 6. Tensile test (plain plate): reference domain with a
schematic of BCs (top); vertical displacement of the deformed con-
figuration for a linear elastic isotropic homogeneous body (bottom)
is emphasized more than the horizontal displacement.

ū L

l

d

Figure 7. Tensile test (perforated plate): reference domain with
a schematic of BCs (top); vertical displacement of the deformed
configuration for a linear elastic isotropic homogeneous body (bot-
tom) is emphasized more than the horizontal displacement.

coming from the Galerkin approximation. The computational time for each step
is approximately 40 s with an Intel Core i7-6700HQ CPU at 2.60 GHz and 16 GB
RAM machine.

4. Tensile tests of plain and perforated plate

We investigate two simple geometries: a plain rectangle, like the one in Figure 6,
and a perforated rectangle, like the one in Figure 7.

Numerical simulations have been performed with the constitutive coefficients
illustrated in Table 1, where the Lamé coefficients λ and µ depend in the standard
way upon the Young’s modulus and Poisson’s ratio given in Table 1. Further, L



A STRAIN GRADIENT VARIATIONAL APPROACH TO DAMAGE 87

Young’s modulus (Y ) Poisson’s ratio k L l
75 GPa 0.11 75 kPa 20 mm 30 mm

α0
1 , α0

2 , α0
3 , α0

4 α0
5 n d

m · Y · 1 mm2 α0
1/2 0 or 1 0.33 mm

Table 1. Numerical values which are used in simulations.

Figure 8. Tensile test (plain plate): m = 0. S11 (Pa) (right
side midpoint) versus G11 (right side midpoint) (blue); S11 (Pa)
(right side midpoint) versus G22 (right side midpoint) (orange);
l = 30 mm; m = 0; n = 1.

Figure 9. Tensile test (plain plate): m = 0. Color map of ω at
failure point; l = 30 mm; m = 0; n = 1. No boundary layer. Burst
of damage in very localized zones.

and l are the lengths of the sides of the rectangle and the undamaged second-
gradient stiffnesses A0, B0, C0, and D0 are related to the 5 Mindlin’s 3D coef-
ficients illustrated in Table 1 as

A0

B0

C0

D0

=


0 0 2 2 2
8 2 8 4 8
2 1 1 3 5
3 1 2 0 0



α0

1
α0

2
α0

3
α0

4
α0

5

 . (28)
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Figure 10. Tensile test (plain plate): m = 0.05. S11 (Pa) versus
G11 (blue); S11 (Pa) versus G22 (orange); l = 30 mm; m = 0.05;
n = 1. This graphic shows strain-gradient-enabled softening.

Figure 11. Tensile test (plain plate): m = 0.05. Color map of ω
at failure point; l = 30 mm; m = 0.05; n = 1.

Moreover, as is shown in Table 1, m is the (nondimensional) weight of second-
gradient terms in the internal strain energy. Further, the parameter n, introduced
in the constitutive assumptions (17), determines the effect of damage on the mi-
crostructure; i.e., damage can either affinely magnify (n > 0) or affinely shrink
(n < 0) the square of the characteristic length that is, in millimeters, given by

√
m.

Finally, d is the diameter of the circular hole appearing in Figure 7. We make clear
that the abscissa of the stress-strain plots which will be shown in the sequel is not
equal to the ratio of the imposed displacement u to l (i.e., it is not the global strain),
but it is in fact the value of G11 at the midpoint of the right side of the rectangular
domain, i.e., the local strain.

In Figure 8, the stress-strain relationship for the tensile simulation of a plain
plate is shown for a first gradient continuum, which means for m = 0. A slight
loss of material stiffness is observed, which however does not lead to any decrease
in stress as strain increases. In Figure 9, a contour plot of the damage variable
is shown at failure point, in the same example. We remark that the absence of
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Figure 12. Tensile test (plain plate): m = 0.05. Color map of
S11 (Pa) (left), S12 (Pa) (center), S22 (Pa) (right) at failure point;
l = 30 mm; m = 0.05; n = 1.

Figure 13. Tensile test (perforated plate): m = 0.05. S11 (Pa) ver-
sus G11 (blue); S11 (Pa) versus G22 (orange); l = 30 mm; m= 0.05;
n = 1. This graphic does not exhibit softening. The value of m
required to have softening is relatively much higher.

nonlocal contributions to the internal strain energy density, which would prevent
strain localization, results in the absence of any boundary layer and, thus, in a
burst of damage in very localized zones. This fact leads to mesh dependency
as, whatever the finite element characteristics (size and geometry of mesh and
shape function), the first failure is always observed in one single finite element. In
Figure 10, which represents the stress-strain diagram for the experiment in Figure 6
and for m = 0.05, a loss of material stiffness is observed as well. Since the increase
of damage due to localization is slowed down by the presence of second-gradient
contributions, failure of the material occurs well after that in the case of m= 0 and a
stationary point of the stress-strain relationship is observed for a longitudinal strain
corresponding to approximately G11 = 5.8× 10−4. In Figure 11, a contour plot
of the damage variable is shown at failure point for the same example. We remark
that the presence of nonlocal contributions to the internal strain energy density
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Figure 14. Tensile test (perforated plate): m = 0.05. Color map
of ω at failure point; l = 30 mm; m = 0.05; n = 1. This graphic is
coherent with well known analytical results in the theory of first-
gradient linear homogeneous isotropic elasticity.

Figure 15. Tensile test (perforated plate): m = 0.05. Color map
of S11 (Pa) (left), S12 (Pa) (center), S22 (Pa) (right) at failure point;
l = 30 mm; m = 0.05; n = 1.

prevents strain localization and mesh dependency is not observed since the regions
with the highest value of damage at the left corners of the specimen are larger
than the size of a single finite element. In Figure 12 the contour plots at failure
point of the components of the stress tensor are shown. Figures 13, 14, and 15
show, respectively, the stress-strain curve, the damage contour plot at failure point,
and the contour plots of the components of the stress tensor for the test described
in Figure 7, when m = 0.05. As is clear from Figure 14, failure occurs at the
intersection of the transversal axis of the rectangular specimen with the perimeter
of the internal circular void and mesh dependency is again avoided by the pres-
ence of second-gradient contributions. Still, the characteristic length introduced by
means of second gradient is not sufficiently large to limit the increase of damage
up to failure and, thus, to see a change of sign in the derivative of the stress-strain
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Figure 16. Tensile test (plain plate): m = 0.1. S11 (Pa) versus
G11 (blue); S11 (Pa) versus G22 (orange); l = 30 mm; m = 0.1;
n = 1. This graphic shows a softening behavior and a snap-back-
like transition due to localized elastic unloading at the right side
of the reference domain.

Figure 17. Tensile test (plain plate): m = 0.1. Color map of ω at
failure point; l = 30 mm; m = 0.1; n = 1.

relationship. In Figure 16, the stress-strain curve is shown for the test in Figure 6,
when m = 0.1. Clearly, in this case the weight of the second-gradient contribution
is sufficiently high to see a decrease of stress as strain increases. It is also relevant
that, for such value of m, a snap-back like transition, due to elastic unloading of
the region of the specimen adjacent to the right side, occurs. Indeed, as shown in
Figure 17, failure occurs at a banded region in the middle of the specimen. It is
worth remarking that this phenomenon is not a snap-back in the proper sense of
the word, because there is no instability involved in the process. In Figure 20 the
contour plot of damage at failure point is shown for the same experiment and for
a different width of the rectangular specimen, in order to show that the position of
the damage band remains unchanged. This evidence is highlighted in Figure 18.
In Figure 19 contour plots of the components of the stress tensor are shown. In
Figure 21, the contour plot of damage at failure point for the test in Figure 6,
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Figure 18. Tensile test (plain plate): m = 0.1. Color map of ω at
failure point; l = 30 mm; m = 0.1; n = 1.

Figure 19. Tensile test (plain plate): m = 0.1. Color map of
S11 (Pa) (left), S12 (Pa) (center), S22 (Pa) (right) at failure point;
l = 30 mm; m = 0.1; n = 1.

Figure 20. Tensile test (plain plate): m = 0.1. Color map of ω at
failure point; l = 40 mm; m = 0.1; n = 1.

when m = 0.1, is shown for n = 0, i.e., the second-gradient coefficients (or the
microstructure) are not sensitive at all to the internal state of damage. It is clear
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Figure 21. Tensile test (plain plate): m = 0.1. Color map of ω at
failure point; l = 40 mm; m = 0.1; n = 0.

Figure 22. Tensile test (plain plate): m = 0.1. S11 (Pa) versus
G11; l = 30 mm; m = 0.1; n = 1. This graphic shows dependence
of the system upon the path (loading-unloading). The measure
of the area inside the cycle is roughly equal to the dissipated en-
ergy. After the unloading, the specimen comes back to the initial
unstressed configuration. No plastic effect is taken into account.

that the main difference between Figures 17 and 21 is the shape of the damage band.
The two figures were obtained under the same conditions, reported in their captions,
except for the value of n. The damage band is distorted for n = 0. In Figures 23,
24, and 25 the stress-strain curve, the damage contour plot at failure point, and
the contour plot of the components of the stress tensor for the test described in
Figure 6 (with m = 1) are shown, respectively. As is clear from Figure 23, in
this case no snap-back-like transition is observed. This is due to the fact that
the region of the specimen subject to elastic unloading does not include the point
where stress and strain are evaluated in Figure 23, i.e., the middle point of the right
side, since, as shown in Figure 24, the damage band touches the right boundary of
the specimen. In Figure 22 dependence of the system upon the path is shown in a
loading-unloading cycle for the data reported in the caption. Since no plastic effects



94 LUCA PLACIDI, EMILIO BARCHIESI AND ANIL MISRA

Figure 23. Tensile test (plain plate): m = 1. S11 (Pa) versus G11

(blue); S11 (Pa) versus G22 (orange); l = 30 mm; m = 1; n = 1.
This graphic shows strain-gradient-enabled softening.

Figure 24. Tensile test (plain plate): m = 1. Color map of ω at
failure point; l = 30 mm; m = 1; n = 1.

Figure 25. Tensile test (plain plate): m = 1. Color map of S11 (Pa)
(left), S12 (Pa) (center), S22 (Pa) (right) at failure point; l = 30 mm;
m = 1; n = 1.

are taken into account in the model, after the unloading the specimen comes back to
the initial unstressed configuration. Finally, in Figures 26 and 27 mesh-dependency
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Figure 26. S11 (Pa) versus G11 (left); S11 (Pa) versus G22 (right);
l = 30 mm; m = 0.1; n= 1. Mesh-dependency study for the tensile
test (plain plate). The mesh is triangular and Delaunay-tessellated.
Maximum and minimum element sizes are expressed in meters.

Figure 27. S11 (Pa) versus G11 (left); S11 (Pa) versus G22 (right);
l = 30 mm; m = 1; n = 1. Mesh-dependency study for the tensile
test (plain plate). The mesh is triangular and Delaunay-tessellated.
Maximum and minimum element sizes are expressed in meters.

parametric studies, parametrized over the element size, are reported, respectively,
for m = 0.1 and m = 1, in the case of the test in Figure 6.

The size of the load parameter step 1ui has been tuned in order to avoid step-
dependent simulations. The step size can be higher, still keeping a good accuracy
in the numerical solution, when the specimen is in a regime which resembles the
elastic one, i.e., when the stress-strain dependence is very close to linear, while
damage increase is overestimated to a certain extent when the step size is too large.
In that case, the load-parameter step has been decreased accordingly.

5. Conclusion and outlooks

Continuum damage mechanics, because of the presence of strain localization, de-
serves a nonlocal generalization. Advantages and challenges of the incorporation of
nonlocal effects, by including either the gradient of damage or the second gradient
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of displacement in the internal strain energy, have been discussed. In this paper we
have exploited the case of a damage continuum isotropic two-dimensional strain
gradient model. In order to obtain a well posed system of PDEs, BCs, and KKT
conditions, a variational approach has been used. Indeed, what is worth remarking
is that the variational approach developed in this work allows us to recover not
only the relevant governing equations and an incremental damage evolution law,
but also boundary conditions which lead to a well posed problem [dell’Isola et al.
2015b; dell’Isola and Placidi 2011; dell’Isola et al. 2015a; Piola 2014]. We have
shown that, in the present model, the regularizing effect of the strain gradient terms
results, most of the time, in an irreversible softening behavior (i.e., the derivative
of stress with respect to strain becomes negative) and, sometimes, even in a kind of
snap-back-like transition due to localized elastic unloading. This localized elastic
unloading, in the examples that have been shown, clearly arises from the verti-
cally banded damage leading to failure, very likely formed by the propagation and
combination of damage from the upper- and lower-left corners. In fact, along this
damage band the material is relaxed very much in comparison to other regions of
the specimen, i.e., the stiffness, there, is much lower than in other regions. Hence,
this region is elongating much more than other regions which, in order to keep
the global strain as the one assigned by boundary conditions, are shrunk. We have
shown that the position of the damage band depends upon m, which weights the
second-gradient contribution to the strain energy, and its shape depends upon n,
which relates such contribution to damage. No snap-back-like transition due to
localized elastic unloading at the right side of the reference domain occurs when the
damage band touches the right boundary. Simulations were performed also using
quadratic Lagrange elements (instead of Hermite cubic elements, for m >0) and
squared meshes (instead of triangular Delaunay-tessellated meshes), confirming
the reliability of the results in such a numerically challenging task.

The outlooks of this work are the following. First of all, it would be interesting
to exploit the 3D case, in order to understand if geometrical effects due to a higher
domain dimensionality could give rise to qualitatively different damage patterns.
Then, in order to fit experimental data, it is necessary to develop methods for the
experimental and/or theoretical characterization of the constitutive coefficients re-
lated to damage. Having a theoretical characterization of such coefficients would
be ideal, because it would yield the identification of model parameters related to
damage less costly. A promising approach to achieve this goal is to use identifi-
cation methods based on granular micromechanics [Misra and Singh 2015; 2013],
where some kind of damage mechanisms are modeled at the microlevel. Another
important line of research that could be potentially pursued starting from this pa-
per would deal with the extension of the present work in order to include plastic
phenomena [Contrafatto and Cuomo 2002]. A further numerical campaign has to
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be carried out in order to better investigate the variety of phenomena that can be
exhibited by this model. There are a number of research questions which are still
open; e.g., does higher m with 0.05 < m < 0.1 always imply rightmost damage
band? In any case, on the basis of the results shown in this paper, we can formulate
several research hypotheses. A better understanding of the simple model studied
in this paper could allow significant advancements for the development of a more
involved model including, e.g., anisotropy, large deformations, plasticity, different
dissipated energy, etc., based upon the same working principle, and that will be
the subject of further investigations. We observe that it could be of interest to
generalize the results of this paper, e.g., to the modeling of damaging processes
in bone tissues [Andreaus et al. 2015; 2014; Giorgio et al. 2016a; 2016b] and
of cementitious and granular materials [Misra and Singh 2015; 2013; Yang and
Misra 2012; Yang et al. 2011]. Finally, this approach could be especially useful
also for the modeling of damage in 2D structures such as pantographic sheets, fiber
textile composites, and elastic nets [Spagnuolo et al. 2017; Turco et al. 2017; 2016;
dell’Isola et al. 2016; Eremeyev et al. 2017; Battista et al. 2015].
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ON JETS, ALMOST SYMMETRIC TENSORS, AND TRACTION
HYPER-STRESSES

REUVEN SEGEV AND JĘDRZEJ ŚNIATYCKI

This paper considers the formulation of higher-order continuum mechanics on
differentiable manifolds devoid of any metric or parallelism structure. For gen-
eralized velocities modeled as sections of some vector bundle, a variational k-th
order hyper-stress is an object that acts on jets of generalized velocities to pro-
duce power densities. The traction hyper-stress is introduced as an object that
induces hyper-traction fields on the boundaries of subbodies. Additional aspects
of multilinear algebra relevant to the analysis of these objects are reviewed.

1. Introduction

The present paper considers the basic mathematical objects in the analysis of hyper-
stresses for a theory defined on differentiable manifolds. Thus, generalized veloc-
ities are represented by sections of a vector bundle. Such a setting encompasses
both the Lagrangian and Eulerian points of view of continuum mechanics as well
as classical field theories of physics. The base manifold of the vector bundle is
interpreted accordingly as either the body manifold, the physical space, or space-
time, respectively. It is recalled that as early as 1957, Walter Noll [1959] defined
a body as a differentiable manifold. Further motivation for the general geometric
setting of a manifold can be traced back to [Truesdell and Toupin 1960, p.660] (see
also [Segev 1994; 2000; 2013]).

As a generalization of the standard introduction of hyper-stresses in higher-order
continuum mechanics, the k-th order hyper-stress object, the variational hyper-
stress, is dual to k-jets of sections of the vector bundle (see [Segev 2017]). Con-
tinuum mechanics on manifolds differs from standard formulations in Euclidean
spaces in the following significant sense. In traditional continuum mechanics, the
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stress tensor plays two roles: it acts on the derivatives of velocity fields to produce
power densities and it induces traction fields on boundaries of subbodies. For
a theory on manifolds, however, two distinct mathematical objects play these two
roles (see [Segev 2002; 2013]). The variational stress acts on the jets of generalized
velocity fields to produce power, while the traction stress induces the traction fields
on the boundaries of subbodies. While the variational hyper-stress fields have been
considered in [Segev 1986; 2017], we propose here a suitable candidate for the role
of traction hyper-stress.

This paper is meant to be used as an introduction to the subject, and additional de-
tails regarding the properties of symmetric tensors, used extensively in the analysis
of jets, are provided in the Appendix. Thus, Section 2 introduces the basic structure,
motivates the use of jets of vector fields, and describes their very basic properties.
Section 3 introduces variational hyper-stresses and Section 4 introduces traction
hyper-stresses and describes the basic properties of what we refer to as “almost
symmetric tensors” used to represent them locally. Finally, a short summary is
given in Section 5.

2. Jets

Jet bundles, see [Saunders 1989] for a comprehensive treatment, serve as the fun-
damental objects in the formulation of higher-order continuum mechanics on dif-
ferentiable manifolds. In this section we review the basic constructions associated
with jet bundles of a vector bundle. Firstly, however, we motivate the use of jet
bundles in higher-order continuum mechanics and classical field theories.

2.1. The fundamental structure. The basic object we consider here is a vector
bundle:

π :W → X. (2-1)

The object X is assumed to be a smooth manifold of dimension n, that might
have a boundary. We will refer to X as the base manifold. In the context of the
Lagrangian point of view of continuum mechanics, X is interpreted as the body
manifold. In the Eulerian point of view of continuum mechanics, X is interpreted as
the physical space manifold, and in modern formulations of classical field theories,
X is interpreted as the space-time manifold.

No additional structure, such as a Riemannian metric, a connection, a parallelism
structure, is assumed for the base manifold. This level of generality is in accordance
with the reluctance of modern presentations to use a preferred class of reference
states (e.g., [Noll 1959]). In particular, if one wishes to consider live tissues in
biomechanical studies, it is unlikely that a preferred reference state of the tissue
may be pointed out. Thus, there is no class of preferred coordinate systems on X
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and denoting coordinates by x i , i = 1, . . . , n, a coordinate transformation will be
denoted by x i ′

= x i ′(x i ).
Tangent vectors to the manifold X are viewed as derivatives of the curves c :
[a, b] → X. (See [Abraham et al. 1988, pp. 157–158 and 479] for the definition
of derivative of a curve at the endpoints and its application in the definition of the
tangent space to a manifold at a boundary point.) The tangent space to X at x ,
denoted by Tx X, contains all the tangent vectors at x and the tangent bundle T X

is the collection of all tangent vectors at the various points. Given a coordinate
system (x i ) and a point x0 with coordinates x j

0 , one has coordinate lines, curves of
the form ci : [a, b] → X, such that their coordinate representation satisfy

x j (t)= x j (ci (t))=
{

x j
0 , if i 6= j,

x j
0 + t, if i = j.

(2-2)

The time derivatives of these curves induce tangent vectors denoted by ∂i = ċi . At
each point x , the vectors {∂i }, i = 1, . . . , n, form a basis of Tx X. The corresponding
dual basis of the dual vector space, T ∗x X, is denoted by {dx i

}. Thus,

dx i (∂ j )= δ
i
j . (2-3)

For each x ∈X, Wx := π
−1(x) is a vector space that is isomorphic to some fixed

m-dimensional vector space W , although no natural or particular isomorphism is
assumed. In particular, for a pair of points x, y ∈X, there is no natural isomorphism
of Wx with Wy , although both are isomorphic to W . The mapping π maps all
vectors in Wx to the point x .

Depending on the terminology and context, a vector w ∈Wx is interpreted either
as a virtual velocity/displacement, or as a generalized velocity, or as variation of
the field, at the point x . It should be mentioned that for the Lagrangian point of
view of continuum mechanics on manifolds, the vector bundle W depends on the
particular configuration κ of the body in space so that w is interpreted as a velocity
of the particle x at the point κ(x) in space or as a virtual displacement from κ(x).

A generalized velocity field is therefore a section, a mapping w : X→W that
assigns to each point x a value for its generalized velocity. It follows that π ◦w =
IdX, i.e., π(w(x))= x .

A vector bundle chart, or a coordinate system, will assign to each w ∈ W a
collection of coordinates (x i , wα), where x i are coordinates for the point x = π(w)
andwα , α= 1, . . . ,m, are the components ofw relative to some basis {eα} of Wx . It
is assumed that the bases {eα} for the various points x covered by the charts depend
on x smoothly. At each point x , covered by the charts (x i , wα) and (x i ′, wα

′

), for
any w ∈ Wx , we must have w = wαeα = wα

′eα′ so that there is a matrix Aα
′

α ,
depending on x , such that wα

′

= Aα
′

α w
α.
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2.2. Why jets. Say w :X→W is a velocity field. The components of w(x) relative
to the chart (x i , wα) are given in terms of m functions wα(x i ). For the chart
(x i ′, wα

′

), the components are given by the functions wα
′

(x i ′) and evidently

wα
′

(x i ′)= Aα
′

α (x
j )wα(x j ), (2-4)

where we have indicated explicitly the dependence of the matrix Aα
′

α on the point x .
Differentiating the last identity, using a comma to denote partial derivatives and the
summation convention, we obtain

wα
′

,i ′ = Aα
′

α, j x
j
,i ′w

α
+ Aα

′

α w
α
, j x

j
,i ′ . (2-5)

This simple relation indicates a fundamental problem. The derivatives wα
′

,i ′ do not
depend only on the derivatives wα,i ; they depend also on the values of wα . In other
words, while a generalized velocity as a vector field is a well-defined object, the
derivative of the generalized velocity is not a well-defined mathematical object
(and in particular, as shown in the last equation, the transformation of the partial
derivatives may be viewed as an affine transformation). One cannot separate the
values of the derivatives from the values of the velocity field in a manner that
will be independent of a chart. As an example, we observe that the derivatives may
vanish in one coordinate system while they would be different from zero in another.
Nevertheless, if we combine the values of the field and the derivatives into a single
object, the transformation rules above show that this object — the first jet of the
generalized velocity, j1w— is well defined. Thus, the first jet of w is represented
in the form (x i , wα, wα, j ), or we may write

j1w = wαeα +wα,i dx i
⊗ eα. (2-6)

The collection of 1-jets to the vector bundle W is denoted as J 1W .
Similarly, we may consider higher-order derivatives of vector fields. In anal-

ogy with the case of first derivatives, one realizes that under transformation of
coordinates the components of the k-th derivatives wα

′

,i ′1...i′k
depend on the values

of components of all derivatives wα,i1...il
, 0 ≤ l ≤ k, where we identify the zeroth

derivative with the value of the function. Thus, the invariant object is the k-jet of
the velocity field represented under a coordinate system in the form

j kw = wαeα +wα,i1
dx i1 ⊗ eα

+wα,i1i2
dx i1 ⊗ dx i2 ⊗ eα + · · ·+wα,i1···ik

dx i
⊗ · · ·⊗ dx ik ⊗ eα, (2-7)

or by (x i , w
α
, w

α1
, j1, w

α2
, j1 j2, . . . , w

αk
, j1... jk ). Formally, a k-jet at a point x ∈ X is de-

fined as an equivalence class of sections for the equivalence relation by which two
sections w1 and w2 are equivalent if their values at x , together with the values of
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the partial derivatives of their local representative under any chart, are equal, re-
spectively. One can show that this definition is independent of the chart chosen (see
[Palais 1968; Saunders 1989]). The collection of k-jets to W is denoted by J k W .

Since higher-order continuum mechanics involves higher-order derivatives of
the generalized velocities, we conclude that the terminology of jet bundles provides
an appropriate setting for the formulation of such theories.

2.3. Constructions involving jets. Note that each velocity field determines a jet at
any given point. Given a chart, the representation of the jet at x , determined by
the velocity field w, is obtained by differentiating the components of w relative to
the local coordinates. Any two velocity fields will determine the same k-jet at x ,
if their derivatives up to order k are identical.

On the jet bundle, J k W one defines the following mappings. The source map

π k
: J k W→X, represented by (x i , w

α
, w

α1
, j1, w

α2
, j1 j2, . . . , w

αk
, j1... jk ) 7→ (x i ), (2-8)

assigns to each jet the point in which it is attached. The mapping

π k
l : J k W → J l W, l < k, (2-9)

represented by

(x i , w
α
, w

α1
, j1, w

α2
, j1 j2, . . . , w

αk
, j1... jk ) 7→ (x i , w

α
, w

α1
, j1, w

α2
, j1 j2, . . . , w

αk
, j1... jl ), (2-10)

assigns to any k-jet a jet of a lower order by omitting the derivatives of order higher
than l. In particular, identifying J 0W with W , we have

π k
0 : J k W →W, (2-11)

which retains only the value of the generalized velocity field itself.

2.4. Symmetric tensors and jets. Henceforth, we will use the notation and ideas
introduced in the Appendix to represent, locally, elements of jet bundles. The
tensors considered in the Appendix are homogeneous in the sense that they have
a definite order, a local representation of a k-jet is an element of the symmetric
algebra and is represented in general by a collection of symmetric tensors of all
orders l ≤ k. We recall that the representation in (2-7) uses the regular tensor
products that are not appropriate base vectors.

The multilinear mappings that represent a jet are not real valued. Rather, they
are valued in V — the typical fiber of the vector bundle. We use a local basis {eα}
for the vector spaces Wx so that a section of W is locally of the form

w = wαeα, (2-12)

where the components wα are real valued functions. This does not affect the sym-
metry properties considered above. The basic vector space on which the tensors
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are defined at each point is the tangent space of the manifold at that point. Given
a chart with coordinates (x i ), the base vectors induced are {∂i } and they replace
the base vectors {ei } used in the Appendix. The various derivatives in wα,I are
covariant tensors and are represented using the dual basis {dx i

}. The derivatives
wα,I (x), |I | = l, are elements of

L l
S(Tx X,Wx)'

⊙l
T ∗x X⊗Wx . (2-13)

Thus, we may rewrite now (2-7) in the form

j kw = wα,I
←−
dx (I)⊗ eα =←−w α

,I dx (I)⊗ eα, 0≤ |I | ≤ k. (2-14)

An element A ∈ J k W of the jet bundle with π k(A)= x ∈ X is of the form

A = j k
xw := ( j kw)(x), (2-15)

for some section w which may be represented locally as

A = wα,I (x)
←−
dx (I)⊗ eα. (2-16)

Noting that the values of the various wα,I (x) are not constrained by compatibility,
any element of the jet bundle may be represented in the form

A = AαI
←−
dx (I)⊗ eα =

←−
A α

I dx (I)⊗ eα, 0≤ |I | ≤ k, (2-17)

AαI ∈
⊙
|I | T ∗x X⊗Wx . Given an element of the jet bundle, one can construct a local

section, representing it by using the corresponding Taylor polynomial in any chart.
We finally remark that the representation using

←−
dx (I)seems preferable because

the components of the jet are exactly the derivatives.

2.5. Duality for jets . In view of (A-67), the dual basis of {
←−
dx (I) | 0 ≤ |I | ≤ k}

is {∂(I) | 0 ≤ |I | ≤ k}. Note that ∂(I) := ∂i1 � · · ·� ∂i|I | is the symmetrized tensor
product while ∂I is the differential operator which is symmetric automatically. Real
valued linear mappings on the space of jets at a point x ∈X make up the dual space
(J k

x W )∗. Such a linear functional

ϕ : J k
x W → R (2-18)

is locally of the form
ϕ = ϕ I

α∂(I)⊗ eα, (2-19)

so that for ϕ ∈ (J k
x W )∗, A = j kw(x) ∈ J k

x W ,

ϕ(A)= ϕ I
α AαI = ϕ

I
αw

α
,I , (2-20)

where 0≤ |I | ≤ k, unless indicated otherwise.
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3. Variational hyper-stresses

In accordance with the variational approach to higher-order continuum mechanics,
we view variational hyper-stresses as fields that act on the derivatives of the virtual
velocities to produce power densities (see [Segev 2017]). Thus, in the current
setting, a variational hyper-stress object should act linearly on the k-jet of a field w
to produce a density on X.

We recall that for integration over an n-dimensional manifold, such as X, densi-
ties (integrands) are n-forms — alternating (completely antisymmetric) tensor fields
of order n. The space of r -alternating tensors over Tx X will be denoted by

∧r T ∗x X

and the bundle of alternating tensors is
∧r T ∗X. A local coordinate system (x i )

induces such an n-form
dx = dx1

∧ · · · ∧ dxn, (3-1)

where a wedge denotes the exterior product — the antisymmetrized tensor product.
Note that antisymmetric tensors cannot have repeated indices and so the multi-
indices representing base vectors and components are strictly increasing rather than
nondecreasing. This implies that

∧nT ∗x X is one-dimensional, and dx , the n-form
induced by a local coordinate system, may serve as a basis. Thus, every n-form
may be written locally as

θ = ϑ(x) dx (3-2)

for some real valued function ϑ .
In view of these observations, a variational hyper-stress object at x should be a

linear mapping
Sx : J k

x W →
∧r T ∗x X (3-3)

so that Sx( j kw(x)) is the power density. Denoting the bundle of linear mappings
J k W →

∧nT ∗X by L
(
J k W,

∧nT ∗X
)
,

Sx ∈ L
(
J k

x W,
∧nT ∗x X

)
= L

(
J k W,

∧nT ∗X
)

x . (3-4)

It is also observed that

L
(
J k

x W,
∧nT ∗x X

)
= (J k

x W )∗⊗
∧nT ∗x X, (3-5)

and
L
(
J k W,

∧nT ∗X
)
= (J k W )∗⊗X

∧nT ∗X. (3-6)

We conclude that a variational hyper-stress field is a section S of L(J k W,∧nT ∗X). In view of the representation of elements of the dual to the jet bundle in
Section 2.5, the local representation of S is of the form

S = S I
α∂(I)⊗ eα ⊗ dx . (3-7)
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The action of a variational hyper-stress on the jet of a generalized velocity is the
density given by

S( j kw)= S I
αw

α
,I dx (3-8)

and the total power is

P =
∫

X
S · j kw, (3-9)

where S · j kw is the n-form (S · j kw)(x)= S(x)( j kw(x)).

4. Traction hyper-stresses and almost symmetric tensors

The stress object in traditional continuum mechanics plays two roles. On the one
hand, from the variational point of view, the stress object acts on the derivative of
the velocity field to produce power. The generalization of this object is the varia-
tional hyper-stress introduced above. On the other hand, as a result of Cauchy’s
stress theorem, the stress object determines the traction field on the boundary of
the body and its subbodies. While the same mathematical object plays these two
roles in the traditional formulation, in the case of a formulation on manifolds, the
traction is determined by a different mathematical object — the traction stress (see
[Segev 2013]).

4.1. Traction and traction stresses. For the case k = 1 — first order continuum
mechanics — the traction field on the boundary of X, or in general, any of its sub-
bodies (subregions) R, acts linearly on the values of the generalized velocity w to
produce a power density over the boundary, the flux of power. Since the boundaries
are manifolds of dimensions n− 1, a power density over the boundary ∂R is an
(n− 1)-form over ∂R, that is, a section of

∧n−1T ∗∂R. Thus, the traction field on
the boundary is a section of

L
(
W,

∧n−1T ∗∂R
)
, (4-1)

where, with some abuse of notation, we have omitted the indication that we restrict
W to ∂R. It is observed that the fibers of

∧n−1T ∗∂R are one-dimensional.
A traction stress — an object that unlike a traction field is defined over the en-

tire X — should induce a traction field on the boundary of each subregion using a
generalization of Cauchy’s formula. A natural candidate for such a mathematical
object is suggested by the following observation. While the space of (n − 1)-
alternating tensors over ∂R is one-dimensional, the space

∧n−1T ∗X of (n − 1)-
alternating tensors over X is n-dimensional. While an element of

∧n−1T ∗X assigns
a value to any collection of n− 1 vectors, an element of

∧n−1T ∗∂R assigns values
only to vectors tangent to ∂R. In fact, an element of

∧n−1T ∗X may be restricted
to act on vectors tangent to ∂R for every subbody R. Thus, for each subbody R,
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we have a restriction mapping

ρ∂R :
∧n−1T ∗X→

∧n−1T ∗∂R (4-2)

naturally defined by

ρ∂R(ω)(v1, . . . , vn)= ω(v1, . . . , vn), vr ∈ T ∂R. (4-3)

Thus, a traction stress is defined to be an element

σ0 ∈ L
(
W,

∧n−1T ∗X
)
. (4-4)

Given a traction stress σ0, at a point x , for any subbody R with x ∈ ∂R, a traction
t0 ∈ L

(
W,

∧n−1T ∗∂R
)

is determined at x by setting

t0 = ρ̂∂R(σ )= ρ∂R ◦ σ, i.e., t0(w)= ρ∂R(σ (w)). (4-5)

The last equation is the required generalization of Cauchy’s formula to the setting
of differentiable manifolds. In analogy with the classical Cauchy theorem, it can
be shown that if the traction is given on the boundary of every subbody R, with
x ∈ ∂R, then, assuming that certain consistency conditions hold, a unique traction
stress is determined at x (see [Segev and Rodnay 1999; Segev 2013] for details).

A traction stress field is a section of the bundle L
(
W,

∧n−1T ∗X
)
.

4.2. On the local representation of (n − 1)-forms and traction stresses. Traction
stresses are elements of

L
(
W,

∧n−1T ∗X
)
'W ∗⊗

∧n−1T ∗X. (4-6)

Thus, we make a few comments on the representation of (n−1)-alternating tensors,
i.e., for a vector space V, we consider elements of

∧n−1V ∗.
We first recall that

∧n V ∗ is one-dimensional and that
∧n−1V ∗ is n-dimensional.

Let y denote the contraction (inner product) whereby for an alternating r-tensor
ω ∈

∧r V ∗ and a vector v1 ∈ V , v1yω is the alternating (r − 1)-tensor such that

v1yω(v2, . . . , vr )= ω(v1, . . . , vr ). (4-7)

In fact, considering the particular case r = n− 1, one can view the contraction as
a mapping

ŷ : V ×
∧n V ∗→

∧n−1V ∗, ŷ (v, θ)= vy θ. (4-8)

We observe that the definition of the contraction mapping implies immediately that
the mapping ŷ is bilinear. It follows from the universal property of tensor products
that there is a linear mapping, which we still denote as ŷ , such that

ŷ : V ⊗
∧n V ∗→

∧n−1V ∗, ŷ (v⊗ θ)= vy θ. (4-9)
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One can verify that this mapping is injective (e.g., [Segev 2013]), and as the di-
mensions match, it follows that ŷ defines a natural isomorphism

V ⊗
∧n V ∗ '

∧n−1V ∗. (4-10)

Furthermore, for a basis {ei }, a natural basis of
∧n V ∗ is e1

∧ · · · ∧ en , and so

{eiy (e1
∧ · · · ∧ en)}, i = 1, . . . , n, (4-11)

may serve as a natural basis to
∧n−1V ∗.

Going back to traction stresses, it follows from the foregoing discussion that

L
(
W,

∧n−1T ∗X
)
'W ∗⊗

∧n−1T ∗X'W ∗⊗ T X⊗
∧nT ∗X. (4-12)

For a given coordinate system (x i ), the collection {∂iy dx} may serve as a basis for(∧n−1T ∗X
)

x . As a result, any ω may be represented locally in the form

ω = ωi∂iy dx, (4-13)

where dx is defined in (3-1). The local representation of a traction stress will be

σ = σ i
αeα ⊗ (∂iy dx) (4-14)

and
σ(w)= σ i

αw
α(∂iy dx). (4-15)

4.3. Hyper-traction and traction hyper-stresses. By analogy with the case k = 1
described above, where the traction object acts on the k−1=0-jet of the generalized
velocity, we propose that a hyper-traction on the boundary ∂R of a subbody R, be
defined as an element

t ∈ L
(
J k−1W,

∧n−1T ∗∂R
)
' (J k−1W )∗⊗

∧n−1T ∗∂R. (4-16)

Thus, the total power flux is given by∫
∂R

t · j k−1w. (4-17)

A traction hyper-stress field is defined in analogy with the definition of a traction
stress, in the sense that it acts on a lower order jet to give an (n− 1)-form which
can be integrated on the boundaries of subbodies. Thus, a traction hyper-stress is
defined to be an element

σ0 ∈ L
(
J k−1W,

∧n−1T ∗X
)
' (J k−1W )∗⊗ T X⊗

∧nT ∗X. (4-18)

It follows from the foregoing analysis that a traction hyper-stress is represented
locally in the form

σ0 = σ
J j
α ∂(J)⊗ eα ⊗ (∂iy dx), 0≤ |J | ≤ k− 1. (4-19)
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A traction hyper-stress field is a section of L
(
J k−1W,

∧n−1T ∗X
)

and the action of
a hyper-stress field σ on the (k− 1)-jet of a generalized velocity w is given by

σ · j k−1w = σ J j
α w

α
,J∂iy dx . (4-20)

These natural extensions imply that the Cauchy formula (4-5) remains applicable
as it simply represents the restriction of forms. Thus, given a traction hyper-stress
field σ and a generalized velocity field w, the total flux of power through the
boundary ∂R is ∫

∂R
t · j k−1w =

∫
∂R
ρ̂∂R(σ ) · j k−1w. (4-21)

It is emphasized that the array σ J j
α representing a traction hyper-stress is sym-

metric with respect to permutations of the multi-index J and for this reason it
appears in conjunction with the symmetrized basis ∂(J). In particular, no symmetry
is expected for permutations that “mix” the indices J and j . Thus, for a fixed value
l = |J |, we refer to the tensor σ J j

α as the almost symmetric tensor.

4.4. Almost symmetric tensors. In order to simplify the notation we will consider
henceforth only real valued almost symmetric tensors. That is, for some given
vector space V we consider elements of

(⊙l−1 V
)
⊗ V rather than elements of(⊙l−1V

)
⊗ V ∗⊗ V ⊗

∧n V ∗.
Let {ei } be a basis in V. Then, we may use either {e(J)}, 0≤ |J | ≤ l − 1, or the

basis {←−e (J)} for
⊙l−1 V in analogy with (A-56). A real valued almost symmetric

tensor T can be represented in the form

T = T I eI = T J j←−e(J)⊗ e j =
←−
T J j e(J)⊗ e j , (4-22)

where 0≤ |J | ≤ l − 1, 0≤ |I | ≤ l, and

←−e (J) =
(l−1)!

J ! e(J),
←−
T J
=
(l−1)!

J ! T J . (4-23)

For the dual space we have[(⊙l−1
V
)
⊗ V

]∗
'

(⊙l−1
V ∗
)
⊗ V ∗ (4-24)

so that its elements may be referred to as almost symmetric cotensors. For the basis
{
←−e(J)⊗ e j }, the dual basis will be {e(J)

⊗ e j
}. An element ϕ of

[(⊙l−1 V
)
⊗V

]∗
is represented in the form

ϕ = ϕJ j e(J)
⊗ e j (4-25)

with
ϕ(T )= ϕJ j T J j . (4-26)
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5. Conclusion

We have reviewed above the language needed for the formulation of higher-order
continuum mechanics on differentiable manifolds. In particular, we have proposed
the mathematical object that we believe should play the role of traction hyper-stress.
While for the case k = 1, the traction stress has been defined in [Segev 2002; 2013],
no natural analogous definition has been presented in [Segev 2017]. In fact, in
[Segev 2017] some of the difficulties have been indicated and subsequently avoided
by using iterated jet bundles (the jet bundle of the jet bundle) and the corresponding
dual objects rather than analyzing directly higher jet bundles and hyper-stresses.

Nevertheless, no relation between variational hyper-stresses and the proposed
traction hyper-stresses has been given above. We hope to study this relation in a
forthcoming work.

Appendix: Notes on symmetric tensors

As the local representation of jets involves iterated partial differentiation, symmet-
ric tensors are of major importance. In these notes we review the basic properties
of symmetric tensors and the relevant notation as we use in the main text.

A.1. Multi-index notation. Multi-index notation is very effective when high-order
tensors are involved, as is the situation here. A multi-index I of length k is a k-tuple
of positive integers, e.g., I = i1 . . . ik . Multi-indices will be denoted by upper-case
roman letters and the associated indices will be denoted by the corresponding lower
case letters as in the example above. For example, we may write the components
Ti jk of a third order tensor T as TI = Ti1i2i3 . The length of a multi-index I = i1 . . . ik

is denoted as the absolute value of the multi-index, i.e., |I | = k. We will use the
summation convention for multi-indices so the contraction of two tensors may be
written as T I SI . When a multi-index appears more than twice in a term, or twice
but not diagonally, it is implied that the summation convention for that multi-index
is not in effect.

Multi-indices may be concatenated naturally so that for two multi-indices I
and J , the concatenated multi-index is I J = i1 . . . i|I | j1 . . . j|J | whose length is
|I J | = |I |+|J |. Thus, for two tensors SI and TJ , one may write (S⊗T )I J = SI TJ .

For two multi-indices I , J , with |I | = |J | = l, one extends the definition of the
Kronecker δ by

δ I
J := δ

i1
j1 · · · δ

il
jl . (A-1)

A.2. Symmetric tensors and permutations. Because of the commutativity of par-
tial derivatives that we encounter frequently here, tensors that are completely sym-
metric are of particular interest. A tensor T is completely symmetric if for any
exchange of two indices ir and is , Ti1···ir ···is ···ik = Ti1···is ···ir ···ik .
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Symmetry can also be defined in terms of permutations. A permutation of the
finite ordered set (1, . . . , l) is a bijection

p : (1, . . . , l)→ (1, . . . , l). (A-2)

The collection of all such permutations will be denoted by Pl . From elementary
combinatorics it follows that there are l! permutations in Pl . For a multi-index I
and a permutation p, we set

p(I ) := I ◦ p = i p(1) · · · i p(l). (A-3)

Note that i p(r) identifies the index that arrived under the permutation at the r-th
position, while i p−1(s) is the position of is after the permutation p. Note also that
we make some abuse of notation by using the same symbol for the permutation
and its action on multi-indices. It immediately follows that for two permutations
p1, p2 ∈ Pl ,

p2 ◦ p1(I )= I ◦ p1 ◦ p2. (A-4)

Thus, using the language of permutations, a tensor is symmetric if for every per-
mutation p ∈ Pl ,

Tp(I ) = TI . (A-5)

Remark 1. We have defined symmetry above in terms of the components of the
array representing a tensor. Viewed as a multilinear mapping, a (covariant) tensor T
is symmetric if

T (v1, . . . , vl)= T (vp(1), . . . , vp(l)) (A-6)

for any permutation p. In particular, for a symmetric tensor

Ti1···i1 = T (ei1, . . . , eil )= T (ep(i1), . . . , ep(il ))= Tp(i1)···p(il ) (A-7)

(see also [Greub 1978]).

We will use the notation
⊗l V for the space of contravariant l-tensors and

⊙l V
for the subspace of symmetric tensors. We will also identify a tensor T ∈

⊗l V
with the (possibly symmetric) multilinear mapping V ∗ × · · · × V ∗ → R in the
space of (respectively, symmetric) multilinear mappings L l(V ∗,R) (respectively,
L l

S(V
∗,R)). Thus, we make the identifications⊗l

V ' L l(V ∗,R),
⊙l

V ' L l
S(V

∗,R). (A-8)

The inclusion of the symmetric tensors will be denoted as

ιS :
⊙l

V ' L l
S(V

∗,R)→
⊗l

V ' L l(V ∗,R). (A-9)

An analogous notation and terminology will be used for covariant tensors.
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Remark 2. The Levi-Civita symbol satisfies1

ε I
J = ε

i1...il
j1... jm =

{
(−1)p if there is a permutation p with J = p(I ),
0 otherwise.

(A-10)

Thus, we set

|ε|IJ := |ε
i1...il
j1... jm | =

{
1 if there is a permutation p with J = p(I ),
0 otherwise.

(A-11)

In particular,

|ε|
p(I )
J = |ε|IJ . (A-12)

A.3. Cardinality sequence of a multi-index. A multi-index I induces another se-
quence (I1, . . . , In), n = dim V , the cardinality sequence, in which Ir indicates the
number of times r is included in the multi-index. Evidently, |I | =

∑n
r=1 Ir and the

sequence (I1, . . . , In) is invariant under permutations of the multi-index.
A collection (I1, . . . , In) induces a unique nondecreasing multi-index, i.e., the

multi-index
1 · · · 12 · · · 2 · · · · · · n · · · n (A-13)

where the number r appears Ir times. Thus, if (I1, . . . , In) is the cardinality se-
quence of I , we obtain a nondecreasing permutation of I .

For a multi-index I it is useful to write

I ! = I1! · · · In! . (A-14)

It is observed that for a concatenated index I J , one has (I J )r = Ir+Jr , r =1, . . . , n.
The index i = 1, . . . , n, is a simple multi-index I = i . Obviously |I | = 1 and

Ir =

{
0 for r 6= i,
1 for r = i.

(A-15)

Thus, for the concatenated multi-index J i , one has (J i)r = Jr + δri , where δ is the
Kronecker symbol.

For tensors that are symmetric with respect to a multi-index, a particular compo-
nent is indicated uniquely by a sequence in the form (I1, . . . , In) and by restricting
the sequences (i1, . . . , i|I |) to be nondecreasing. Consequently, we will use multi-
indices indicated by bold characters to be nondecreasing only and we will also write
I = (I1, . . . , In). In addition, the fact that a multi-index is nondecreasing will be
indicated by angle brackets, e.g., T〈J 〉 or T〈I J〉, independently of the symmetry
property of a tensor.

1This is a somewhat generalized presentation of the Levi-Civita symbol, for which see [Levi-
Civita 1927, p. 158].
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A.4. Derivatives. Nondecreasing multi-indices are primarily used for notation in-
volving partial derivatives. We will use the notation

(·),I = ∂I (·)=
∂ |I |(·)

∂x I =
∂ |I |(·)

∂x i1 · · · ∂x i|I |
=

∂ |I |(·)

(∂x1)I1 · · · (∂xn)In
. (A-16)

Nondecreasing multi-indices may be added naturally by setting

I + J = (I1+ J1, . . . , In + Jn), (A-17)

which determines a unique nondecreasing multi-index such that |I+ J | = |I |+ |J |.
In particular,

((·),I ),J = (·),〈I J〉 = (·),〈I+J〉. (A-18)

Nondecreasing multi-indices can also be partially ordered so that

J ≤ I ⇐⇒ Jr ≤ Ir for r = 1, . . . , n. (A-19)

In the case J ≤ I , one can use the subtraction I − J .
As hinted in the notation for partial derivatives, for x ∈ Rn , one defines for a

nondecreasing multi-index I ,

x I
= (x1)I1 · · · (xn)In . (A-20)

The summation convention will be applied for bold faced multi-indices, accord-
ingly, only to the nondecreasing sequences. For example, a polynomial Rn

→ R

of order l may be written as

u = aI x I , 0≤ |I | ≤ l. (A-21)

Suspending the summation convention, its derivatives are

u,J =
∑

0≤|I |≤l

I !
(I− J)! x

I−J . (A-22)

Although this relation is used mainly for the case where Jr ≤ Ir , for all r = 1, . . . , n,
it may be extended to all other cases by adopting the convention that

1
i !
= 0 for i < 0. (A-23)

The notation introduced above allows one to write the l-th order Taylor expan-
sion of a function f : Rn

→ R in the form∑
0≤I≤l

1
I ! f,I (x)h I . (A-24)

To use the summation convention, one first sets gI := f,I/I ! (no sum), and so the
polynomial is written as

gI h I , 0≤ |I | ≤ l. (A-25)
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A.5. More on permutations. One observes that, for some given I , |I | = l, the sum∑
p∈Pl

Tp(I ) (A-26)

contains l! = |I |! terms, the number of all permutations. These include I ! permuta-
tions (see below) that leave I invariant. In the particular case where T is symmetric,∑

p∈Pl

Tp(I ) = |I |!TI , no sum on I . (A-27)

On the other hand, in the expression

|ε|JI TJ =
∑

J, J=p(I )

TJ , (A-28)

the sum applies only to possible values of the multi-index J, irrespective of the
number of permutations of I that give it. Assume that J is a permutation of I so
that |ε|JI = 1. As both I and J contain Ir occurrences of the index r , permutations of
which leave a multi-index invariant, there are J ! = J1! · · · Jl ! = I ! such permutations
for each J. Since there are I ! permutations that give any one particular multi-index
J if |ε|JI 6= 0, it follows that for any fixed J,∑

p(I )=J,
p∈Pl

Tp(I ) = I !TJ = I !|ε|JI TJ , no sum on I, J, (A-29)

and so ∑
p∈Pl

Tp(I ) =
∑

J

( ∑
p(I )=J,

p∈Pl

Tp(I )

)
= I !|ε|JI TJ , no sum on I. (A-30)

We conclude that the number of nontrivial terms in the sum |ε|JI TJ is∑
J

|ε|JI =
|I |!
I !
=

l!
I !
. (A-31)

In the particular case where T is symmetric,
∑

p∈Pl
Tp(I ) = |I |!TI , so that (A-30)

implies immediately that ∑
J, J=p(I )

TJ = |ε|
J
I TJ =

|I |!
I !

TI . (A-32)

For a given pair of multi-indices, I, J, and a variable permutation p,

δ I
p(J ) = |ε|

I
J . (A-33)
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As a result ∑
p∈Pl

δ I
p(J ) = I !|ε|IJ , no sum on I. (A-34)

Remark 3. For each nondecreasing multi-index I, |I | = l, there are |I |!/I ! distinct
indices J . Thus, the total number of distinct multi-indices is∑

I

(I1+ · · ·+ In)!

I1! · · · In!
= nl, (A-35)

in accordance with the multinomial formula.

A.6. Symmetrization of arrays and tensors. Any l-tensor T, having the compo-
nents TI , induces a unique symmetric array, the components of which are denoted
as T(I ), by

T(I ) =
∑
p∈Pl

1
l!

Tp(I ) =
I !
l!
|ε|JI TJ , no sum on I . (A-36)

We first show that T(I ) is indeed symmetric. One has,

T(q(I )) =
∑
p∈Pl

1
l!

Tp(q(I )) =
∑
p∈Pl

1
l!

Tp(I ) = T(I ), (A-37)

where in the second equality we used the fact that in the first equality we add up
the terms over all permutations anyhow. One also observes that symmetrization is
a projection in the sense that the symmetrization of a symmetric tensor yields the
tensor itself. That is, if TI is symmetric,

T(I ) =
∑
p∈Pl

1
l!

Tp(I ) =
∑
p∈Pl

1
l!

TI = TI . (A-38)

The symmetrization of a multilinear mapping T — a covariant tensor — is de-
fined as the linear mapping

S :
⊗l

V ∗→
⊙l

V ∗ (A-39)
such that

(S(T ))(v1, . . . , vl)=
1
l!

∑
p∈Pl

T (vp(1), . . . , vp(l)). (A-40)

In particular,

S(eI )(v1, . . . , vl) := S(ei1 ⊗ · · ·⊗ eil )(v1, . . . , vl)

=
1
l!

∑
p∈Pl

(ei1 ⊗ · · ·⊗ eil )(vp(1), . . . , vp(l))

=
1
l!

∑
p∈Pl

(ep(i1)⊗ · · ·⊗ ep(il ))(v1, . . . , vl), (A-41)
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and it follows that (see [Greub 1978, p. 219])

S(eI )=
1
l!

∑
p∈Pl

(ep(i1)⊗· · ·⊗ ep(il ))=: ei1 �· · ·� eil =:

⊙I
eI
=: e(I ). (A-42)

From this definition it follows immediately that

e(p(J )) = e(J ) for all p ∈ P. (A-43)

Hence, e(J ) as well as all e(p(J )) are represented by the nondecreasing multi-index
J = 〈J 〉 = (J1, . . . , Jn).

Note that for a permutation p ∈ Pl and a multilinear mapping T, one may write
pT for the multilinear mapping defined by

(pT )(v1, . . . , vl) := T (vp(1), . . . , vp(l)). (A-44)
Thus,

S(T )= 1
l!

∑
p∈Pl

pT, e(I ) = 1
l!

∑
p∈Pl

peI
=

1
l!

∑
p∈Pl

ep(I ). (A-45)

The inclusion of the subspace of symmetric tensors will be denoted by

ιS :
⊙l

V ∗→
⊗l

V ∗. (A-46)

Since the symmetrization of a symmetric tensor gives the original tensor, the sym-
metrization mapping S is a left inverse of the inclusion, i.e., S ◦ ιS = Id.

It is readily verified that the array S(T )I of a symmetrized multilinear mapping
is the symmetrized array T(I ).

A.7. Bases and dimension. We consider a vector space V with some basis {ei },
i = 1, . . . , n. Let T be a (say contravariant) tensor T of degree l represented in the
form

T = T i1···il ei1 ⊗ · · ·⊗ eil . (A-47)

Using multi-index notation,

T = T I eI , |I | = l, (A-48)

where
eI := ei1 ⊗ · · ·⊗ eil . (A-49)

In particular, the dimension of the space is nl.
The array of a symmetric tensor is uniquely determined by its components T I for

nondecreasing multi-indices only. Thus, the dimension of the space of symmetric
l-tensors is obviously smaller. Since a nondecreasing I is uniquely determined by
I1, . . . , In , the dimension may be determined accordingly.
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It is easy to realize that the number of independent component in a symmetric
l-tensor is C(n + l − 1, l) = (n + l − 1)!/(n − 1)! l! . One considers a string of l
nondecreasing indices, I1 occurrences of 1, I2 occurrences of 2, etc., where the
end of each such group (except for the last one) is indicated by a divider. Thus, the
number of distinct nondecreasing multi-indices is the number of different ways one
can place the n− 1 (identical) dividers in the string containing l + n− 1 elements
(both indices and dividers). It follows that the dimension of the space of symmetric
l-tensors is C(n+ l − 1, l).

Since a symmetric tensor is represented by a symmetric array,

T = T I eI = T (I )eI =
1
l!

∑
p∈Pl

T p(I )eI

=
1
l!

∑
p∈Pl

T J ep−1(J ) =
1
l!

T J
∑
q∈Pl

eq(J ) = T J e(J ),
(A-50)

where in the second line we used the fact that the order of the sum of the multi-index
and the sum over the group of permutations may be reversed. Here, in accordance
with (A-42),

e(J ) =
⊙J

eJ :=
1
l!

∑
q∈Pl

eq(J ), (A-51)

or explicitly

e(J ) = e j1 � · · ·� e jl :=
1
l!

∑
q∈Pl

e jq(1) ⊗ · · ·⊗ e jq(l), (A-52)

denotes the symmetric tensor product (see [Greub 1978, p. 219]).
Furthermore,

T = T J e(J )

=

∑
I

∑
J=p(I)

p∈Pl

T J e(J ) (no sum)

=

∑
I

∑
J=p(I)

p∈Pl

T J e(I) (as e(p(I)) = e(I))

=

∑
I

( ∑
J=p(I)

p∈Pl

T J
)

e(I)

=

∑
I

|I |!
I !

T I e(I) (by (A-32)). (A-53)
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The last expression suggests that we make the definitions

←−e(I) :=
|I |!
I !

e(I),
←−
T I
:=
|I |!
I !

T I , (A-54)

−→e(J ) :=
J !
|J |!

e(J ),
−→
T J
:=

J !
|J |!

T J , (A-55)

and it is noted that the fractions J !/|J |! are identical for all J = p(I), p ∈ P.
Utilizing the summation convention again, we may write

T = T J e(J ) = T I←−e(I) =
←−
T I e(I), (A-56)

T J−→e (J ) =
−→
T J e(J ) = T I e(I). (A-57)

Evidently, both {e(I)}, and {←−e(I)} are collections of linearly independent ten-
sors and may serve as bases for the space of symmetric tensors (see [Greub 1978;
Comon et al. 2008, p. 219]). The components of the tensor relative to these bases
change accordingly. The representation of a symmetric tensor in (A-47) is in terms
of regular tensor products and is inadequate because these tensor products are
not elements of the space of symmetric tensors, in general, and because it uses
more elements than the dimension of the space. The appropriate representation of
symmetric tensors in terms of base elements is given by (A-56).

Example 4. We consider now the inclusion

ιS :
⊙l

V →
⊗l

V . (A-58)

The matrix of the inclusion relative to the bases eJ in
⊗l V and←−e(I) in

⊙l V
satisfies

(ιS)
J
I eJ = ιS(

←−e(I))=
|I |!
I !
ιS(e(I))=

|I |!
I !

e(I)

=
1
I !
∑
p∈Pl

ep(I) (no sum on I)

=
1
I !
∑
p∈Pl

δ J
p(I)eJ (no sum on I)

=
I !
I ! |ε|

J
I eJ (using (A-34)). (A-59)

It is concluded that
(ιS)

J
I = |ε|

J
I . (A-60)

In addition, as the components of T relative to the basis {←−e(I)} are T I ,

ιS(T )= (ιS)J
I T I eJ = |ε|

J
I T I eJ , (A-61)

or
T J
= (ιS(T ))J

= |ε|JI T I , (A-62)
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which could have been deduced otherwise.

Example 5. Consider the symmetrization mapping S :
⊗l V →

⊙l V . One has,

S(eJ ) := e(J )
= |ε|IJ e(I) (only one I)

= |ε|IJ
I !
|I |!
←−e(I), (A-63)

and it follows from the definition of a matrix that

SI
J =

I !
|I |! |ε|

I
J . (A-64)

In addition,

S(T )I
= SI

J T J
=

I !
|I |! |ε|

I
J T J

= T (I) (using (A-36)).
(A-65)

A.8. Duality. Consider the dual basis {ei
} of the dual vector space V ∗ so that

ei (e j ) = δ
i
j . For any two multi-indices I , J , with |I | = |J | = l, we consider the

action e(I )(e(J )). We have

e(I )(e(J ))= (ei1 � · · ·� eil )(e j1 � · · ·� e jl )

=
1
(l!)2

(∑
p∈Pl

ei p(1) ⊗ · · ·⊗ ei p(l)

)(∑
q∈Pl

e jq(1) ⊗ · · ·⊗ e jq(l)

)

=
1
(l!)2

∑
p∈Pl

(∑
q∈Pl

δ
p(I )
q(J )

)

=
1
(l!)2

∑
p∈Pl

I !|ε|p(I )J (using (A-34))

=
I !
(l!)2

∑
p∈Pl

|ε|IJ (using (A-12))

=
I ! l!
(l!)2
|ε|IJ (there are l! permutations)

=
I !
|I |!
|ε|IJ . (A-66)

It follows from the identity above that for nondecreasing multi-indices I, J,

e(I)(←−e(J))= e(I)
(
|J |!
J !

e(J)

)
= |ε|IJ = δ

I
J , (A-67)

where one realizes that if the two multi-indices are nondecreasing, one can be a
permutation of the other only when they are equal.
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The last identity implies that the basis {e(I)} is the dual basis of {←−e(J)}, and in
particular, ⊙l

V ∗ '
(⊙l

V
)∗
. (A-68)

Finally, for T = T I←−e(I) ∈
⊙l V and ψ = ψI e(I) ∈

⊙l V ∗,

ψ(T )= ψI T I . (A-69)

A.9. Symmetrization of cotensors and cosymmetrization. The inclusion of sym-
metric tensors in the collection of all tensors induces by duality a projection

ι∗S :
(⊗l

V
)∗
'

⊗l
V ∗→

(⊙l
V
)∗
'

⊙l
V ∗, (A-70)

such that
ι∗S(ϕ)(T )= ϕ(ι(T )), (A-71)

for every symmetric tensor T. Thus, referring to elements of
(⊗l V

)∗ as cotensors,
ι∗S is a symmetrization operator for cotensors.

One obtains
(ι∗S(ϕ))I = (ι

∗

S)
J
I ϕJ = |ε|

J
I ϕJ , (A-72)

where we observe that in the last expression one adds up the components of ϕ
corresponding to all permutations of I, similarly to the symmetrization operation
(but without taking the average).

In addition,

ι∗S(ϕ)(T )= (ι
∗

S(ϕ))I T I
= |ε|JI ϕJ T I

= ϕJ T J , (A-73)

as expected. In the particular case where ϕ is symmetric, using (A-32) and (A-72)
gives

(ι∗S(ϕ))I = |ε|
J
I ϕJ =

|I |!
I !
ϕI , (A-74)

and

ι∗S(ϕ)(T )= ϕJ T J
=

∑
I

|I |!
I !
ϕI T I . (A-75)

The dual of the symmetrization mapping is (the cosymmetrization)

S∗ :
⊙l

V ∗→
⊗l

V ∗, (A-76)

given by
S∗(ψ)(T )= ψ(S(T )). (A-77)

Using the matrix obtained in Example 5, we have

S∗(ψ)(T )= (S∗)I
JψI T J

=

∑
I,J

I !
|I |! |ε|

I
JψI T J , (A-78)
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and it follows that
S∗(ψ)J =

∑
I

I !
|I |! |ε|

I
JψI . (A-79)

(It is observed that the sum over I contains only one nontrivial term.) In other
words, if J is a permutation of I, then I = 〈J 〉 (I is obtained by ordering J ), and

S∗(ψ)J =
I !
|I |!ψI =

J !
|J |!

ψ〈J 〉. (A-80)

In particular, if T is symmetric, S∗(ψ)(T )= ψ(S(T ))= ψ(T ), and so∑
J

J !
|J |!

ψ〈J 〉T J
=

∑
I

ψI T I . (A-81)

The last equation simply implies that for each nondecreasing I there are |I |!/I ! =
|J |!/J ! distinct indices J obtained by permutations.

Setting
←−
T
←−

I
:=
|I |!
I !

T I ,
−→
T
−→

K
:=

K !
|K |!

T K , (A-82)

one can write
ψ〈J 〉
−→
T
−→

J
=

∑
I

ψI T I , ψ〈J 〉T J
= ψI
←−
T
←−

I . (A-83)
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AN ARBITRARILY SHAPED ESHELBY INCLUSION
INTERACTING WITH A CIRCULAR PIEZOELECTRIC

INHOMOGENEITY PENETRATED BY
A SEMI-INFINITE CRACK

XU WANG AND PETER SCHIAVONE

We study the interaction between an Eshelby inclusion of arbitrary shape and
a circular piezoelectric inhomogeneity penetrated by a semi-infinite crack un-
der antiplane mechanical and in-plane electrical loading in a linear piezoelectric
solid. The Eshelby inclusion undergoes uniform antiplane eigenstrains and in-
plane eigenelectric fields. Through the use of a conformal mapping, the cracked
piezoelectric plane is first mapped onto the lower half of the image plane. The
corresponding boundary value problem is then studied in this image plane. The
interaction problem is solved through the construction of an auxiliary function
and the application of analytic continuation across straight and circular bound-
aries. We obtain concise expressions for the resultant stress and electric displace-
ment intensity factors at the crack tip.

1. Introduction

It is well-known that various kinds of defects, such as dislocations, cracks, Eshelby
inclusions, and inhomogeneities can significantly affect the performance and in-
tegrity of piezoelectric devices. Theoretical analysis of these defects has continued
to attract the attention of several researchers in the literature; see, for example,
[Deeg 1980; Pak 1990; Kuo and Barnett 1991; Suo et al. 1992; Chung and Ting
1996; Lee et al. 2000; Ru 2000; 2001; Wang and Fan 2015; Wang and Schiavone
2017]. Ru [2000; 2001] used the technique of analytic continuation together with
carefully constructed auxiliary functions in the physical plane to derive analytic so-
lutions for Eshelby’s problem of a two-dimensional Eshelby inclusion of arbitrary
shape in a piezoelectric plane or half-plane or in one of two perfectly bonded piezo-
electric half-planes. One example of the practical importance of Eshelby’s problem
lies in the study of residual stresses induced by lattice mismatch between buried ac-
tive components and surrounding materials in strained semiconductor devices. It is

Communicated by David J. Steigmann.
MSC2010: 30E25, 74B05, 74G70.
Keywords: crack, Eshelby inclusion, inhomogeneity, piezoelectric material, analytic continuation,

conformal mapping, field intensity factors.
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well-known that these residual stresses crucially affect the electronic performance
of these devices and may lead to failure and degradation [Ru 2000; 2001].

This work investigates the Eshelby inclusion problem in fibrous piezoelectric
composites containing cracks. In this paper, we endeavor to consider, simultane-
ously, within one single framework, the effects of a crack, an inhomogeneity, and
an Eshelby inclusion in piezoelectric materials. More specifically, we study the an-
tiplane shear deformations of an infinite hexagonal piezoelectric matrix containing

(i) a circular hexagonal piezoelectric inhomogeneity partially penetrated by a
semi-infinite crack, and

(ii) an Eshelby inclusion of arbitrary shape undergoing uniform antiplane eigen-
strains and in-plane eigenelectric fields; when the matrix is subjected to re-
mote antiplane mechanical and in-plane electrical loading.

The piezoelectric plane weakened by the semi-infinite crack is first mapped onto
the lower half of an image plane constructed via the use of a conformal mapping.
The corresponding problem is then studied in this image plane. The construction
of a specific auxiliary function and the application of analytic continuation across
straight and circular boundaries lead to the derivation of analytic vector functions in
each of the three phases of the fibrous piezoelectric composite. The resultant field
intensity factors at the crack tip are also obtained. Our analysis indicates that when
a condition on eigenstrains and eigenelectric fields is met, the Eshelby inclusion
will exert a neutral effect (neither shielding nor antishielding) on the electroelastic
field at the crack tip.

2. Basic formulation

In the case of antiplane shear deformations of a hexagonal piezoelectric material
with poling direction along the x3-axis, the general solution can be expressed in
terms of a two-dimensional analytic vector function f (z) of the complex variable
z = x1+ i x2 as [

ϕ1

ϕ2

]
+ iC

[
u3

φ

]
= C f (z), (1)

[
2ε32+ 2iε31

−E2− iE1

]
= f ′(z),

[
σ32+ iσ31

D2+ iD1

]
= C f ′(z), (2)

C = CT
=

[
C44 e15

e15 −ε11

]
, (3)

where ϕ1 and ϕ2 are the stress function and charge potential, respectively; u3 and
φ are the antiplane displacement and electric potential, respectively; σ31 and σ32

are the antiplane shear stresses; D1 and D2 are electric displacements; E1 and E2
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are in-plane electric fields; ε31 and ε32 are mechanical strains; C44, e15, and ε11 are
the elastic, piezoelectric, and dielectric constants, respectively.

In addition, the stress function and the charge potential are defined in terms of
the stresses and the electric displacements, respectively, by

σ31 =−ϕ1,2, σ32 = ϕ1,1, D1 =−ϕ2,2, D2 = ϕ2,1. (4)

3. An Eshelby inclusion near a cracked circular piezoelectric inhomogeneity

As shown in Figure 1, we consider an infinite hexagonal piezoelectric matrix con-
taining an Eshelby inclusion of arbitrary shape undergoing uniform antiplane eigen-
strains (ε∗31, ε

∗

32) and in-plane eigenelectric fields (E∗1 , E∗2) as well as a circular
hexagonal piezoelectric inhomogeneity. The poling directions of all three phases
lie along the x3-axis. A semi-infinite traction-free and charge-free crack partially
penetrating the inhomogeneity lies on the negative real axis. The electroelastic
constants of the matrix are identical to those of the inclusion but are different from
those of the inhomogeneity. We represent the matrix by the domain S2 and assume
that the inhomogeneity occupies a circular region S1 of radius R with its center at
the origin. The inclusion is assumed to occupy the region denoted by S3. Both the
inhomogeneity-matrix interface |z| = R and the inclusion-matrix interface denoted
here by 0 are assumed to be perfectly bonded. Throughout the paper, the quantities
in S1, S2, and S3 will be identified by the subscripts 1, 2, and 3, respectively.

semi-infinite crack

R

circular
inhomogeneity S1

matrix S2

x2

0

Eshelby inclusion S3
(ε∗31, ε

∗
32, E∗1 , E∗2 )

x1

Figure 1. Interaction of an Eshelby inclusion of arbitrary shape
with a circular piezoelectric inhomogeneity partially penetrated by
a semi-infinite crack.
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In the physical z-plane, the boundary value problem has the form

f1(z)+ f1(z)= 0, −R < x1 < 0, x2 = 0±;

f2(z)+ f2(z)= 0, −∞< x1 <−R, x2 = 0±;
(5a)

C1 f1(z)+C1 f1(z)= C2 f2(z)+C2 f2(z),

f1(z)− f1(z)= f2(z)− f2(z), |z| = R;
(5b)

f2(z)+ f2(z)= f3(z)+ f3(z),

f2(z)− f2(z)= f3(z)− f3(z)+
[

2(ε∗32+iε∗31)z−2(ε∗32−iε∗31)z̄
−(E∗2+iE∗1)z+(E

∗

2−iE∗1)z̄

]
, z ∈ 0;

(5c)

f2(z)∼=
√

2/πC−1
2 K
√

z+ O(1), |z| →∞, (5d)

where
K = [K σ K D

]
T , (6)

in which K σ and K D denote the stress and electric displacement intensity factors,
respectively. These intensity factors represent the far-field electromechanical loads.

Consider the following conformal mapping function:

z = ω(ξ)=−ξ 2, ξ = ω−1(z)=−i
√

z, Im{ξ} ≤ 0. (7)

The physical z-plane with the semi-infinite crack is mapped onto the lower half-
ξ -plane and the crack faces are mapped onto the real axis in the ξ -plane. More-
over, the inhomogeneity z ∈ S1 is mapped onto ξ ∈ �1; the matrix z ∈ S2 is
mapped onto ξ ∈ �2; the Eshelby inclusion z ∈ S3 is mapped onto ξ ∈ �3; the
inhomogeneity-matrix interface |z| = R is mapped onto the semicircle |ξ | = R1/2,
−π ≤ arg{ξ} ≤ 0; and, finally, the inclusion-matrix interface z ∈ 0 is mapped onto
ξ ∈ L (see Figure 2).

v

u

R1/2
�1

�2L

�3

Figure 2. The problem in the ξ -plane.
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Without loss of generality, we write fi (ξ)= fi (ω(ξ)), i = 1, 2, 3 and denote by
u and v the real and imaginary parts of ξ (i.e., ξ = u+ iv). In the image ξ -plane,
the boundary value problem takes the form

f1(ξ)+ f1(ξ)= 0, |u|< R1/2, v = 0−;

f2(ξ)+ f2(ξ)= 0, R1/2 < |u|<∞, v = 0−;
(8a)

C1 f1(ξ)+C1 f1(ξ)= C2 f2(ξ)+C2 f2(ξ),

f1(ξ)− f1(ξ)= f2(ξ)− f2(ξ), |ξ | = R1/2, −π ≤ arg{ξ} ≤ 0;
(8b)

f2(ξ)+ f2(ξ)= f3(ξ)+ f3(ξ),

f2(ξ)− f2(ξ)= f3(ξ)− f3(ξ)+

[
−2(ε∗32+ iε∗31)ξ

2
+ 2(ε∗32− iε∗31)ξ̄

2

(E∗2 + iE∗1)ξ
2
− (E∗2 − iE∗1)ξ̄

2

]
, ξ ∈ L;

(8c)

f2(ξ)∼= i
√

2/π C−1
2 Kξ + O(1), |ξ | →∞. (8d)

An analytic solution to the above boundary value problem appears to be ex-
tremely difficult to obtain since we have to handle the boundary conditions on
Im{ξ} = 0, the interface conditions on |ξ | = R1/2, −π ≤ arg{ξ} ≤ 0, and those on
ξ ∈ L .

Adding the two interface conditions in (8c), we arrive at

f2(ξ)= f3(ξ)− ξ
2
[

ε∗32+ iε∗31

−
1
2(E

∗

2 + iE∗1)

]
+ ξ̄ 2

[
ε∗32− iε∗31

−
1
2(E

∗

2 − iE∗1)

]
, ξ ∈ L . (9)

The region ξ ∈ �3 is simply connected if z ∈ S3 is simply connected. Con-
sequently, there exists a conformal mapping ξ = w(η) that maps the exterior of
the simply connected region �3 in the ξ -plane onto the exterior of the unit circle
|η| ≥ 1 in the η-plane [Kantorovich and Krylov 1958; Savin 1961; England 1971].
As a result, an auxiliary function D(ξ) can be constructed as follows:

ξ̄ 2
=

[
w̄

(
1

w−1(ξ)

)]2

= D(ξ), ξ ∈ L , (10)

where w−1(ξ) is the inverse mapping of ξ = w(η).
Moreover, D(ξ) is analytic in the exterior of �3 except at the point at infinity,

where it has a pole of finite degree, namely

D(ξ)∼= P(ξ)+ O(ξ−1), |ξ | →∞, (11)

where P(ξ) is a polynomial of order 2N in ξ if ξ = w(η) is a polynomial of order
N in 1/η.
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Using (10) and (11), Equation (9) can be written as

f2(ξ)− [D(ξ)− P(ξ)]
[

ε∗32− iε∗31

−
1
2(E

∗

2 − iE∗1)

]
= f3(ξ)− ξ

2
[

ε∗32+ iε∗31

−
1
2(E

∗

2 + iE∗1)

]
+ P(ξ)

[
ε∗32− iε∗31

−
1
2(E

∗

2 − iE∗1)

]
, ξ ∈ L . (12)

In view of (12), we introduce a new analytic vector function h(ξ) defined by

h(ξ)=


f2(ξ)−[D(ξ)− P(ξ)]

[
ε∗32− iε∗31
−

1
2(E

∗

2− iE∗1)

]
, ξ ∈�2;

f3(ξ)−ξ
2
[

ε∗32+ iε∗31
−

1
2(E

∗

2+ iE∗1)

]
+ P(ξ)

[
ε∗32− iε∗31
−

1
2(E

∗

2− iE∗1)

]
, ξ ∈�3.

(13)

We can see from the above definition and (12) that h(ξ) is continuous across
ξ ∈ L and is then analytic in ξ ∈�2 ∪�3 except at the point at infinity, where its
asymptotic behavior is the same as that of f2(ξ) given by (8d).

By satisfying the boundary conditions on Im{ξ} = 0 and the interface conditions
on |ξ | = R1/2, −π ≤ arg{ξ} ≤ 0, using analytic continuation across straight and
circular boundaries, we finally arrive at the following expressions for f1(ξ), f2(ξ),
and f3(ξ):

f1(ξ)= 2(C1+C2)
−1C2

×

{
[D(ξ)−P(ξ)]

[
ε∗32−iε∗31

−
1
2(E

∗

2−iE∗1)

]
−[D(ξ)−P(x)]

[
ε∗32+iε∗31

−
1
2(E

∗

2+iE∗1)

]
+i

√
2
π

C−1
2 Kξ

}
, ξ ∈�1; (14)

f2(ξ)= (C1+C2)
−1(C1−C2)

×

{
[D(R/ξ)− P(R/ξ)]

[
ε∗32+ iε∗31

−
1
2(E

∗

2 + iE∗1)

]
− [D(R/ξ)− P(R/ξ)

[
ε∗32− iε∗31

−
1
2(E

∗

2 − iE∗1)

]
− i

√
2
π

C−1
2 K Rξ−1

}
+ [D(ξ)− P(ξ)]

[
ε∗32− iε∗31

−
1
2(E

∗

2 − iE∗1)

]
− [D(ξ)− P(ξ)]

[
ε∗32+ iε∗31

−
1
2(E

∗

2 + iE∗1)

]
+ i

√
2
π

C−1
2 Kξ, ξ ∈�2; (15)
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f3(ξ)= (C1+C2)
−1(C1−C2)

×

{
[D(R/ξ)− P(R/ξ)]

[
ε∗32+ iε∗31

−
1
2(E

∗

2 + iE∗1)

]
− [D(R/ξ)− P(R/ξ)]

[
ε∗32− iε∗31

−
1
2(E

∗

2 − iE∗1)

]
− i

√
2
π

C−1
2 K Rξ−1

}
+ ξ 2

[
ε∗32+ iε∗31

−
1
2(E

∗

2 + iE∗1)

]
− P(ξ)

[
ε∗32− iε∗31

−
1
2(E

∗

2 − iE∗1)

]
− [D(ξ)− P(ξ)]

[
ε∗32+ iε∗31

−
1
2(E

∗

2 + iE∗1)

]
+ i

√
2
π

C−1
2 Kξ, ξ ∈�3. (16)

It is not difficult to verify that the analytic vector functions obtained satisfy all
the existing boundary and interface conditions as well as the required asymptotic
behavior at infinity.

4. Stress and electric displacement intensity factors

The resultant stress and electric displacement intensity factors K σ
R and K D

R at the
crack tip are defined by [Lee et al. 2000]

K σ
R = lim

x1→0+
[

√
2πx1σ32(x1, 0)], K D

R = lim
x1→0+

[

√
2πx1 D2(x1, 0)], (17)

or equivalently

KR =

[
K σ

R
K D

R

]
= lim

z→0
[
√

2π zC1 f ′1(z)]. (18)

Using these definitions and (14), we ultimately obtain a concise and elegant
expression of the resultant field intensity factors as

KR = 2(C−1
1 +C−1

2 )−1C−1
2 K

+ 2
√

2π(C−1
1 +C−2

2 )−1Im
{
[D′(0)− P ′(0)]

[
ε∗32− iε∗31

−
1
2(E

∗

2 − iE∗1)

]}
. (19)

We can see from the above expression that the intensity factors are independent
of the radius of the circular inhomogeneity. Moreover, we can deduce that when
the eigenstrains and eigenelectric fields satisfy the condition

ε∗31

ε∗32
=

E∗1
E∗2
=

Im{D′(0)− P ′(0)}
Re{D′(0)− P ′(0)}

, (20)

Equation (19) gives us that

KR = 2(C−1
1 +C−1

2 )−1C−1
2 K , (21)
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semi-infinite
crack

Eshelby inclusion S3

S2

S1

x2

0

x1

Figure 3. A noncircular interface 0 when ξ ∈ L is circular.

which implies that the Eshelby inclusion exerts no influence on the resultant field
intensity factors at the crack tip, or equivalently exerts a neutral effect on the elec-
troelastic field at the crack tip. Note that the condition in (20) is independent of
the electroelastic constants of the fibrous piezoelectric composite.

5. An illustrative example

In this example, ξ ∈ L is a circle described by

|ξ − ξ0| = d, ξ ∈ L . (22)

Although ξ ∈ L is a circle, z ∈ 0 is noncircular. Such a noncircular interface 0
is shown in Figure 3. The auxiliary function D(ξ) and the polynomial P(ξ ) are
found to be

D(ξ)=
d4

(ξ − ξ0)2
+

2ξ̄0d2

ξ − ξ0
+ ξ̄ 2, P(ξ)= ξ̄ 2. (23)

Substituting these into (14)–(16), we obtain specific expressions for the three
analytic vector functions as follows:

f1(ξ)= 2(C1+C2)
−1C2

×

{[
d4

(ξ − ξ0)2
+

2ξ̄0d2

ξ − ξ0

] [
ε∗32− iε∗31

−
1
2(E

∗

2 − iE∗1)

]
−

[
d4

(ξ − ξ̄0)2
+

2ξ0d2

ξ − ξ̄0

] [
ε∗32+ iε∗31

−
1
2(E

∗

2 + iE∗1)

]
+ i

√
2
π

C−1
2 Kξ

}
, ξ ∈�1; (24)



ESHELBY INCLUSION WITH PIEZOELECTRIC INHOMOGENEITY AND A CRACK 133

f2(ξ)= (C1+C2)
−1(C1−C2)

×

{[
d4

(Rξ−1−ξ̄0)2
+

2ξ0d2

Rξ−1−ξ̄0

] [
ε∗32+iε∗31

−
1
2(E

∗

2+iE∗1)

]
−

[
d4

(Rξ−1−ξ0)2
+

2ξ̄0d2

Rξ−1−ξ0

] [
ε∗32−iε∗31

−
1
2(E

∗

2−iE∗1)

]
−i

√
2
π

C−1
2 K Rξ−1

}
+

[
d4

(ξ−ξ0)2
+

2ξ̄0d2

ξ−ξ0

] [
ε∗32−iε∗31

−
1
2(E

∗

2−iE∗1)

]
−

[
d4

(ξ−ξ̄0)2
+

2ξ0d2

ξ−ξ̄0

] [
ε∗32+iε∗31

−
1
2(E

∗

2+iE∗1)

]
+i

√
2
π

C−1
2 Kξ, ξ ∈�2; (25)

f3(ξ)= (C1+C2)
−1(C1−C2)

×

{[
d4

(Rξ−1− ξ̄0)2
+

2ξ0d2

Rξ−1− ξ̄0

] [
ε∗32+ iε∗31

−
1
2(E

∗

2 + iE∗1)

]
−

[
d4

(Rξ−1− ξ0)2
+

2ξ̄0d2

Rξ−1− ξ0

] [
ε∗32− iε∗31

−
1
2(E

∗

2 − iE∗1)

]
− i
√
π

2
C−1

2 K Rξ−1
}

+ ξ 2
[

ε∗32+ iε∗31

−
1
2(E

∗

2 + iE∗1)

]
− ξ̄ 2

0

[
ε∗32− iε∗31

−
1
2(E

∗

2 − iE∗1)

]
−

[
d4

(ξ−ξ̄0)2
+

2ξ0d2

ξ−ξ̄0

] [
ε∗32+ iε∗31

−
1
2(E

∗

2+iE∗1)

]
+ i

√
2
π

C−1
2 Kξ, ξ ∈�3. (26)

Substituting (23) into (19) yields

KR = 2(C−1
1 +C−1

2 )−1C−1
2 K

+
2
√

2πd2(|ξ0|
2
− d2)

|ξ0|6
(C−1

1 +C−1
2 )−1

×

[
2[ε∗31u0(u2

0− 3v2
0)+ ε

∗

32v0(3u2
0− v

2
0)]

−E∗1 u0(u2
0− 3v2

0)− E∗2v0(3u2
0− v

2
0)

]
, (27)

where

u0 = Re{ξ0},

v0 = Im{ξ0}.
(28)
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ε
∗ 31
/
ε
∗ 32
=

E
∗ 1
/

E
∗ 2

v0/u0

Figure 4. Variation of ε∗31/ε
∗

32 = E∗1/E∗2 as a function of v0/u0 in (29).

When the eigenstrains and eigenelectric fields satisfy

ε∗31

ε∗32
=

E∗1
E∗2
=
v0(v

2
0 − 3u2

0)

u0(u2
0− 3v2

0)
, (29)

the inclusion will have no influence on the resultant field intensity factors at the
crack tip. Condition (29) can be deduced from (20) or indeed from (27). The
variation of ε∗31/ε

∗

32= E∗1/E∗2 as a function of v0/u0 in (29) is illustrated in Figure 4.
It is seen in Figure 4 that ε∗31 = E∗1 = 0 when v0/u0 =±

√
3=±1.7321 and that

ε∗32 = E∗2 = 0 when v0/u0 =±1/
√

3=±0.5774.
Due to the fact that ξ ∈�3 is circular, the average stresses and electric displace-

ments within the Eshelby inclusion can be determined as[
〈σ32+ iσ31〉

〈D2+ iD1〉

]
=−i

√
1

2π
Kξ−1

0 −C2

[
1+

d2(d2
− |ξ0|

2
+ ξ 2

0 )

ξ0(ξ0− ξ̄0)3

] [
ε∗32+ iε∗31

−
1
2(E

∗

2 + iE∗1)

]
+C2(C1+C2)

−1(C2−C1)

×

{
d2 R(d2

+ R− |ξ0|
2)

(R− |ξ0|2)3

[
ε∗32+ iε∗31

−
1
2(E

∗

2 + iE∗1)

]
−

d2 R[ξ0(d2
− |ξ0|

2)+ ξ̄0 R]
ξ0(R− ξ 2

0 )
3

[
ε∗32− iε∗31

−
1
2(E

∗

2 − iE∗1)

]

+i

√
1

2π
C−1

2 K Rξ−3
0

}
, (30)

where 〈 · 〉 denotes the average over ξ ∈�3.
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6. Conclusions

We present a general method leading to an analytic solution of the interaction
problem of an Eshelby inclusion of arbitrary shape undergoing uniform antiplane
eigenstrains and in-plane eigenelectric fields near a circular piezoelectric inhomo-
geneity partially penetrated by a semi-infinite crack. The cracked piezoelectric
plane in the physical z-plane is mapped onto the lower half of the image plane via
the conformal mapping in (7). An auxiliary function D(ξ) is constructed in (10).
With the aid of D(ξ), we apply analytic continuations across the straight boundary
Im{ξ} = 0 and across the circular boundary |ξ | = R1/2 to arrive at the three analytic
vector functions f1(ξ), f2(ξ), and f3(ξ). A concise and elegant expression of
the resultant stress and electric displacement intensity factors at the crack tip is
obtained in (19). As an illustrative example, we present explicit expressions of
the three analytic vector functions and the resultant intensity factors for the special
case when ξ ∈ L is a circle.
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