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The global response of experimental uniaxial tests cannot be homogeneous, because of the unavoidable presence of localized deformations, which is always preferential from an energetic viewpoint. Accordingly, one must introduce some characteristic lengths in order to penalize deformations that are too localized. This is what leads to the concept of nonlocal damage models. The nonlocal approach employs nonlocal terms in the internal deformation energy in order to control the size of the localization region. In phase-field models and, in general, in gradient models, dependence of the internal energy upon the first gradient of damage is assumed, while in our approach the nonlocality is given by the dependence of the internal energy upon the second gradient of the displacement field. A discussion of the advantages and challenges of using the gradient of damage and of using the second gradient of the displacement field will be addressed in the present paper. A variational inequality is formulated and partial differential equations (PDEs), boundary conditions (BCs), and Karush–Kuhn–Tucker (KKT) conditions will be derived within the framework of 2D strain gradient damage mechanics. A novel dependence of the stiffness coefficients with respect to the damage field will also be discussed. Further, an explicit derivation of the damage field evolution in loading conditions will be provided. Finally, a numerical technique based on commercial software has been introduced and discussed for a couple of standard problems.

1. Introduction

1.1. A short overview. The literature on regularized damage laws, or so-called phase-field models, when the regularization is performed on the damage variable, has become quite intense in these last ten years. It has been proved, e.g., in [Lorentz and Andrieux 2003], that a regularization through the introduction of the gradient of damage allows one to overcome issues related to localization and mesh-dependency. Moreover, rigorous proofs of the convergence of such models...
towards the Griffith model of brittle fracture have strengthened such choice of regularization through the gradient of the damage variable; see for example [Ambrosio and Tortorelli 1990; Sicsic and Marigo 2013]. Thus, the nonlocality is customarily given by the dependence of the internal energy $U$ upon the first gradient of damage $\nabla \omega$ [Marigo 1989; Comi 1999; Pham et al. 2011a; Miehe et al. 2016]. A fully nonlocal model, in the Piola-peridynamic framework [dell’Isola et al. 2015a], has also been developed in the literature, like in, e.g., [Bažant and Jirásek 2002; Bažant and Pijaudier-Cabot 1988]. Another interesting and effective approach is due to [Forest 2009]. In the approach presented in this paper the nonlocality is given by the dependence of the internal energy upon the second gradient of the displacement field. In other words, the internal elastic energy per unit volume $U$ is assumed to be a function not only of the strain $G$, but also of its gradient $\nabla G$. This approach is not new in damage continuum mechanics; see also [Peerlings et al. 2001; Mühlich et al. 2013; Zybell et al. 2009; Oliver-Leblond et al. 2016]. Beyond the convergence of some damage gradient models towards the Griffith model for brittle fracture, the main advantage of using the gradient of damage is simply due to the fact that handling the gradient of a scalar (i.e., the damage field) is easier than dealing with the gradient of a tensor (i.e., the strain). A first consequence of this fact is that the number of constitutive parameters for a damage gradient model is lower than that of a strain gradient model, and this will be discussed in more detail in the next subsection. In the remainder of this section we investigate and present two main advantages of using the strain gradient approach. First of all, an interpretation of those boundary conditions that are necessary to ensure the uniqueness of the solution is guaranteed only for strain gradient models and not for damage gradient models. This issue is very important when performing experimental and numerical parameter identification. Secondly, regularization in the elastic phase is achieved only with strain gradient models and not with damage gradient models.

1.2. Number of constitutive parameters. Let us consider for simplicity the isotropic case. For the strain gradient model the number of constitutive coefficients to be identified (in addition to the standard Lamé coefficients) is 5 for the 3D case and 4 for the 2D case. For the damage gradient model, in addition to the standard Lamé coefficients, we have 1 further parameter. In order to identify the constitutive parameters, an experimental procedure is necessary. In this regard, many attempts [Placidi et al. 2015; 2017; Rahali et al. 2016] have been exploited in the framework of strain gradient elasticity.

1.3. Interpretation of boundary conditions. In continuum damage mechanics, the kinematics (see also Figure 1) is defined by both the displacement $u(X, t)$ (or the placement $\chi(X, t)$) and the damage $\omega(X, t)$ fields. In the damage gradient approach one assumes always natural boundary conditions, as is shown in Figure 2,
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\[ \chi(X,t), \omega(X,t) \]

**Figure 1.** Kinematics in continuum damage mechanics.

\[ \nabla \omega \cdot n = 0 \]

**Figure 2.** Natural boundary conditions for the damage gradient approach.

\[ \nabla \omega \cdot n \neq 0 \]

**Figure 3.** An internal boundary (a line in the present 2D case) is depicted, where \( n \) is one of its unit normals. The internal boundary is chosen in such a way that the projection of the damage gradient on the unit normal \( n \) is nonzero.

\[ \nabla \omega \cdot n = ? \]

**Figure 4.** External boundary conditions for the damage gradient approach that guarantee the same solution of the boundary value problem represented in Figure 2.

where \( n \) is the external unit normal. With these natural boundary conditions, which are represented in Figure 2, one obtains a solution in terms of the damage field \( \omega(X, t) \) such that there exists an internal boundary where

\[ (\nabla \omega) \cdot n \neq 0. \]  \hspace{1cm} (1)
Figure 5. Domain of the elastic problem defined in (3).

Such an internal boundary is depicted, e.g., in Figure 3. Let us now perform a so-called Cauchy-cut over the internal boundary represented in Figure 3 and take the left part in such a way that the unit normal $n$ defines its external unit normal. We now take into account the boundary value problem, as in Figure 4, such that the solutions of the problems represented in Figures 3 and 4 are the same if restricted over the domain of Figure 4. Which kind of boundary conditions should we assume for the damage gradient? If we assume zero natural boundary conditions, then the solutions of the problems in Figures 3 and 4, restricted over the domain of Figure 4, are different. Because of the uniqueness of the solution, in order for the problems in Figures 3 and 4 to have the same solution, we should have nonzero natural boundary conditions. Thus, in the damage gradient approach one faces the problem of interpreting the natural boundary conditions. It is worth noting that the interpretation of the extra boundary conditions in the strain gradient approach, in terms of the normal gradient of displacement and/or double force and in terms of vertex-contact actions, is standard for elastic strain gradient models.

1.4. Regularization of the elastic phase. In order to support the claim that a regularized scheme is necessary also for the elastic phase, we consider the following example (personal communication of Pierre Seppecher). The number of examples of this kind is very large. However, what we show here is simple to conceive and deserves a short illustration. Let us find, among all the displacement fields that satisfy the boundary conditions

$$u/u(O) = \hat{e}_3, \quad u(\partial \Omega) = 0,$$

the solution to the second-gradient elastic problem

$$\inf_{\Omega} \int_{\Omega} \| \nabla \nabla u \|^2,$$
where \( \Omega \subseteq \mathbb{R}^2 \) is the circle of radius equal to 1 in Figure 5 and \( \hat{e}_3 \) is the out-of-plane unit vector. It is possible to prove that the solution to (3) is

\[
u = \frac{2}{3} r^2 \ln r - r^2 + 1
\]

and that the infimum, which is in fact a minimum, is

\[
\int_{\Omega} \|\nabla \nabla \nu\|^2 = \pi \frac{16}{3}.
\]

This means that the energy attained in correspondence of the solution is finite, as one would expect. If the energy to be minimized, among all the displacement fields satisfying the (2), is of first-gradient type, e.g., it is given by

\[
\inf_{\Omega} \int_{\Omega} \|\nabla \nu\|^2,
\]

an explicit analytical solution can still be found and reads as

\[
u = \lim_{\varepsilon \to 0} \frac{\ln r}{\ln \varepsilon}.
\]

In this case, the infimum is

\[
\int_{\Omega} \|\nabla \nu\|^2 = -\lim_{\varepsilon \to 0} \frac{2\pi}{\ln \varepsilon} = 0,
\]

which means that the energy attained in correspondence of the solution is zero, a fact that is clearly not reasonable on a physical ground.

### 2. The variational inequality and the derivation of governing equations

In order to formulate governing equations for nonstandard models, it is useful to use a variational procedure. The reason for such a choice is that the definition of those boundary conditions that guarantee uniqueness of the solution is straightforward in this way. A variational principle of maximum plastic work has been derived already by Hill \[1948\]. Further contributions are due to, among others, \[Maier 1970; Bažant 1980; Bourdin et al. 2008; Pham et al. 2011b; Marigo 1989; Amor et al. 2009; Pham and Marigo 2010a; 2010b; Reddy 2011a; 2011b\].

#### 2.1. Kinematics of the model

As shown in Figure 1, the kinematics of the model is given by the displacement field \( \nu \), which is an observable state variable

\[
u : (\mathbb{R}^2 \supseteq \mathcal{B}, [0, T]) \rightarrow \mathbb{R}^2,
\]

and by the damage field \( \omega \), which is an internal state variable

\[
\omega : (\mathbb{R}^2 \supseteq \mathcal{B}, [0, T]) \rightarrow [0, 1].
\]
with $\omega = 0$ corresponding to the undamaged material and $\omega = 1$ to the failure state. Further, we don’t take into account any healing mechanism, and this introduces the unilateral (entropic) constraint
\[ \dot{\omega} \geq 0. \] (11)

2.2. The variational inequality. We assume a total deformation energy functional $\mathcal{E}(u, \omega)$ of the kind which has been discussed so far (i.e., including strain gradient). Thus, we evaluate its variation $\delta \mathcal{E}(u, \omega, \delta u, \delta \omega)$. Finally, the variational inequality
\[ \delta \mathcal{E}(u, \omega, \dot{u}, \dot{\omega}) \leq \delta \mathcal{E}(u, \omega, \upsilon, \beta) \] for all $\upsilon$ and for all $\beta \geq 0$ (12)
is assumed for any admissible virtual velocity fields $\beta$ and $\upsilon$. As remarked in [Marigo 1989], inequality (12) states that the actual energy release rate is not smaller than any possible one. Thus, it constitutes a kind of principle of maximum energy release rate.

2.3. The total energy functional in the strain gradient damage 2D case. The total energy functional which is here investigated is defined as
\[ \mathcal{E}(u, \omega) = \int_{\mathbb{B}} [U(G, \nabla G, \omega) - b^{\text{ext}} \cdot u - m^{\text{ext}} \cdot \nabla u] \, dA \]
\[ - \int_{\partial \mathbb{B}} [t^{\text{ext}} \cdot u + \tau^{\text{ext}} \cdot (u \cdot \nabla) n] \, ds - \int_{[\partial \mathbb{B}]} f^{\text{ext}} \cdot u, \] (13)
where a standard second-gradient elastic energy, with $G$ the symmetric part of the displacement gradient, has been complemented with an isotropic local damage dissipation term. The 2D isotropic quadratic internal deformation energy density functional accounting for damage is
\[ U(G, \nabla G, \omega) = U_e(G, \nabla G, \omega) + \frac{k}{2} \omega^2, \] (14)
where $k$ is the resistance to damage. The elastic part $U_e(G, \nabla G, \omega)$ of the internal energy that is here considered is
\[ U_e(G, \nabla G, \omega) = 2\mu G_{12}^2 + \frac{1}{2}\lambda (G_{11} + G_{22})^2 + \mu (G_{11}^2 + G_{22}^2) \]
\[ + \frac{B}{2} (G_{11,1}^2 + G_{22,2}^2) + 2A(G_{12,1}^2 + G_{12,2}^2) \]
\[ + \left( \frac{3A}{2} - B + C + 2D \right) (G_{11,2}^2 + G_{22,1}^2) \]
\[ + (A + B - 2C) (G_{11,1} G_{12,2} + G_{12,1} G_{22,2}) \]
\[ + (-4A + 2B - 4D) (G_{12,2} G_{22,1} + G_{11,2} G_{12,1}) \]
\[ + \left( -\frac{A}{2} - \frac{B}{2} + C + 2D \right) (G_{11,2} G_{22,2} + G_{11,1} G_{22,1}), \] (15)
where the stiffness coefficients $\lambda$, $\mu$, $A$, $B$, $C$, and $D$ all depend upon damage $\omega$. The dependence of the elastic coefficients upon damage is illustrated in the next subsection.

### 2.4. Dependence of the elastic coefficients upon damage

In our model Lamé constants are, as it is customarily assumed in damage mechanics, a decreasing function of damage,

$$\lambda = \lambda_0 (1 - \omega), \quad \mu = \mu_0 (1 - \omega),$$  \hspace{1cm} (16)

while second-gradient elastic stiffnesses are increasing with increasing damage,

$$A = A_0 (1 + n \omega), \quad B = B_0 (1 + n \omega), \quad C = C_0 (1 + n \omega), \quad D = D_0 (1 + n \omega), \quad n \in \mathbb{R}.$$  \hspace{1cm} (17)

The reason for such a choice is that the state of damage is by itself a kind of measure of the microstructures of the continuum. When modeling some classes of phenomena (e.g., the behavior of laminate composites, where damage is spreading without localizing too much), it is reasonable to conceive a model in which the postulated dependencies (17) of $A$, $B$, $C$, and $D$ upon damage are appropriate. For further details the reader is referred to the complete formulation in [Placidi 2015; 2016]. Moreover, in Section 4 some numerical results show the sensitivity of a certain solution upon the parameter $n$. Finally, it is worth noting that, in order to study the fracture propagation, equations (17) should change. However, this will be the topic of another work.

### 2.5. Derivation of governing partial differential equations

It is possible to prove that the variational inequality (12) reduces to the usual balance of momenta when arbitrary variations $\delta u$ and no variations $\delta \omega$, i.e., $\delta \omega = 0$, are considered:

$$\delta \mathcal{E}(u, \omega, \delta u, \delta \omega = 0) = 0.$$  \hspace{1cm} (18)

By applying the localization theorem we get the system of PDEs

$$(S_{ij} - T_{ij,h,h})_{,j} + b_i^{\text{ext}} - m_{ij,j}^{\text{ext}} = 0 \quad \text{for all } X \in \mathcal{B},$$  \hspace{1cm} (19)

where stress and hyperstress are defined as

$$S_{ij} = \frac{\partial U}{\partial G_{ij}}, \quad T_{ij,h} = \frac{\partial U}{\partial G_{ij,h}}.$$  \hspace{1cm} (20)

### 2.6. Derivation of boundary conditions

For those points of $\partial \mathcal{B} \setminus [\partial \partial \mathcal{B}]$ where kinematical constraints on $u$ are not given, i.e., where $\delta u \neq 0$, we have the natural boundary conditions $t - t^{\text{ext}} - m^{\text{ext}} = 0$. For those points of the $\partial \mathcal{B} \setminus [\partial \partial \mathcal{B}]$ where kinematical constraints on $\nabla u$ are not given, i.e., where $\delta \nabla u \neq 0$, we have the natural boundary conditions $\tau - \tau^{\text{ext}} = 0$. Finally, for those points of $[\partial \partial \mathcal{B}]$ where
kinematical constraints on \( u \) are not given, i.e., where \( \delta u \neq 0 \), we have the natural boundary conditions \( f - f^{\text{ext}} = 0 \). For further details, i.e., for proper definitions of the contact actions \( t, \tau \), and \( f \), the reader is referred to the complete formulation in [Placidi et al. 2015; Placidi and El Dhaba 2017].

2.7. Derivation of the Karush–Kuhn–Tucker conditions. By choosing \( \nu = \dot{u} \) and \( \beta = 0 \) (followed by the choice \( \beta = 2\dot{\omega} \) and then by the choice \( \beta = \dot{\omega} \)) in the variational inequality (12), it is possible to prove, by localization arguments, that \( \frac{\partial U}{\partial \omega} \) and/or \( \dot{\omega} \) (which is always nonnegative, i.e., \( \dot{\omega} \geq 0 \)) must vanish for each point \( X \) of \( B \) and time \( t \)

\[
\frac{\partial U}{\partial \omega} \dot{\omega} = 0 \quad \text{for all } X \in B.
\]  

(21)

Thus, we are able to derive the so-called Karush–Kuhn–Tucker (KKT) conditions for damage mechanics simply from the variational principle (12).

2.8. Comments. For a fixed \( \omega \), the behavior is (linear and) elastic. However, since \( \omega \) evolves (quasistatically), the global behavior is inelastic and the effective Young’s modulus is proportional to \( (1 - \omega) \). This corresponds to a global softening behavior. Further, given the choice of the dissipation energy (i.e., quadratic dependence upon damage), damage will increase from the very beginning and no purely elastic behavior is observed as if, e.g., a linear dependence upon damage was assumed. It is crucial, even if redundant, to remark that our model accounts for the fact that localization of strain and damage consists of a two-way interaction: localization of strain implies localization of damage and vice versa. Anyway, contrarily to what is done usually in damage mechanics, accounting for nonlocal behavior is not encoded in the (local) damage term (indeed this is not a phase field model, i.e., nonlocal/gradient damage). Accounting for nonlocal behavior is encoded in the dependence of the strain energy upon the strain gradient (advantages and challenges of this approach were explained in the previous section). It is possible to show that, without nonlocal terms, concentration of stress (strain) leads to a burst of damage (up to 1) in these very localized regions. Consequently, the first-gradient model works only for moderate levels of mean damage, being unable to capture, for instance, the softening process. Further, since strain gradient terms make us “pay” for the localization of strain (stress), they play the role of “limiters” against brutal failure. Thus, the model works up to higher levels of mean damage, being able to capture the softening process.

3. Solution algorithm in incremental form

Since \( \dot{\omega} \geq 0 \), KKT conditions (21) imply that

\[
\frac{\partial U}{\partial \omega} = 0 \quad \vee \quad \dot{\omega} = 0 \quad \text{for all } X \in B.
\]  

(22)
Then, we define a damage threshold \( \bar{\omega}(G, \nabla G) \) such that

\[
\frac{\partial U}{\partial \omega}(G, \nabla G, \bar{\omega}(G, \nabla G)) = 0. \tag{23}
\]

With the prescriptions (15) on the functional dependence of the elastic internal energy upon the strain and the strain gradient tensors, (14) on the functional dependence of the dissipation energy upon the entropic damage variable, and (16)–(17) on the functional dependence of the first- and second-gradient elastic stiffnesses upon the entropic damage variable, we obtain the form for the damage threshold

\[
\bar{\omega}(X, t) = \frac{\lambda_0 + 2\mu_0}{k} (u_{1,1}^2 + u_{2,2}^2) + 2\frac{\mu_0}{k} u_{1,2}u_{2,1} + \frac{\mu_0}{k} (u_{1,2}^2 + u_{1,1}^2) + 2\frac{\lambda_0}{k} u_{1,1}u_{2,2}
\]

\[
- n \frac{A_0}{k} (u_{1,22}^2 + u_{2,11}^2) - n \frac{B_0}{k} (u_{1,11}^2 + u_{2,22}^2) - n \frac{C_0}{k} (u_{1,12}^2 + u_{2,12}^2)
\]

\[
- 2n \frac{D_0}{k} (u_{1,11}u_{2,12} + u_{2,22}u_{1,12}) - n \frac{B_0 - C_0 + A_0}{k} (u_{1,11}u_{2,12} + u_{2,11}u_{2,22})
\]

\[
- 2n \frac{B_0 - A_0 - D_0}{k} (u_{1,12}u_{2,11} + u_{1,22}u_{1,12}). \tag{24}
\]

First of all, an initial condition for both displacement and damage is assigned as

\[
u(X, 0) = u_0(X) = 0 \quad \text{for all } X \in \mathcal{B}, \quad \omega(X, 0) = \omega_0 = 0 \quad \text{for all } X \in \mathcal{B}. \tag{25}\]

Once the initial condition is assigned, the displacement field \( u_i(X) \) for the \( i \)-th step (with \( i \in \mathbb{N} \)) is derived from (18) as

\[
u_i = \arg \min_{\nu : \mathcal{B} \to \mathbb{R}^2} \mathcal{E}(\nu, \omega_{i-1}), \tag{26}\]

and the damage field \( \omega_i(X) \) for the \( i \)-th step is derived from (21) as

\[
\omega_i = \max(\bar{\omega}(G_i, \nabla G_i), \omega_{i-1}), \tag{27}\]

where here we intend \( u_i \) and \( \omega_i \) to be the values, at a certain point, of the displacement \( u \) and damage \( \omega \) at the time step \( t_i \). It is worth noting that an a priori discretization of the time variable, that in the present quasistatic case is interpreted as an order parameter, must be performed.

The incremental formulation has been implemented in MATLAB. For simplicity, we performed only displacement-controlled numerical experiments and, at each step, the minimization problem in (26) is approximated by means of the weak form package of the FEM software COMSOL Multiphysics. The mesh is triangular, and it is Delaunay-tessellated (maximum element size \( 3.0 \times 10^{-4} \) m and minimum element size \( 6.0 \times 10^{-7} \) m). When strain gradient constitutive coefficients \( A = B = C = D = 0 \) are null, quadratic Lagrangian shape functions are employed while, when they are greater than zero, cubic Hermite shape functions are used. The Newton–Raphson method is used to numerically solve the algebraic system.
coming from the Galerkin approximation. The computational time for each step is approximately 40 s with an Intel Core i7-6700HQ CPU at 2.60 GHz and 16 GB RAM machine.

4. Tensile tests of plain and perforated plate

We investigate two simple geometries: a plain rectangle, like the one in Figure 6, and a perforated rectangle, like the one in Figure 7.

Numerical simulations have been performed with the constitutive coefficients illustrated in Table 1, where the Lamé coefficients $\lambda$ and $\mu$ depend in the standard way upon the Young’s modulus and Poisson’s ratio given in Table 1. Further, $L$
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Young’s modulus ($Y$) | Poisson’s ratio | $k$ | $L$ | $l$
---|---|---|---|---
75 GPa | 0.11 | 75 kPa | 20 mm | 30 mm

| $\alpha_0^0$, $\alpha_2^0$, $\alpha_3^0$, $\alpha_4^0$ | $\alpha_0^0$ | $n$ | $d$
---|---|---|---
$m \cdot Y \cdot 1 \text{ mm}^2$ | $\alpha_0^0/2$ | 0 or 1 | 0.33 mm

Table 1. Numerical values which are used in simulations.

Figure 8. Tensile test (plain plate): $m = 0$. $S_{11}$ (Pa) (right side midpoint) versus $G_{11}$ (right side midpoint) (blue); $S_{11}$ (Pa) (right side midpoint) versus $G_{22}$ (right side midpoint) (orange); $l = 30 \text{ mm}; m = 0; n = 1$.

Figure 9. Tensile test (plain plate): $m = 0$. Color map of $\omega$ at failure point; $l = 30 \text{ mm}; m = 0; n = 1$. No boundary layer. Burst of damage in very localized zones.

and $l$ are the lengths of the sides of the rectangle and the undamaged second-gradient stiffnesses $A_0$, $B_0$, $C_0$, and $D_0$ are related to the 5 Mindlin’s 3D coefficients illustrated in Table 1 as

$$
\begin{pmatrix}
A_0 \\
B_0 \\
C_0 \\
D_0
\end{pmatrix}
= 
\begin{pmatrix}
0 & 0 & 2 & 2 \\
8 & 2 & 8 & 4 \\
2 & 1 & 1 & 3 \\
3 & 1 & 2 & 0
\end{pmatrix}
\begin{pmatrix}
\alpha_0^0 \\
\alpha_2^0 \\
\alpha_3^0 \\
\alpha_4^0
\end{pmatrix}
.$$  

(28)
Moreover, as is shown in Table 1, $m$ is the (nondimensional) weight of second-gradient terms in the internal strain energy. Further, the parameter $n$, introduced in the constitutive assumptions (17), determines the effect of damage on the microstructure; i.e., damage can either affinely magnify ($n > 0$) or affinely shrink ($n < 0$) the square of the characteristic length that is, in millimeters, given by $\sqrt{m}$. Finally, $d$ is the diameter of the circular hole appearing in Figure 7. We make clear that the abscissa of the stress-strain plots which will be shown in the sequel is not equal to the ratio of the imposed displacement $\bar{u}$ to $l$ (i.e., it is not the global strain), but it is in fact the value of $G_{11}$ at the midpoint of the right side of the rectangular domain, i.e., the local strain.

In Figure 8, the stress-strain relationship for the tensile simulation of a plain plate is shown for a first gradient continuum, which means for $m = 0$. A slight loss of material stiffness is observed, which however does not lead to any decrease in stress as strain increases. In Figure 9, a contour plot of the damage variable is shown at failure point, in the same example. We remark that the absence of

Figure 10. Tensile test (plain plate): $m = 0.05$. $S_{11}$ (Pa) versus $G_{11}$ (blue); $S_{11}$ (Pa) versus $G_{22}$ (orange); $l = 30$ mm; $m = 0.05$; $n = 1$. This graphic shows strain-gradient-enabled softening.

Figure 11. Tensile test (plain plate): $m = 0.05$. Color map of $\omega$ at failure point; $l = 30$ mm; $m = 0.05$; $n = 1$. 

Moreover, as is shown in Table 1, $m$ is the (nondimensional) weight of second-gradient terms in the internal strain energy. Further, the parameter $n$, introduced in the constitutive assumptions (17), determines the effect of damage on the microstructure; i.e., damage can either affinely magnify ($n > 0$) or affinely shrink ($n < 0$) the square of the characteristic length that is, in millimeters, given by $\sqrt{m}$. Finally, $d$ is the diameter of the circular hole appearing in Figure 7. We make clear that the abscissa of the stress-strain plots which will be shown in the sequel is not equal to the ratio of the imposed displacement $\bar{u}$ to $l$ (i.e., it is not the global strain), but it is in fact the value of $G_{11}$ at the midpoint of the right side of the rectangular domain, i.e., the local strain.

In Figure 8, the stress-strain relationship for the tensile simulation of a plain plate is shown for a first gradient continuum, which means for $m = 0$. A slight loss of material stiffness is observed, which however does not lead to any decrease in stress as strain increases. In Figure 9, a contour plot of the damage variable is shown at failure point, in the same example. We remark that the absence of
nonlocal contributions to the internal strain energy density, which would prevent strain localization, results in the absence of any boundary layer and, thus, in a burst of damage in very localized zones. This fact leads to mesh dependency as, whatever the finite element characteristics (size and geometry of mesh and shape function), the first failure is always observed in one single finite element. In Figure 10, which represents the stress-strain diagram for the experiment in Figure 6 and for \( m = 0.05 \), a loss of material stiffness is observed as well. Since the increase of damage due to localization is slowed down by the presence of second-gradient contributions, failure of the material occurs well after that in the case of \( m = 0 \) and a stationary point of the stress-strain relationship is observed for a longitudinal strain corresponding to approximately \( G_{11} = 5.8 \times 10^{-4} \). In Figure 11, a contour plot of the damage variable is shown at failure point for the same example. We remark that the presence of nonlocal contributions to the internal strain energy density
Figure 14. Tensile test (perforated plate): $m = 0.05$. Color map of $\omega$ at failure point; $l = 30$ mm; $m = 0.05$; $n = 1$. This graphic is coherent with well known analytical results in the theory of first-gradient linear homogeneous isotropic elasticity.

Figure 15. Tensile test (perforated plate): $m = 0.05$. Color map of $S_{11}$ (Pa) (left), $S_{12}$ (Pa) (center), $S_{22}$ (Pa) (right) at failure point; $l = 30$ mm; $m = 0.05$; $n = 1$.

prevents strain localization and mesh dependency is not observed since the regions with the highest value of damage at the left corners of the specimen are larger than the size of a single finite element. In Figure 12 the contour plots at failure point of the components of the stress tensor are shown. Figures 13, 14, and 15 show, respectively, the stress-strain curve, the damage contour plot at failure point, and the contour plots of the components of the stress tensor for the test described in Figure 7, when $m = 0.05$. As is clear from Figure 14, failure occurs at the intersection of the transversal axis of the rectangular specimen with the perimeter of the internal circular void and mesh dependency is again avoided by the presence of second-gradient contributions. Still, the characteristic length introduced by means of second gradient is not sufficiently large to limit the increase of damage up to failure and, thus, to see a change of sign in the derivative of the stress-strain
relationship. In Figure 16, the stress-strain curve is shown for the test in Figure 6, when \( m = 0.1 \). Clearly, in this case the weight of the second-gradient contribution is sufficiently high to see a decrease of stress as strain increases. It is also relevant that, for such value of \( m \), a snap-back like transition, due to elastic unloading of the region of the specimen adjacent to the right side, occurs. Indeed, as shown in Figure 17, failure occurs at a banded region in the middle of the specimen. It is worth remarking that this phenomenon is not a snap-back in the proper sense of the word, because there is no instability involved in the process. In Figure 20 the contour plot of damage at failure point is shown for the same experiment and for a different width of the rectangular specimen, in order to show that the position of the damage band remains unchanged. This evidence is highlighted in Figure 18. In Figure 19 contour plots of the components of the stress tensor are shown. In Figure 21, the contour plot of damage at failure point for the test in Figure 6,
Figure 18. Tensile test (plain plate): $m = 0.1$. Color map of $\omega$ at failure point; $l = 30\,\text{mm}; m = 0.1; n = 1$.

Figure 19. Tensile test (plain plate): $m = 0.1$. Color map of $S_{11}\,\text{(Pa)}$ (left), $S_{12}\,\text{(Pa)}$ (center), $S_{22}\,\text{(Pa)}$ (right) at failure point; $l = 30\,\text{mm}; m = 0.1; n = 1$.

Figure 20. Tensile test (plain plate): $m = 0.1$. Color map of $\omega$ at failure point; $l = 40\,\text{mm}; m = 0.1; n = 1$.

when $m = 0.1$, is shown for $n = 0$, i.e., the second-gradient coefficients (or the microstructure) are not sensitive at all to the internal state of damage. It is clear
Figure 21. Tensile test (plain plate): $m = 0.1$. Color map of $\omega$ at failure point; $l = 40$ mm; $m = 0.1$; $n = 0$.

Figure 22. Tensile test (plain plate): $m = 0.1$. $S_{11}$ (Pa) versus $G_{11}$; $l = 30$ mm; $m = 0.1$; $n = 1$. This graphic shows dependence of the system upon the path (loading-unloading). The measure of the area inside the cycle is roughly equal to the dissipated energy. After the unloading, the specimen comes back to the initial unstressed configuration. No plastic effect is taken into account.

that the main difference between Figures 17 and 21 is the shape of the damage band. The two figures were obtained under the same conditions, reported in their captions, except for the value of $n$. The damage band is distorted for $n = 0$. In Figures 23, 24, and 25 the stress-strain curve, the damage contour plot at failure point, and the contour plot of the components of the stress tensor for the test described in Figure 6 (with $m = 1$) are shown, respectively. As is clear from Figure 23, in this case no snap-back-like transition is observed. This is due to the fact that the region of the specimen subject to elastic unloading does not include the point where stress and strain are evaluated in Figure 23, i.e., the middle point of the right side, since, as shown in Figure 24, the damage band touches the right boundary of the specimen. In Figure 22 dependence of the system upon the path is shown in a loading-unloading cycle for the data reported in the caption. Since no plastic effects
Figure 23. Tensile test (plain plate): $m = 1$. $S_{11}$ (Pa) versus $G_{11}$ (blue); $S_{11}$ (Pa) versus $G_{22}$ (orange); $l = 30$ mm; $m = 1$; $n = 1$. This graphic shows strain-gradient-enabled softening.

Figure 24. Tensile test (plain plate): $m = 1$. Color map of $\omega$ at failure point; $l = 30$ mm; $m = 1$; $n = 1$.

Figure 25. Tensile test (plain plate): $m = 1$. Color map of $S_{11}$ (Pa) (left), $S_{12}$ (Pa) (center), $S_{22}$ (Pa) (right) at failure point; $l = 30$ mm; $m = 1$; $n = 1$.

are taken into account in the model, after the unloading the specimen comes back to the initial unstressed configuration. Finally, in Figures 26 and 27 mesh-dependency
parametric studies, parametrized over the element size, are reported, respectively, for \( m = 0.1 \) and \( m = 1 \), in the case of the test in Figure 6.

The size of the load parameter step \( \Delta \tilde{u}_i \) has been tuned in order to avoid step-dependent simulations. The step size can be higher, still keeping a good accuracy in the numerical solution, when the specimen is in a regime which resembles the elastic one, i.e., when the stress-strain dependence is very close to linear, while damage increase is overestimated to a certain extent when the step size is too large. In that case, the load-parameter step has been decreased accordingly.

5. Conclusion and outlooks

Continuum damage mechanics, because of the presence of strain localization, deserves a nonlocal generalization. Advantages and challenges of the incorporation of nonlocal effects, by including either the gradient of damage or the second gradient...
of displacement in the internal strain energy, have been discussed. In this paper we have explored the case of a damage continuum isotropic two-dimensional strain gradient model. In order to obtain a well posed system of PDEs, BCs, and KKT conditions, a variational approach has been used. Indeed, what is worth remarking is that the variational approach developed in this work allows us to recover not only the relevant governing equations and an incremental damage evolution law, but also boundary conditions which lead to a well posed problem [dell’Isola et al. 2015b; dell’Isola and Placidi 2011; dell’Isola et al. 2015a; Piola 2014]. We have shown that, in the present model, the regularizing effect of the strain gradient terms results, most of the time, in an irreversible softening behavior (i.e., the derivative of stress with respect to strain becomes negative) and, sometimes, even in a kind of snap-back-like transition due to localized elastic unloading. This localized elastic unloading, in the examples that have been shown, clearly arises from the vertically banded damage leading to failure, very likely formed by the propagation and combination of damage from the upper- and lower-left corners. In fact, along this damage band the material is relaxed very much in comparison to other regions of the specimen, i.e., the stiffness, there, is much lower than in other regions. Hence, this region is elongating much more than other regions which, in order to keep the global strain as the one assigned by boundary conditions, are shrunk. We have shown that the position of the damage band depends upon $m$, which weights the second-gradient contribution to the strain energy, and its shape depends upon $n$, which relates such contribution to damage. No snap-back-like transition due to localized elastic unloading at the right side of the reference domain occurs when the damage band touches the right boundary. Simulations were performed also using quadratic Lagrange elements (instead of Hermite cubic elements, for $m > 0$) and squared meshes (instead of triangular Delaunay-tessellated meshes), confirming the reliability of the results in such a numerically challenging task.

The outlooks of this work are the following. First of all, it would be interesting to exploit the 3D case, in order to understand if geometrical effects due to a higher domain dimensionality could give rise to qualitatively different damage patterns. Then, in order to fit experimental data, it is necessary to develop methods for the experimental and/or theoretical characterization of the constitutive coefficients related to damage. Having a theoretical characterization of such coefficients would be ideal, because it would yield the identification of model parameters related to damage less costly. A promising approach to achieve this goal is to use identification methods based on granular micromechanics [Misra and Singh 2015; 2013], where some kind of damage mechanisms are modeled at the microlevel. Another important line of research that could be potentially pursued starting from this paper would deal with the extension of the present work in order to include plastic phenomena [Contrafatto and Cuomo 2002]. A further numerical campaign has to
be carried out in order to better investigate the variety of phenomena that can be exhibited by this model. There are a number of research questions which are still open; e.g., does higher $m$ with $0.05 < m < 0.1$ always imply rightmost damage band? In any case, on the basis of the results shown in this paper, we can formulate several research hypotheses. A better understanding of the simple model studied in this paper could allow significant advancements for the development of a more involved model including, e.g., anisotropy, large deformations, plasticity, different dissipated energy, etc., based upon the same working principle, and that will be the subject of further investigations. We observe that it could be of interest to generalize the results of this paper, e.g., to the modeling of damaging processes in bone tissues [Andreaus et al. 2014; 2015; Giorgio et al. 2016a; 2016b] and of cementitious and granular materials [Misra and Singh 2015; 2013; Yang and Misra 2012; Yang et al. 2011]. Finally, this approach could be especially useful also for the modeling of damage in 2D structures such as pantographic sheets, fiber textile composites, and elastic nets [Spagnuolo et al. 2017; Turco et al. 2017; 2016; dell’Isola et al. 2016; Eremeyev et al. 2017; Battista et al. 2015].
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