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We propose a general algorithm to compute all the symmetry classes of any SO(3) or O(3) linear representation. This method relies on a binary operator between sets of conjugacy classes of closed subgroups, called the clips. We compute explicit tables for this operation, which allows us to definitively solve the problem.

1. Introduction

The problem of finding the symmetry classes (also called isotropy classes) of a given Lie group linear representation is a difficult task in general, even for a compact group, where their number is known to be finite [Mostow 1957; Mann 1962].

It is only in 1996 that Forte and Vianello [1996] were able to clearly define the symmetry classes of tensor spaces. Such tensor spaces, with natural O(3) and SO(3) representations, appear in continuum mechanics via linear constitutive laws. Thanks to this clarification, Forte and Vianello obtained for the first time the eight symmetry classes of the SO(3) reducible representation on the space of elasticity tensors. One goal was to clarify and correct all the attempts already made to model the notion of symmetry in continuum mechanics, as initiated by Curie [1894], but strongly influenced by crystallography. The results were contradictory — some authors announced nine different elasticity anisotropies [Love 1944] while others...
announced ten of them [Schouten 1951; Jagodzinski 1955; Fedorov 1968; Gurtin 1973]. Following Forte and Vianello, similar results were obtained in piezoelectricity [Weller 2004], photoelasticity [Forte and Vianello 1997], and flexoelectricity [Le Quang and He 2011].

Besides these results on symmetry classes in continuum mechanics, the subject has also been active in the mathematical community, especially due to its importance in bifurcation theory. For instance, Michel [1980] obtained the isotropy classes for irreducible $\text{SO}(3)$ representations. These results were confirmed by Ihrig and Golubitsky [1984] and completed by the symmetry classes for $\text{O}(3)$. Later, they were corrected by Chossat et al. [1990]. Thereafter, Chossat and Guyard [1994] calculated the symmetry classes of a direct sum of two irreducible representations of $\text{SO}(3)$.

In this paper, we propose an algorithm — already mentioned in [Olive and Auffray 2013; 2014; Olive 2014] — to obtain the finite set of symmetry classes for any $\text{O}(3)$ or $\text{SO}(3)$ representation. Such an algorithm uses a binary operation defined over the set of conjugacy classes of a given group $G$ and that we decided to call the clips operation. This operation was almost formulated in [Chossat and Guyard 1994], but with no specific name, and only computed for SO(3) closed subgroups. As mentioned in [Chossat and Guyard 1996], the clips operation allows one to compute the set of symmetry classes $\tilde{\mathcal{I}}(V)$ of a direct sum $V = V_1 \oplus V_2$ of linear representations of a group $G$, if we know the symmetry classes for each individual representation $\tilde{\mathcal{I}}(V_1)$ and $\tilde{\mathcal{I}}(V_2)$.

We compute clips tables for all conjugacy classes of closed subgroups of $\text{O}(3)$ and $\text{SO}(3)$. The clips table for $\text{SO}(3)$ was obtained in [Chossat and Guyard 1994], but we give here more detail on the proof and extend the calculation to conjugacy classes of closed $\text{O}(3)$ subgroups. These results allow us to obtain, in a finite-step process, the set of symmetry classes for any reducible $\text{O}(3)$ or $\text{SO}(3)$ representation, so that for instance we directly obtain the sixteen symmetry classes of piezoelectric tensors.

The subject being particularly important for applications to tensorial properties of any order, the necessity of convincing correctness of the clips tables requires a complete and correct full article with sound proofs. The present article is therefore intended to be a final solution to the theoretical problem and provide the effective calculation of symmetry classes. Of course, we try to show the direct interest in the mechanics of continuous media (for this, references to [Olive and Auffray 2013; 2014] are important), but we have no other choice than to insist on the mathematical formulation of the problem.

The paper is organized as follows. In Section 2, which is close to [Chossat and Guyard 1996, §2.1], the theory of clips is introduced for a general group $G$ and applied in the context of symmetry classes where it is shown that isotropy classes
of a direct sum correspond to the clips of their respective isotropy classes. In Section 3, we recall classical results on the classification of closed subgroups of \( \text{SO}(3) \) and \( \text{O}(3) \) up to conjugacy. Models for irreducible representations of \( \text{O}(3) \) and \( \text{SO}(3) \) and their symmetry classes are recalled in Section 4. We then provide in the subsection beginning on page 214 some applications to tensorial mechanical properties, as the nonclassical example of Cosserat elasticity. The clips tables for \( \text{SO}(3) \) and \( \text{O}(3) \) are presented in Section 5. The details and proofs of how to obtain these tables are provided in Appendices A and B.

2. A general theory of clips

Given a group \( G \) and a subgroup \( H \) of \( G \), the conjugacy class of \( H \)

\[ [H] := \{ gHg^{-1} : g \in G \} \]

is a subset of \( \mathcal{P}(G) \). We define \( \text{Conj}(G) \) to be the set of all conjugacy classes of a given group \( G \):

\[ \text{Conj}(G) := \{ [H] : H \subset G \}. \]

Recall that, on \( \text{Conj}(G) \), there is a preorder relation induced by inclusion. It is defined as

\[ [H_1] \leq [H_2] \quad \text{if} \quad H_1 \text{ is conjugate to a subgroup of } H_2. \]

When restricted to the \textit{closed subgroups} of a topological compact group, this preorder relation becomes a \textit{partial order} [Bredon 1972, Proposition 1.9] and defines the \textit{poset} (partially ordered set) of conjugacy classes of \textit{closed subgroups} of \( G \).

We now define a binary operation called the \textit{clips operation} on the set \( \text{Conj}(G) \).

\textbf{Definition 2.1.} Given two conjugacy classes \([H_1]\) and \([H_2]\) of a group \( G \), we define their \textit{clips} as the subset of conjugacy classes

\[ [H_1] \circ [H_2] := \{ [H_1 \cap gH_2g^{-1}] : g \in G \}. \]

This definition immediately extends to two families (finite or infinite) \( \mathcal{F}_1 \) and \( \mathcal{F}_2 \) of conjugacy classes:

\[ \mathcal{F}_1 \circ \mathcal{F}_2 := \bigcup_{[H_i] \in \mathcal{F}_1} [H_1] \circ [H_2]. \]

\textbf{Remark 2.2.} The clips operation was already introduced, with no specific name, in [Chossat and Guyard 1994], the notation being \( \mathcal{P}(H_1, H_2) \). In this article, the author only focus on the \( \text{SO}(3) \) case, with no meaning to deal with a general theory.
This clips operation thus defined a binary operation on the set $\mathcal{P}(\text{Conj}(G))$, which is associative and commutative. We have moreover

$$[1] \otimes [H] = \{[1]\} \quad \text{and} \quad [G] \otimes [H] = \{[H]\},$$

for every conjugacy class $[H]$, where $1 := \{e\}$ and $e$ is the identity element of $G$.

Consider now a linear representation $(V, \rho)$ of the group $G$. Given $v \in V$, its isotropy group (or symmetry group) is defined as

$$G_v := \{g \in G : g \cdot v = v\}$$

and its isotropy class is the conjugacy class $[G_v]$ of its isotropy group. The isotropy classes (or orbit types) of the representation $V$ is the family of all isotropy classes of vectors $v$ in $V$:

$$\mathcal{J}(V) := \{[G_v] : v \in V\}.$$

The central observation is that the isotropy classes of a direct sum of representations is obtained by the clips of their respective isotropy classes.

**Lemma 2.3.** Let $V_1$ and $V_2$ be two linear representations of $G$. Then

$$\mathcal{J}(V_1 \oplus V_2) = \mathcal{J}(V_1) \circ \mathcal{J}(V_2).$$

**Proof.** Let $[G_v]$ be some isotropy class for $\mathcal{J}(V_1 \oplus V_2)$ and write $v = v_1 + v_2$ where $v_i \in V_i$. Note first that $G_{v_1} \cap G_{v_2} \subset G_v$. Conversely given $g \in G_v$, we get

$$g \cdot v = g \cdot v_1 + g \cdot v_2 = v, \quad g \cdot v_i \in V_i,$$

and thus $g \cdot v_i = v_i$. This shows that $G_v = G_{v_1} \cap G_{v_2}$ and therefore that

$$\mathcal{J}(V_1 \oplus V_2) \subset \mathcal{J}(V_1) \circ \mathcal{J}(V_2).$$

Conversely, let $[H] = [H_1 \cap g H_2 g^{-1}]$ in $\mathcal{J}(V_1) \circ \mathcal{J}(V_2)$ where $H_i = G_{v_i}$ for some vectors $v_i \in V_i$. Then, if we set

$$v = v_1 + g \cdot v_2,$$

we have $G_v = H_1 \cap g H_2 g^{-1}$, as before, which shows that

$$[H_1 \cap g H_2 g^{-1}] \in \mathcal{J}(V_1 \oplus V_2)$$

and achieves the proof. \[\square\]

Using this lemma, we deduce a general algorithm to obtain the isotropy classes $\mathcal{J}(V)$ of a finite-dimensional representation of a reductive algebraic group $G$, provided we know

1. a decomposition $V = \bigoplus_i W_i$ into irreducible representations $W_i$,
2. the isotropy classes $\mathcal{J}(W_i)$ for the irreducible representations $W_i$, and
In the sequel of this paper, we will successfully apply this program to the linear representations of \(\text{SO}(3)\) and \(\text{O}(3)\).

3. Closed subgroups of \(\text{O}(3)\)

Every closed subgroup of \(\text{SO}(3)\) is conjugate to one of \cite{Golubitsky1988}
\[\text{SO}(3), \ \text{O}(2), \ \text{SO}(2), \ \mathbb{D}_n \ (n \geq 2), \ \mathbb{Z}_n \ (n \geq 2), \ \mathbb{T}, \ \mathbb{O}, \ \mathbb{I}, \ \text{or} \ \mathbb{1} \]
where:
- \(\text{O}(2)\) is the subgroup generated by all the rotations around the \(z\)-axis and the order 2 rotation \(r : (x, y, z) \mapsto (x, -y, -z)\) around the \(x\)-axis.
- \(\text{SO}(2)\) is the subgroup of all the rotations around the \(z\)-axis.
- \(\mathbb{Z}_n\) is the unique cyclic subgroup of order \(n\) of \(\text{SO}(2)\) \((\mathbb{Z}_1 = \{I\})\).
- \(\mathbb{D}_n\) is the dihedral group. It is generated by \(\mathbb{Z}_n\) and \(r : (x, y, z) \mapsto (x, -y, -z)\) \((\mathbb{D}_1 = \{I\})\).
- \(\mathbb{T}\) is the tetrahedral group, the (orientation-preserving) symmetry group of the tetrahedron \(\mathcal{T}_0\) defined in Figure 10. It has order 12.
- \(\mathbb{O}\) is the octahedral group, the (orientation-preserving) symmetry group of the cube \(\mathcal{O}_0\) defined in Figure 10. It has order 24.
- \(\mathbb{I}\) is the icosahedral group, the (orientation-preserving) symmetry group of the dodecahedron \(\mathcal{D}_0\) in Figure 11. It has order 60.
- \(\mathbb{1}\) is the trivial subgroup, containing only the unit element.

The poset of conjugacy classes of closed subgroups of \(\text{SO}(3)\) is completely described by the inclusion of subgroups \cite{Golubitsky1988}
\[\mathbb{Z}_n \subset \mathbb{D}_n \subset \text{O}(2) \quad (n \geq 2), \quad \mathbb{Z}_n \subset \mathbb{Z}_m \quad \text{and} \quad \mathbb{D}_n \subset \mathbb{D}_m \quad \text{if} \ n \ \text{divides} \ m, \quad \mathbb{Z}_n \subset \text{SO}(2) \subset \text{O}(2) \quad (n \geq 2), \]
completed by \([\mathbb{Z}_2] \leq [\mathbb{D}_n] \ (n \geq 2)\) and by the arrows in Figure 1 (note that an arrow between the classes \([H_1]\) and \([H_2]\) means that \([H_1] \leq [H_2]\)), taking account of the exceptional subgroups \(\mathbb{O}, \mathbb{T}, \) and \(\mathbb{I}\).

Classification of \(\text{O}(3)\) closed subgroups is more involved \cite{Ihrig1984, Sternberg1994} and has been described using three types of subgroups. Given a closed subgroup \(\Gamma\) of \(\text{O}(3)\) this classification runs as follows:

**Type I:** A subgroup \(\Gamma\) is of type I if it is a subgroup of \(\text{SO}(3)\).
Type II: A subgroup $\Gamma$ is of type II if $-I \in \Gamma$. In that case, $\Gamma$ is generated by some subgroup $K$ of $\text{SO}(3)$ and $-I$.

Type III: A subgroup $\Gamma$ is of type III if $-I \notin \Gamma$ and $\Gamma$ is not a subgroup of $\text{SO}(3)$.

The description of type III subgroups requires more details. We will denote by $Q(v; \theta) \in \text{SO}(3)$ the rotation around $v \in \mathbb{R}^3$ with angle $\theta \in [0, 2\pi]$ and by $\sigma_v \in \text{O}(3)$ the reflection through the plane normal to $v$. Finally, we fix an arbitrary orthonormal frame $(i, j, k)$, and we introduce the following definitions:

- $Z_2^-$ is the order-2 reflection group generated by $\sigma_i$ (where $Z_1^- = \{I\}$).
- $Z_{2n}^- (n \geq 2)$ is the group of order $2n$, generated by $Z_n$ and $-Q(k; \pi/n)$ (see (B-1)).
- $D_{2n}^h (n \geq 2)$ is the group of order $4n$ generated by $D_n$ and $-Q(k; \pi/n)$ (see (B-3)).
- $D_{2n}^v (n \geq 2)$ is the group of order $2n$ generated by $Z_n$ and $\sigma_i$ (where $D_1^v = \{I\}$).
- $\text{O}(2)^-$ is generated by $\text{SO}(2)$ and $\sigma_i$.

These planar subgroups are completed by the subgroup $\mathcal{O}^-$ which is of order 24 (see the subsection starting on page 233 and (B-5) for details).

The poset of conjugacy classes of closed subgroups of $\text{O}(3)$ is given in Figure 2 for $\mathcal{O}^-$ subgroups and in Figure 3 for $\text{O}(3)$ subgroups.
4. Symmetry classes for irreducible representations

Let $\mathcal{P}_n(\mathbb{R}^3)$ be the space of \textit{homogeneous polynomials} of degree $n$ on $\mathbb{R}^3$. We have two natural representations of $O(3)$ on $\mathcal{P}_n(\mathbb{R}^3)$. The first one, denoted by $\rho_n$, is given by

$$[\rho_n(p)](x) := p(g^{-1}x), \quad g \in G, \ x \in \mathbb{R}^3,$$

whereas the second one, denoted by $\rho_n^*$, is given by

$$[\rho_n^*(p)](x) := \det(g)p(g^{-1}x), \quad g \in G, \ x \in \mathbb{R}^3.$$

Note that both of them induce the same representation $\rho_n$ of $SO(3)$.

Let $\mathcal{H}_n(\mathbb{R}^3) \subset \mathcal{P}_n(\mathbb{R}^3)$ be the subspace of \textit{homogeneous harmonic polynomials} of degree $n$ (polynomials with null Laplacian). It is a classical fact [Golubitsky
et al. 1988] that $(\mathcal{H}_n(\mathbb{R}^3), \rho_n)$ and $(\mathcal{H}_n(\mathbb{R}^3), \rho_n^*)$ $(n \geq 0)$ are irreducible O(3) representations, and each irreducible O(3) representation is isomorphic to one of them. Models for irreducible representations of SO(3) reduce to $(\mathcal{H}_n(\mathbb{R}^3), \rho_n)$ $(n \geq 0)$.

**Remark 4.1.** Other classical models for O(3) and SO(3) irreducible representations, used in mechanics [Forte and Vianello 1996], are given by spaces of harmonic tensors (i.e., totally symmetric traceless tensors).

The isotropy classes for irreducible representations of SO(3) was first obtained by Michel [1980]. The same results were then obtained and completed in the O(3) case by Ihrig and Golubitsky [1984] and then by Chossat et al. [1990].

**Theorem 4.2.** The isotropy classes for the SO(3) representation $(\mathcal{H}_n(\mathbb{R}^3), \rho_n)$ are

1. $[\mathbb{1}]$ for $n \geq 3$,
2. $[\mathbb{Z}_k]$ for $2 \leq k \leq n$ if $n$ is odd and $2 \leq k \leq n/2$ if $n$ is even,
3. $[\mathbb{D}_k]$ for $2 \leq k \leq n$,
4. $[\mathbb{T}]$ for $n = 3, 6, 7$ or $n \geq 9$,
5. $[\mathbb{O}]$ for $n \neq 1, 2, 3, 5, 7, 11$,
6. $[\mathbb{I}]$ for $n = 6, 10, 12, 15, 16, 18$ or $n \geq 20$ and $n \neq 23, 29$,
7. [SO(2)] for $n$ odd,
8. [O(2)] for $n$ even, and
9. [SO(3)] for any $n$.

**Remark 4.3.** The list in Theorem 4.2 is similar to the list in [Michel 1980, Table A1; Chossat et al. 1990, Table A4]. In [Ihrig and Golubitsky 1984, Theorem 6.6] (for SO(3) irreducible representations)

- $[\mathbb{T}]$ is an isotropy class for $n = 6, 7$ and $n \geq 9$ and
- $[\mathbb{O}]$ is an isotropy class for $n \neq 1, 2, 5, 7, 11$.

Such lists are different from (4) and (5) in our Theorem 4.2. But according to [Ihrig and Golubitsky 1984, Proposition 3.7], $[\mathbb{T}]$ is a maximum isotropy class for $n = 3$. We have thus corrected this error in Theorem 4.2.

**Theorem 4.4.** The isotropy classes for the O(3) representations $(\mathcal{H}_n(\mathbb{R}^3), \rho_n)$ (for $n$ odd) and $(\mathcal{H}_n(\mathbb{R}^3), \rho_n^*)$ (for $n$ even) are

1. $[\mathbb{1}]$ for $n \geq 3$,
2. $[\mathbb{Z}_k]$ for $2 \leq k \leq n/2$,
3. $[\mathbb{Z}_k^-]$ for $k \leq n/3$,
4. $[\mathbb{D}_k]$ for $2 \leq k \leq n/2$ if $n$ is odd and for $2 \leq k \leq n$ if $n$ is even,
5. $[\mathbb{D}_k^s]$ for $2 \leq k \leq n$ if $n$ is odd and $2 \leq k \leq n/2$ if $n$ is even,
(6) \([D^h_{2k}]\) for \(2 \leq k \leq n\), except \(D^h_4\) for \(n = 3\),
(7) \([\mathbb{T}]\) for \(n \neq 1, 2, 3, 5, 7, 8, 11\),
(8) \([\mathcal{O}]\) for \(n \neq 1, 2, 3, 5, 7, 11\),
(9) \([\mathcal{O}^-]\) for \(n \neq 1, 2, 4, 5, 8\),
(10) \([\mathbb{I}]\) for \(n = 6, 10, 12, 15, 16, 18\) or \(n \geq 20\) and \(n \neq 23, 29\),
(11) \([\text{O}(2)]\) when \(n\) is even, and
(12) \([\text{O}(2)^-]\) when \(n\) is odd.

**Remark 4.5.** The list in Theorem 4.4 for \(n\) odd is similar to the list in [Chossat et al. 1990, Table A4]. In [Ihrig and Golubitsky 1984, Theorem 6.8] (for \(\text{O}(3)\) irreducible representations), \([\mathbb{T}]\) is an isotropy class for \(n \neq 1, 2, 5, 7, 8, 11\) (which is different from the list (7) in our Theorem 4.4 above). But according to [Geymonat and Weller 2002; Weller 2004; Chossat et al. 1990, Table A4], \([\mathbb{T}]\) is not an isotropy class in the case \(n = 3\), and we corrected this error in the list (7) of Theorem 4.4.

5. Clips tables

**SO(3) closed subgroups.** The resulting conjugacy classes for the clips operation of closed \(\text{SO}(3)\) subgroups are given in Table 1.

The following notations have been used:

\[
\begin{align*}
d & := \gcd(m, n), \\
d_2 & := \gcd(n, 2), \\
d_3 & := \gcd(n, 3), \\
d_5 & := \gcd(n, 5), \\
d_z & := \begin{cases} 2 & \text{if } m \text{ and } n \text{ even}, \\ 1 & \text{otherwise}, \end{cases} \\
d_4 & := \begin{cases} 4 & \text{if } 4 \text{ divides } n, \\ 1 & \text{otherwise}, \end{cases} \\
Z_1 & = D_1 := 1.
\end{align*}
\]

**Remark 5.1.** The clips operations \([\mathbb{T}] \odot [\mathbb{T}]\) and \([\mathbb{T}] \odot [\mathcal{O}]\) were wrong in [Olive and Auffray 2013; Olive 2014], since for instance the isotropy class \([D_2]\) was omitted.

**Example 5.2** (isotropy classes for a family of \(n\) vectors). For one vector, we get

\[
\mathcal{I}(\mathcal{H}_1(\mathbb{R}^3)) = \{[\text{SO}(2)], [\text{SO}(3)]\}.
\]

From Table 1, we deduce that the isotropy classes for a family of \(n\) vectors (\(n \geq 2\)) is

\[
\mathcal{I}\left(\bigoplus_{k=1}^{n} \mathcal{H}_1(\mathbb{R}^3)\right) = \{[\mathbb{I}], [\text{SO}(2)], [\text{SO}(3)]\}.
\]

**Example 5.3** (isotropy classes for a family of \(n\) quadratic forms). The space of quadratic forms on \(\mathbb{R}^3\), \(S_2(\mathbb{R}^3)\), decomposes into two irreducible components (deviatoric and spherical tensors for the mechanicians):

\[
S_2(\mathbb{R}^3) = \mathcal{H}_2(\mathbb{R}^3) \oplus \mathcal{H}_0(\mathbb{R}^3).
\]
The useful part of Table 1, for our purpose, reads:

\[
\begin{array}{|c|c|c|c|c|c|c|c|}
\hline
\hline
\hline
\hline
\hline
[O] & [1], [Z_2], [1], [Z_2] & [Z_{d_1}] & [D_{d_1}], [D_{d_3}] & [Z_3], [D_3], [Z_4] & [Z_{d_3}] & [D_{d_5}], [T] & [D_4], [O] \\
\hline
[I] & [1], [Z_2], [1], [Z_2] & [Z_{d_2}] & [Z_3], [D_3] & [Z_3], [D_3] & [Z_{d_5}] & [D_{d_5}], [T] & [I] \\
\hline
[SO(2)] & [1], [Z_2], [1], [Z_2] & [Z_n] & [Z_3], [Z_4], [Z_3], [Z_5], [SO(2)] & [1], [Z_2] & [Z_{d_2}] & [D_{d_2}], [D_2], [D_2] & [Z_3], [D_2] \\
\hline
[O(2)] & [1], [Z_2], [1], [Z_2] & [Z_n] & [D_{k_2}], [D_n] & [D_2], [Z_3], [D_3], [D_2], [D_2], [Z_2], [D_2] & [Z_n] & [D_4], [D_5], [SO(2)], [O(2)] & \\
\hline
\end{array}
\]

Table 1. Clips operations for SO(3).

We thus get

\[
\mathcal{I}(S_2(\mathbb{R}^3)) = \mathcal{I}(\mathfrak{h}_2(\mathbb{R}^3)) = \{[D_2], [O(2)], [SO(3)]\}.
\]

The useful part of Table 1, for our purpose, reads:

\[
\begin{array}{|c|c|c|}
\hline
\otimes & [Z_2] & [D_2] \\
\hline
[Z_2] & ([1], [Z_2]) & ([1], [Z_2]) \\
\hline
[D_2] & ([1], [Z_2]) & ([1], [Z_2]) \\
\hline
[O(2)] & ([1], [Z_2], [D_2]) & ([1], [Z_2], [D_2]) \\
\hline
\end{array}
\]

We deduce therefore that the set of isotropy classes for a family of \( n \) quadratic forms \((n \geq 2)\) is

\[
\mathcal{I}\left(\bigoplus_{k=1}^{n} S_2(\mathbb{R}^3)\right) = \{[1], [Z_2], [D_2], [O(2)], [SO(3)]\}.
\]
and for every closed subgroup $H$ of $\text{SO}(3)$, we get

$$\left[ Z_2 \right] \circ [H] = \left[\{1\}\right], \quad \left[ Z_{2n} \right] \circ [H] = [Z_n] \circ [H],$$

$$\left[ D^u_n \right] \circ [H] = [Z_n] \circ [H], \quad \left[ D^h_n \right] \circ [H] = [D_n] \circ [H],$$

$$\left[ O^- \right] \circ [H] = \left[ \mathbb{T} \right] \circ [H], \quad \left[ O(2)^- \right] \circ [H] = [\text{SO}(2)] \circ [H].$$

The resulting conjugacy classes for the clips operation for type III subgroups are given in Table 2, where the following notations have been used:

$$d := \gcd(n, m), \quad d_2(n) := \gcd(n, 2), \quad d_3(n) := \gcd(n, 3), \quad i(n) := 3 - \gcd(2, n), \quad \begin{array}{c} Z_1^- = D^u_1 = D^h_2 = 1. \end{array}$$

**Table 2.** Clips operations on type III $O(3)$ subgroups.

**O(3) closed subgroups.** Let us first consider an $O(3)$ representation where $-I$ acts as $-\text{Id}$ (meaning that this representation doesn’t reduce to some $SO(3)$ representation). In such a case, only the null vector can be fixed by $-\text{Id}$, and so type II subgroups never appear as isotropy subgroups. In that case, we only need to focus on clips operations between type I and type III subgroups, and then between type III subgroups, since clips operations between type I subgroups have already been considered in Table 1. For type III subgroups as detailed in Section B we have:

**Lemma 5.4.** Let $H_1$ be some type III closed subgroup of $O(3)$ and $H_2$ be some type I closed subgroup of $O(3)$. Then we have

$$H_1 \cap H_2 = (H_1 \cap \text{SO}(3)) \cap H_2,$$

and for every closed subgroup $H$ of $\text{SO}(3)$, we get

$$\left[ Z_2 \right] \circ [H] = \left[\{1\}\right], \quad \left[ Z_{2n} \right] \circ [H] = [Z_n] \circ [H],$$

$$\left[ D^u_n \right] \circ [H] = [Z_n] \circ [H], \quad \left[ D^h_n \right] \circ [H] = [D_n] \circ [H],$$

$$\left[ O^- \right] \circ [H] = \left[ \mathbb{T} \right] \circ [H], \quad \left[ O(2)^- \right] \circ [H] = [\text{SO}(2)] \circ [H].$$

The resulting conjugacy classes for the clips operation for type III subgroups are given in Table 2, where the following notations have been used:

$$d := \gcd(n, m), \quad d_2(n) := \gcd(n, 2), \quad d_3(n) := \gcd(n, 3), \quad i(n) := 3 - \gcd(2, n), \quad \begin{array}{c} Z_1^- = D^u_1 = D^h_2 = 1. \end{array}$$

<table>
<thead>
<tr>
<th>⊗</th>
<th>$[Z_2^-]$</th>
<th>$[Z_{2n}^-]$</th>
<th>$[D^u_n]$</th>
<th>$[D^h_n]$</th>
<th>$[O^-]$</th>
<th>$[O(2)^-]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$[Z_2^-]$</td>
<td>$[1], [Z_2^-]$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$[Z_{2n}^-]$</td>
<td>$[1], [Z_{i(n)}^-]$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$[D^u_n]$</td>
<td>$[1], [Z_2^-]$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$[D^h_n]$</td>
<td>$[1], [Z_2^-]$</td>
<td>Figure 5</td>
<td>Figure 6</td>
<td>Figure 7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$[O^-]$</td>
<td>$[1], [Z_2^-]$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$[O(2)^-]$</td>
<td>$[1], [Z_2^-]$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Figure 4. Left: $\mathbb{Z}_{2n}^{-}$ case. Right: $\mathbb{D}_n^v$ and $\mathbb{Z}_{2n}^{-}$.

Figure 5. $\mathbb{D}_n^h$ and $\mathbb{Z}_{2n}^{-}$.

Figure 6. $\mathbb{D}_n^h$ and $\mathbb{D}_n^v$.

Remark 5.5. One misprint in [Olive 2014; Olive and Auffray 2014] for clips operation $[O(2)^{-} \otimes [\mathbb{D}_{2m}^h]$ has been corrected: the conjugacy class $[\mathbb{Z}_2]$ appears for $m$ even (and not for $m$ odd).

Application to tensorial mechanical properties. We propose here some direct applications of our results for many different tensorial spaces, each one being endowed with the natural $O(3)$ representation. Such tensorial spaces occur for instance in the modeling of mechanical properties. The main idea is to use the irreducible decomposition, also known as the harmonic decomposition [Backus 1970; Forte and Vianello 1996]. We then use clips operations given in Tables 1 and 2. Note that we don’t need to know explicit irreducible decomposition of those tensorial representations.
Figure 7. $D_{2n}$ and $D_{2m}$.

Figure 8. Left: $O^{-}$ and $Z_{2m}^{-}$. Right: $O^{-}$ and $D_{2m}^{b}$.

From now on, we define $\mathcal{H}_n(\mathbb{R}^3)^\ast$ to be the $O(3)$ representation $(\mathcal{H}_n(\mathbb{R}^3), \rho_n^\ast)$. Furthermore, we define

$$\mathcal{H}_n(\mathbb{R}^3) \oplus^k := \bigoplus_{i=1}^{k} \mathcal{H}_n(\mathbb{R}^3), \quad \mathcal{H}_n(\mathbb{R}^3) \oplus^{k\ast} := \bigoplus_{i=1}^{k} \mathcal{H}_n(\mathbb{R}^3)^\ast.$$

We propose here some specific irreducible decompositions, related to mechanical theory, without any further details. We explain the use of the clips operation in the classical case of elasticity, all other examples being done in the same way.

**Classical results.** We first give some classical results we obtain here directly.

1. Elasticity [Forte and Vianello 1996]: $SO(3)$ tensor space $E_{la} \simeq \mathcal{H}_4(\mathbb{R}^3) \oplus \mathcal{H}_2(\mathbb{R}^3) \oplus \mathcal{H}_0(\mathbb{R}^3) \oplus 2$.

We have from Theorem 4.2

$\mathfrak{I} (\mathcal{H}_2(\mathbb{R}^3)) = \{[D_2], [O(2)], [SO(3)]\},$

$\mathfrak{I} (\mathcal{H}_4(\mathbb{R}^3)) = \{[1], [Z_2], [D_2], [D_3], [D_4], [O], [O(2)], [SO(3)]\}.$
so to obtain $\mathcal{I}(\mathcal{H}_2(\mathbb{R}^3)^\otimes 2)$ we use the clips table

<table>
<thead>
<tr>
<th>$\otimes$</th>
<th>$[\mathbb{D}_2]$</th>
<th>$[\text{O}(2)]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$[\mathbb{D}_2]$</td>
<td>${[1], [Z_2], [\mathbb{D}_2]}$</td>
<td>${[1], [Z_2], [\mathbb{D}_2]}$</td>
</tr>
<tr>
<td>$[\text{O}(2)]$</td>
<td>${[Z_2], [\mathbb{D}_2], [\text{O}(2)]}$</td>
<td></td>
</tr>
</tbody>
</table>

so that

$$
\mathcal{I}(\mathcal{H}_2(\mathbb{R}^3)^\otimes 2) = \mathcal{I}(\mathcal{H}_2(\mathbb{R}^3)) \otimes \mathcal{I}(\mathcal{H}_2(\mathbb{R}^3))
= ([\mathbb{D}_2] \otimes [\mathbb{D}_2]) \cup (\{[\mathbb{D}_2] \otimes [\text{O}(2)]\} \cup ([\text{O}(2)] \otimes [\text{O}(2)]))
= \{[1], [Z_2], [\mathbb{D}_2], [\text{O}(2)]\}
$$

and now we conclude using the clips table coming from the clips operation

$$
\mathcal{I}(\mathcal{E}la) = \mathcal{I}(\mathcal{H}_4(\mathbb{R}^3)) \otimes \mathcal{I}(\mathcal{H}_2(\mathbb{R}^3)^\otimes 2).
$$

Finally we obtain eight symmetry classes

$$
\mathcal{I}(\mathcal{E}la) = \{[1], [Z_2], [\mathbb{D}_2], [\mathbb{D}_3], [\mathbb{D}_4], \{\text{T}\}, [\text{O}], [\text{O}(2)], [\text{SO}(3)]\}.
$$

(2) Photoelasticity [Forte and Vianello 1997]: $\text{SO}(3)$ tensor space

$$
\mathcal{P}la \simeq \mathcal{H}_4(\mathbb{R}^3) \oplus \mathcal{H}_3(\mathbb{R}^3) \oplus \mathcal{H}_2(\mathbb{R}^3)^\otimes 3 \oplus \mathcal{H}_1(\mathbb{R}^3) \oplus \mathcal{H}_0(\mathbb{R}^3)^\otimes 2
$$

and twelve symmetry classes

$$
\mathcal{I}(\mathcal{P}la) = \{[1], [Z_2], [\mathbb{D}_2], [Z_3], [\mathbb{D}_3], [Z_4], [\mathbb{D}_4], \{\text{T}\}, [\text{O}], [\text{SO}(2)], [\text{O}(2)], [\text{SO}(3)]\}.
$$

(3) Piezoelectricity [Geymonat and Weller 2002]: $\text{O}(3)$ tensor space

$$
\mathcal{P}iez \simeq \mathcal{H}_3(\mathbb{R}^3) \oplus \mathcal{H}_2(\mathbb{R}^3)^* \oplus \mathcal{H}_1(\mathbb{R}^3)^\otimes 2
$$

and sixteen symmetry classes

$$
\mathcal{I}(\mathcal{P}iez) = \{[1], [Z_2], [Z_3], [\mathbb{D}_2^\pm], [\mathbb{D}_3^\pm], [Z_2^\pm], [Z_3^\pm], [\mathbb{D}_2], [\mathbb{D}_3], [\mathbb{D}_4^h], [\mathbb{D}_6^h],
[\text{SO}(2)], [\text{O}(2)], [\text{O}(2)^-], [\text{O}^-], [\text{O}(3)]\}.
$$

**Remark 5.6.** Note that the symmetry classes of the space ($\mathcal{P}iez$, $\text{O}(3)$) appear in many different works: in the PhD thesis of Weller [2004, Theorem 3.19, p. 84], where fourteen symmetry classes are announced, but fifteen appeared in the poset, in [Geymonat and Weller 2002] where they establish fourteen symmetry classes, in [Olive and Auffray 2014] (with a typo), in [Zou et al. 2013] (without the $[\text{O}(3)]$ symmetry class), and finally in [Olive 2014], with sixteen symmetry classes.
Nonclassical results. We now present some nonclassical tensor spaces, coming from Cosserat elasticity [Cosserat and Cosserat 1909; Eringen 1966; Forest 2005; Forest and Sievert 2006] and Strain gradient elasticity [Mindlin 1964; Mindlin and Eshel 1968; Portigal and Burstein 1968; Auffray et al. 2015], with their harmonic decomposition and symmetry classes.

(1) Classical Cosserat elasticity: $SO(3)$ tensor space

$$\mathcal{C}_\text{os} \simeq \mathcal{H}_4(\mathbb{R}^3) \oplus \mathcal{H}_3(\mathbb{R}^3) \oplus \mathcal{H}_2(\mathbb{R}^3)^{\oplus 4} \oplus \mathcal{H}_1(\mathbb{R}^3)^{\oplus 2} \oplus \mathcal{H}_0(\mathbb{R}^3)^{\oplus 3}$$

and twelve symmetry classes

$$\mathcal{J}(\text{Cos}) = \{[1], [Z_2], [Z_3], [Z_4], [D_2], [D_3], [D_4], [T], [O], [SO(2)], [O(2)], [SO(3)]\}.$$

(2) Rotational Cosserat elasticity: $O(3)$ tensor space

$$\mathcal{C}_\text{hi} \simeq \mathcal{H}_4(\mathbb{R}^3)^* \oplus \mathcal{H}_3(\mathbb{R}^3)^{\oplus 5} \oplus \mathcal{H}_2(\mathbb{R}^3)^{\oplus 6*} \oplus \mathcal{H}_1(\mathbb{R}^3)^{\oplus 6} \oplus \mathcal{H}_0(\mathbb{R}^3)^{\oplus 3*}$$

and twenty-four symmetry classes

$$\mathcal{J}(\text{Chi}) = \{[1], [Z_2], [Z_3], [Z_4], [Z_5], [Z_6^{-}], [Z_8^{-}], [D_2], [D_3], [D_4], [D_5], [D_6], [D_7], [D_8], [D_9], [D_{10}], [T], [O], [O^-], [SO(2)], [O(2)], [O(2)^-], [SO(3)], [O(3)]\}.$$

(3) Fifth-order $O(3)$ tensor space in strain gradient elasticity, given by

$$\mathcal{S}_{\text{ge}} \simeq \mathcal{H}_5(\mathbb{R}^3) \oplus \mathcal{H}_4(\mathbb{R}^3)^{\oplus 2*} \oplus \mathcal{H}_3(\mathbb{R}^3)^{\oplus 5} \oplus \mathcal{H}_2(\mathbb{R}^3)^{\oplus 5*} \oplus \mathcal{H}_1(\mathbb{R}^3)^{\oplus 6} \oplus \mathcal{H}_0(\mathbb{R}^3)^*$$

and twenty-nine symmetry classes

$$\mathcal{J}(\text{Sge}) = \{[1], [Z_2], [Z_3], [Z_4], [Z_5], [Z_6^{-}], [Z_7], [Z_8^{-}], [Z_9], [Z_6], [Z_7], [Z_8], [Z_9], [D_2], [D_3], [D_4], [D_5], [D_6], [D_7], [D_8], [D_9], [D_{10}], [T], [O], [O^-], [SO(2)], [O(2)], [O(2)^-], [SO(3)], [O(3)]\}.$$

(4) Fifth-order $O(3)$ tensor space of acoustical gyrotropic tensor [Portigal and Burstein 1968] (reducing to fourth-order tensor space), given by

$$\mathcal{A}_{\text{gy}} \simeq \mathcal{H}_4(\mathbb{R}^3)^* \oplus \mathcal{H}_3(\mathbb{R}^3)^{\oplus 2} \oplus \mathcal{H}_2(\mathbb{R}^3)^{\oplus 3*} \oplus \mathcal{H}_1(\mathbb{R}^3)^{\oplus 2} \oplus \mathcal{H}_0(\mathbb{R}^3)^*$$

and twenty-four symmetry classes

$$\mathcal{J}(\text{Agy}) = \{[1], [Z_2], [Z_3], [Z_4], [Z_5], [Z_6^{-}], [Z_7], [Z_8^{-}], [Z_9], [Z_6], [D_2], [D_3], [D_4], [D_5], [D_6], [D_7], [D_8], [D_9], [D_{10}], [T], [O], [O^-], [SO(2)], [O(2)], [O(2)^-], [SO(3)], [O(3)]\}.$$
Appendix A: Proofs for SO(3)

In this section, we provide all the details required to obtain the results in Table 1. We will start with the following definition, which was introduced in [Golubitsky et al. 1988] and happens to be quite useful for this task.

**Definition A.1.** Let $K_1, K_2, \ldots, K_s$ be subgroups of a given group $G$. We say that $G$ is the direct union of the $K_i$ and we write $G = \biguplus_{i=1}^s K_i$ if

$$G = \bigcup_{i=1}^s K_i \quad \text{and} \quad K_i \cap K_j = \{e\} \quad \text{for all} \quad i \neq j.$$

In the following, we will have to repeatedly identify the conjugacy class of intersections such as

$$H_1 \cap (gH_2g^{-1}),$$

where $H_1$ and $H_2$ are two closed subgroups of SO(3) and $g \in \text{SO}(3)$. A useful observation is that all closed SO(3) subgroups have some characteristic axes and that intersection (A-1) depends only on the relative positions of these characteristic axes.

As detailed below, for any subgroup conjugate to $\mathbb{Z}_n$ or $\mathbb{D}_n$ ($n \geq 3$), the axis of an $n$-th order rotation (in this subgroup) is called its primary axis. For subgroups conjugate to $\mathbb{D}_n$ ($n \geq 3$), axes of order-2 rotations are said to be secondary axes. In the special case $n = 2$, the $z$-axis is the primary axis of $\mathbb{Z}_2$, while any of the $x$-, $y$-, or $z$-axes can be considered as a primary axis of $\mathbb{D}_2$.

**Cyclic subgroup.** For any axis $a$ of $\mathbb{R}^3$ (throughout the origin), we denote by $\mathbb{Z}_n^a$ the unique cyclic subgroup of order $n$ around the $a$-axis, which is its primary axis. We have then:

**Lemma A.2.** Let $m, n \geq 2$ be two integers and $d = \gcd(n, m)$. Then

$$[\mathbb{Z}_n] \otimes [\mathbb{Z}_m] = \{[1], [\mathbb{Z}_d]\}.$$

**Proof.** We have to consider intersections, such as

$$\mathbb{Z}_n \cap (g\mathbb{Z}_mg^{-1}) = \mathbb{Z}_n \cap \mathbb{Z}_m^a,$$

for some axis $a$, and only two cases occur:

1. If $a \neq (Oz)$, then necessarily the intersection reduces to $1$.
2. If $a = (Oz)$, then the order $r$ of a rotation in $\mathbb{Z}_n \cap \mathbb{Z}_m$ divides both $n$ and $m$ and thus divides $d = \gcd(m, n)$. We therefore get $\mathbb{Z}_n \cap \mathbb{Z}_m \subset \mathbb{Z}_d$. But obviously, $\mathbb{Z}_d \subset \mathbb{Z}_n \cap \mathbb{Z}_m$ and thus $\mathbb{Z}_n \cap \mathbb{Z}_m = \mathbb{Z}_d$. \qed
**Dihedral subgroup.** Let $b_1$ be the $x$-axis and $b_k$ ($k = 2, \ldots, n$) be the axis recursively defined by

$$b_k := Q(k; \frac{\pi}{n}) b_{k-1}.$$  

Then, we have

$$\mathbb{D}_n = \mathbb{Z}_n \cup \mathbb{Z}_2^{b_1} \cup \cdots \cup \mathbb{Z}_2^{b_n}, \quad (A-2)$$

where the $z$-axis (corresponding to an $n$-th order rotation) is the primary axis and the $b_k$-axes (corresponding to order-2 rotations) are the secondary axes of this dihedral group (see Figure 9).

**Lemma A.3.** Let $m, n \geq 2$ be two integers, and set $d := \gcd(n, m)$ and $d_2(m) := \gcd(m, 2)$. Then we have

$$[\mathbb{D}_n] \otimes [\mathbb{Z}_m] = \{[1], [\mathbb{Z}_{d_2(m)}], [\mathbb{Z}_d]\}.$$  

**Proof.** Let $\Gamma = \mathbb{D}_n \cap g\mathbb{Z}_m g^{-1}$ for $g \in \text{SO}(3)$. From decomposition (A-2), we have to consider intersections

$$\mathbb{Z}_n \cap g\mathbb{Z}_m g^{-1}, \quad \mathbb{Z}_2^{b_i} \cap g\mathbb{Z}_m g^{-1},$$

which thus reduce to Lemma A.2. □

**Lemma A.4.** Let $m, n \geq 2$ be two integers. Set $d := \gcd(n, m)$ and

$$d_2 := \begin{cases} 2 & \text{if } m \text{ and } n \text{ even,} \\ 1 & \text{otherwise.} \end{cases}$$

Then, we have

$$[\mathbb{D}_n] \otimes [\mathbb{D}_m] = \{[1], [\mathbb{Z}_2], [\mathbb{D}_{d_2}], [\mathbb{Z}_d], [\mathbb{D}_d]\}.$$  

**Proof.** Let $\Gamma = \mathbb{D}_n \cap (g\mathbb{D}_m g^{-1})$.

1. If both primary axes and one secondary axis match, $\Gamma = \mathbb{D}_d$ if $d \neq 1$ and $\Gamma \in [\mathbb{Z}_2]$ otherwise.
Figure 10. Cube $\mathcal{C}_0$ and tetrahedron $\mathcal{T}_0 := A_1A_3A_7A_5$.

(2) If only the primary axes match, $\Gamma = \mathbb{Z}_d$.

(3) If the angle of primary axes is $\pi/4$ and a secondary axis match, then $\Gamma \in \mathbb{Z}_2$.

(4) If the primary axis of $g\mathbb{D}_m g^{-1}$ matches with the secondary axis $(Ox)$ of $\mathbb{D}_n$ (or the converse), we obtain $\Gamma \in \mathbb{D}_2$ for $n$ and $m$ even and a secondary axis of $g\mathbb{D}_m g^{-1}$ is $(Oz)$; otherwise, we obtain $\Gamma \in \mathbb{Z}_2$.

(5) In all other cases, we have $\Gamma = 1$. □

**Tetrahedral subgroup.** The (orientation-preserving) symmetry group $\mathbb{T}$ of the tetrahedron $\mathcal{T}_0 := A_1A_3A_7A_5$ (see Figure 10) decomposes as [Ihrig and Golubitsky 1984]

$$\mathbb{T} = \bigcup_{i=1}^{4} \mathbb{Z}_{3}^{vt_i} \bigcup_{j=1}^{3} \mathbb{Z}_{2}^{et_j}$$

(A-3)

where $vt_i$ and $et_j$ are the vertices axes and edges axes of the tetrahedron (see Figure 10), respectively:

$$vt_1 := (OA_1), \quad vt_2 := (OA_3), \quad vt_3 := (OA_5), \quad vt_4 := (OA_7),$$

$$et_1 := (Ox), \quad et_2 := (Oy), \quad et_3 := (Oz).$$

**Corollary A.5.** Let $n \geq 2$ be an integer. Set $d_2(n) := \gcd(n, 2)$ and $d_3(n) := \gcd(3, n)$. Then we have

$$[\mathbb{Z}_n] \odot [\mathbb{T}] = \{[1], [\mathbb{Z}_{d_2(n)}], [\mathbb{Z}_{d_3(n)}]\}.$$
Proof. Consider $T \cap Z_2^a$ for some axis $a$. As a consequence of Lemma A.2, we only need to consider the case where $a$ is an edge axis or a face axis of the tetrahedron, reducing to the clips operations $[Z_2] \circ [Z_n]$, $[Z_3] \circ [Z_n]$, which directly leads to the lemma. □

**Corollary A.6.** Let $n \geq 2$ be some integer. Set $d_2(n) := \gcd(n, 2)$ and $d_3(n) := \gcd(3, n)$. Then we have $[D_n] \circ [T] = \{[1], [Z_2], [Z_{d_3(n)}], [D_{d_2(n)}]\}$.

**Proof.** Let $\Gamma = T \cap (g D_n g^{-1})$. From decomposition (A-3), we only need to consider intersections $Z_3^{et} \cap (g D_n g^{-1})$ and $Z_2^{et} \cap (g D_n g^{-1})$, which have already been studied (see Lemma A.3). □

**Lemma A.7.** We have $[T] \circ [T] = \{[1], [Z_2], [D_2], [Z_3], [T]\}$.

**Proof.** Let $\Gamma = T \cap (g T g^{-1})$.

1. If no axes match, then $\Gamma = 1$.
2. If only one edge axis or one face axis from both configurations match, then $\Gamma \in [Z_2]$ or $[Z_3]$, respectively.
3. If $g = Q(k, \pi/2)$, then $\Gamma = D_2$. □

**Octahedral subgroup.** The group $O$ is the (orientation-preserving) symmetry group of the cube $\{0\}$ (see Figure 10) with vertices $\{A_i\}_{i=1, \ldots, 8} = (\pm 1, \pm 1, \pm 1)$. We have the decomposition [Ihrig and Golubitsky 1984]

$$O = \bigcup_{i=1}^{3} Z_4^{f_e_i} \cup \bigcup_{j=1}^{4} Z_3^{vc_j} \cup \bigcup_{l=1}^{6} Z_2^{ec_l}$$

(A-4)

with vertices, edges, and faces axes respectively denoted $vc_i$, $ec_j$, and $f_{e_j}$. For instance we have $vc_1 := (O A_1), \quad ec_1 := (O M_1), \quad f_{e_1} := (O I)$. As an application of decomposition (A-4) and Lemma A.2, we obtain:
Corollary A.8. Let \( n \geq 2 \) be some integer. Set
\[
d_2(n) = \gcd(n, 2), \quad d_3(n) = \gcd(n, 3),
\]
and
\[
d_4(n) = \begin{cases} 4 & \text{if } 4 \text{ divides } n, \\ 1 & \text{otherwise}. \end{cases}
\]
Then we have
\[
[\mathbb{Z}_n] \odot [\mathbb{O}] = \{\{1\}, [\mathbb{Z}_{d_2(n)}], [\mathbb{Z}_{d_3(n)}], [\mathbb{Z}_{d_4(n)}]\}.
\]

Corollary A.9. Let \( n \geq 2 \) be some integer. Set
\[
d_2(n) = \gcd(n, 2), \quad d_3(n) = \gcd(n, 3),
\]
and
\[
d_4(n) = \begin{cases} 4 & \text{if } 4 \text{ divide } n, \\ 1 & \text{otherwise}. \end{cases}
\]
Then we have
\[
[\mathbb{D}_n] \odot [\mathbb{O}] = \{\{1\}, [\mathbb{Z}_2], [\mathbb{Z}_{d_3(n)}], [\mathbb{Z}_{d_4(n)}], [\mathbb{D}_{d_2(n)}], [\mathbb{D}_{d_3(n)}], [\mathbb{D}_{d_4(n)}]\}.
\]

Proof. Using decomposition (A-4), we have to consider intersections
\[
\mathbb{D}_n \cap (gZ_{4}^{e_i}g^{-1}), \quad \mathbb{D}_n \cap (gZ_{3}^{e_j}g^{-1}), \quad \mathbb{D}_n \cap (gZ_{4}^{e_i}g^{-1}),
\]
which have already been studied in Lemma A.3.

Lemma A.10. We have
\[
[\mathbb{T}] \odot [\mathbb{O}] = \{\{1\}, [\mathbb{Z}_2], [\mathbb{D}_2], [\mathbb{Z}_3], [\mathbb{T}]\}.
\]

Proof. Let \( \Gamma = \mathbb{O} \cap (g\mathbb{T}g^{-1}) \). From decompositions (A-3)–(A-4) and Lemma A.2, we only have to consider intersections
\[
Z_{4}^{e_i} \cap (gZ_{2}^{e_j}g^{-1}), \quad Z_{3}^{e_j} \cap (gZ_{3}^{e_j}g^{-1}), \quad Z_{2}^{e_i} \cap (gZ_{2}^{e_i}g^{-1}).
\]
Now, we always can find \( g \) such that the intersection \( \Gamma \) reduces to some subgroup conjugate to \( 1, \mathbb{Z}_2, \) or \( \mathbb{Z}_3 \), and taking \( g = Q(k, \pi/4) \), we get that \( \Gamma \) is conjugate to \( \mathbb{D}_2 \), which achieves the proof.

Lemma A.11. We have
\[
[\mathbb{O}] \odot [\mathbb{O}] = \{\{1\}, [\mathbb{Z}_2], [\mathbb{D}_2], [\mathbb{Z}_3], [\mathbb{D}_3], [\mathbb{Z}_4], [\mathbb{D}_4], [\mathbb{O}]\}.
\]

Proof. Consider the subgroup \( \Gamma = \mathbb{O} \cap (g\mathbb{O}g^{-1}) \subset \mathbb{O} \). From the poset in Figure 1, we deduce that the conjugacy class \([\Gamma]\) belong to the list
\[
\{\{1\}, [\mathbb{Z}_2], [\mathbb{D}_2], [\mathbb{Z}_3], [\mathbb{D}_3], [\mathbb{Z}_4], [\mathbb{D}_4], [\mathbb{T}], [\mathbb{O}]\}.
\]
Now:
Figure 11. Dodecahedron $D_0$. 

(1) If $g$ fixes only one edge axis or one vertex axis, then $\Gamma \in [Z_2]$ or $\Gamma \in [Z_3]$, respectively.

(2) If $g = Q(i; \pi/6)$, only one face axis is fixed by $g$ and $\Gamma \in [Z_4]$.

(3) If $g = Q(i; \pi/4) \circ Q(k; \pi/4)$, $\Gamma \supset Z^i_4 \cup Z^k_2$ and thus $\Gamma \in [D_4]$.

(4) If $g = Q(\pi/4)$, $0 \supset Z^i_4 \cup Z^k_2$ and thus $\Gamma \in [D_4]$.

(5) If $g = Q(\pi/4)$, $\Gamma \in [D_4]$.

(6) If $\Gamma \supset \mathbb{T}$, then $g$ fixes the three edge axes of the tetrahedron, and $g$ fixes the cube. In that case, $\Gamma = O$. □

Icosahedral subgroup. The group $\mathbb{I}$ is the (orientation-preserving) symmetry group of the dodecahedron $D_0$ (Figure 11), where we have

- twelve vertices $(\pm \phi, \pm \phi^{-1}, 0), (\pm \phi^{-1}, 0, \pm \phi), (0, \pm \phi, \pm \phi^{-1}), \phi$ being the gold number, or
- eight vertices $(\pm 1, \pm 1, \pm 1)$ of a cube.

We thus have the decomposition

$$\mathbb{I} = \bigoplus_{i=1}^{6} \mathbb{Z}_5^{vd_i} \mathbb{Z}_3^{ed_j} \mathbb{Z}_2^{fd_l}$$

with vertices, edges, and faces axes respectively denoted $vd_i$, $ed_j$, and $fd_l$. For instance we have

$$vd_1 := (OA_1), \quad ed_1 := (OI), \quad fd_1 := (OM)$$

where $M$ is the center of some face.

From decomposition (A-5) and Lemma A.2 we obtain the following corollary.

**Corollary A.12.** Let $n \geq 2$ be some integer. Set

$$d_2 := \gcd(n, 2), \quad d_3 := \gcd(n, 3), \quad d_5 := \gcd(n, 5).$$
Then
\[ [Z_n] \otimes [l] = \{[1], [Z_{d_2}], [Z_{d_3}], [Z_{d_5}] \}. \]

Once again using decomposition (A-5) and the clips operation \([D_n] \otimes [Z_m] \) in Lemma A.3 we get the following corollary.

**Corollary A.13.** Let \( n \geq 2 \) be some integer. Set
\[ d_2 := \gcd(n, 2), \quad d_3 := \gcd(n, 3), \quad d_5 := \gcd(n, 5). \]

Then
\[ [D_n] \otimes [l] = \{[1], [Z_2], [Z_{d_2}], [Z_{d_3}], [D_{d_2}], [D_{d_3}], [D_{d_5}] \}. \]

**Lemma A.14.** \([l] \otimes [T] = \{[1], [Z_2], [Z_3], [T] \}. \)

**Proof.** Let \( \Gamma = l \cap (gTg^{-1}) \). From decompositions (A-3)–(A-5) and Lemma A.2, we only have to consider intersections
\[ Z_3^{ed_j} \cap (gZ_3^{et_j}g^{-1}), \quad Z_2^{ed_i} \cap (gZ_2^{et_i}g^{-1}). \]

First, note that there always exists \( g \) such that \( \Gamma \) reduces to a subgroup conjugate to \( 1, Z_2, \) or \( Z_3 \). Now, if \( \Gamma \) contains a subgroup conjugate to \( D_2 \), then its three characteristic axes are edge axes of the dodecahedron: say \( Ox, Oy, \) and \( OZ \). In that case, \( g \) fixes these three axes, and also the eight vertices of the cube \( C_0 \). The subgroup \( gTg^{-1} \) is thus the (orientation-preserving) symmetry group of a tetrahedron included in the dodecahedron \( D_0 \). Then, \( \Gamma \in [T] \). \( \square \)

The next two lemmas are more involved.

**Lemma A.15.** \([O] \otimes [l] = \{[1], [Z_2], [Z_3], [D_3], [T] \}. \)

**Proof.** Let \( \Gamma = l \cap (gOg^{-1}) \). From the poset in Figure 1, we deduce that the conjugacy class \([\Gamma]\) belongs to the list
\[ \{[1], [Z_2], [D_2], [Z_3], [D_3], [T] \}. \]

First, we can always find \( g \in SO(3) \) such that \( \Gamma \in [Z_3], \Gamma \in [Z_2], \) or \( \Gamma = 1 \). Moreover, as in the proof of Lemma A.14, if \( \Gamma \) contains a subgroup conjugate to \( D_2 \), then \( \Gamma \in [T] \). Finally, we will exhibit some \( g \in SO(3) \) such that \( \Gamma \in [D_3] \). First, recall that
\[ A_1(1, 1, 1), \quad A_2(1, 1, -1), \quad A_4(1, -1, 1), \quad A_5(-1, -1, 1) \]
are common vertices of the cube \( C_0 \) and dodecahedron \( D_0 \). Now let \( B_2(\phi - 1, 0, -\phi) \) be a vertex of the dodecahedron and \( I_2 \) or \( I_4 \) be the middle-point of \([B_2A_2]\) or \([A_4A_5]\), respectively (see Figure 12).
Figure 12. Rotation \(g\) to obtain \([D_3]\) in \([\mathbb{O}] \circ [I]\).

Then, \(a_1 = (OI_4)\) and \(a_2 = (OI_2)\) are perpendicular axes to \(a = (OA_1)\). Choose \(\alpha\) such that \(Q(v, \alpha)v_1 = v_2\), with (see Figure 12)

\[
v = \overrightarrow{OA_1}, \quad v_1 = \overrightarrow{OI_4}, \quad v_2 = \overrightarrow{OI_2},
\]

and set \(g = Q(v, \alpha)\). From decompositions (A-4) and (A-5), we then deduce that \(I \cap (gIg^{-1})\) contains the subgroups

\[
\mathbb{Z}^a_2 \cap (g\mathbb{Z}^a_2g^{-1}) = \mathbb{Z}^a_2, \quad \mathbb{Z}^a_3 \cap (g\mathbb{Z}^a_3g^{-1}) = \mathbb{Z}^a_3.
\]

Therefore, \(\Gamma\) contains a subgroup conjugate to \(D_3\). Using a maximality argument (see poset in Figure 1), we must have \(\Gamma \in [D_3]\), and this concludes the proof. \(\square\)

Lemma A.16. \([I] \circ [I] = \{[1], [Z_2], [Z_3], [D_3], [Z_5], [D_5], [I]\}\).

Proof. Let \(\Gamma = I \cap (gIg^{-1})\). Considering the subclasses of \([I]\), we have to check the classes

\[
[I], \quad [D_3], \quad [D_5], \quad [D_2], \quad [Z_3], \quad [Z_5], \quad [Z_2].
\]

First note that there exist rotations \(g\) such that \(\Gamma \in \{Z_2\}, \quad \Gamma \in \{Z_3\}, \quad \Gamma \in \{Z_5\}, \) or \(\Gamma = I\).

When \(\Gamma\) contains a subgroup conjugate to \(T\) or \(D_2\), using the same argument as in the proof of Lemma A.14, \(g\) fixes all the dodecahedron vertices. In that case, \(\Gamma = I\).

We will now exhibit some \(g \in \text{SO}(3)\) such that \(\Gamma \in \{D_3\}\). Consider the dodecahedron \(D_0\) in Figure 11 and the points \(A_3(1, -1, -1)\) and \(B_3(\phi, -\phi^{-1}, 0)\). Let \(I_3\) be the midpoint of \([A_3B_3]\) and \(g\) be the order-2 rotation around \(a_1 := (OA_1)\) (see Figure 13). Let

\[
b_1 := (OI_3), \quad b_2 := Q\left(a_1, \frac{2\pi}{3}\right)b_1, \quad b_3 := Q\left(a_1, \frac{2\pi}{3}\right)b_2.
\]

We check directly that \(a_1\) and \(b_i\) \((i = 1, \ldots, 3)\) are the only \(g\)-invariant characteristic axes of the dodecahedron. We then deduce from decomposition (A-5) that \(\Gamma\)
Figure 13. Rotation $g$ to obtain $[\mathbb{D}_3]$ or $[\mathbb{D}_5]$ in $[\mathbb{I}] \oplus [\mathbb{I}]$.

reduces to

$$\mathbb{Z}_3^{a_1} \cup \bigcup_{i=1}^3 \mathbb{Z}_2^{b_i} \in [\mathbb{D}_3].$$

In the same way, we can find $g \in \text{SO}(3)$, such that $\Gamma \in [\mathbb{D}_5]$. Let

$$B_1(\phi, \phi^{-1}, 0), \quad B_5(\phi^{-1}, 0, \phi), \quad B_6(-\phi^{-1}, 0, \phi), \quad A_6(-1, 1, 1)$$

be vertices of the dodecahedron $\mathcal{D}_0$. Let $G_1$ be the center of pentagon $A_1B_1B_3A_4B_5$ (see Figure 13) and $I_6$ be the midpoint of $[B_6A_6]$. Let $g$ be the order-2 rotation around $f_1 := (OG_1)$ and set

$$c_1 := (OI_6), \quad c_{k+1} := Q\left(\overrightarrow{OA_1}, \frac{2\pi}{5}\right)c_k, \quad 1 \leq k \leq 4.$$

Then we can check that $f_1$ and $c_k$ ($k = 1, \ldots, 5$) are the only $g$-invariant characteristic axes of the dodecahedron. Using decomposition (A-5), we then deduce that $\Gamma \in [\mathbb{D}_5]$, which concludes the proof. \hfill \Box

**Infinite subgroups.** The primary axis of both SO(2) and O(2) is defined as the $z$-axis, while any perpendicular axis to $(Oz)$ is a secondary axis for O(2).

Clips operation between SO(2) or O(2) and finite subgroups are obtained using simple arguments on characteristic axes. The same holds for the clips $[\text{SO}(2)] \oplus [\text{SO}(2)]$. To compute $[\text{O}(2)] \oplus [\text{O}(2)]$, consider the subgroup $\Gamma = \text{O}(2) \cap (g\text{O}(2)g^{-1})$ for some $g \in \text{SO}(3)$.

1. If both primary axes are the same, then $\Gamma = \text{O}(2)$.
2. If the primary axis of $g\text{O}(2)g^{-1}$ is in the $xy$-plane, then $\Gamma \in [\mathbb{D}_2]$.
3. In all other cases, $\Gamma \in [\mathbb{Z}_2]$, where the primary axis of $\Gamma$ is perpendicular to the primary axes of $\text{O}(2)$ and $g\text{O}(2)g^{-1}$. 
In this appendix, we provide the details about clips operations between type III closed $O(3)$ subgroups. The proofs follow the same ideas that have been used for $SO(3)$ closed subgroups (decomposition into simpler subgroups and discussion about their characteristic axes), but most of them are unfortunately more involved.

We first recall the general structure of type III subgroups $\Gamma$ of $O(3)$ (see [Ihrig and Golubitsky 1984] for details). For each such subgroup $\Gamma$, there exist a couple $L \subset H$ of $SO(3)$ subgroups such that $H = \pi(\Gamma)$, where

$$\pi : g \in O(3) \mapsto \det(g)g \in SO(3)$$

and $L = SO(3) \cap \Gamma$ is an indexed 2 subgroup of $H$. These characteristic couples are detailed in Table 3. Note that, for a given couple $(L, H)$, $\Gamma$ can be recovered as $\Gamma = L \cap gL$, where $-g \in H \setminus L$.

In the following, we shall use the convention

$$\mathbb{Z}_2 = \{ \pm 1 \}.$$ 

**$Z_{2n}^-$ subgroups.** Consider the couple $\mathbb{Z}_n \subset Z_{2n}$ ($n > 1$) in Table 3, where

$$Z_{2n} = \left\{ I, Q\left( k; \frac{\pi}{n} \right), Q\left( k; \frac{2\pi}{n} \right), \ldots \right\}$$

and let $r_n := Q(k; \pi/n) \in Z_{2n} \setminus Z_n$. Set

$$Z_{2n}^- := Z_n \cup (-r_n Z_n). \tag{B-1}$$

The primary axis of the subgroup $Z_{2n}^-$ is defined as the z-axis.

**Remark B.1.** The subgroup $Z_2^-$ is generated by $-Q(k, \pi)$, which is the reflection through the $xy$-plane. If $\sigma_b$ is the reflection through the plane with normal axis $b$, then $Z_2^{\sigma_b} := \{ e, \sigma_b \}$, which is conjugate to $Z_2^-$.

We have the following lemma.
Lemma B.2. Let $m, n \geq 2$ be two integers. Set $d := \gcd(n, m)$ and
\[ r_n := Q\left(k; \frac{\pi}{n}\right), \quad r_m := Q\left(k; \frac{\pi}{m}\right). \]
The intersection $(-r_n \mathbb{Z}_n) \cap (-r_m \mathbb{Z}_m)$ does not reduce to $\emptyset$ if and only if $m/d$ and $n/d$ are odd. In such a case, we have
\[ (-r_n \mathbb{Z}_n) \cap (-r_m \mathbb{Z}_m) = -r_d \mathbb{Z}_d, \quad r_d = Q\left(k; \frac{\pi}{d}\right). \]

Proof. The intersection $(-r_n \mathbb{Z}_n) \cap (-r_m \mathbb{Z}_m)$ differs from $\emptyset$, if and only if there exist integers $i, j$ such that
\[ \frac{2i + 1}{n} \pi = \frac{2j + 1}{m} \pi, \quad 2i + 1 \leq 2n, \quad 2j + 1 \leq 2m. \]
Let $n = dn_1$ and $m = dm_1$. The above equation can then be recast as $(2i + 1)m_1 = (2j + 1)n_1$, so that
\[ 2i + 1 = pn_1 \quad \text{and} \quad 2j + 1 = pm_1. \]
Thus, $m_1$ and $n_1$ are necessarily odd, in which case (recall that $\mathbb{Z}_1 = \{1\}$)
\[ (-r_n \mathbb{Z}_n) \cap (-r_m \mathbb{Z}_m) = -r_d \mathbb{Z}_d, \quad r_d = Q\left(k; \frac{\pi}{d}\right). \]
\[ \square \]

Corollary B.3. Let $m, n \geq 1$ be two integers. Set $d := \gcd(n, m)$. Then we have
\[ [Z_{2n}^-] \odot [Z_{2m}^-] = \begin{cases} \{(1), [Z_{2d}^-]\} & \text{if } n/d \text{ and } m/d \text{ are odd,} \\ \{(1), [Z_d]\} & \text{otherwise.} \end{cases} \]

Proof. Note first that all intersections reduce to $\{1\}$ when the characteristic axes don’t match, so we only have to consider the situation where they match. Now, by (B-1), we only have to consider the intersection
\[ Z_{2n}^- \cap Z_{2m}^- = (Z_n \cap Z_m) \cup (-r_n \mathbb{Z}_n) \cap (-r_m \mathbb{Z}_m). \]
By Lemma A.2, $Z_n \cap Z_m = \mathbb{Z}_d$ and we directly conclude with Lemma B.2. \[ \square \]

\textbf{$\mathbb{D}_n^v$ subgroups.} Consider the couple $Z_n \subset \mathbb{D}_n$ in Table 3. Recall that $\mathbb{D}_n$ contains $Z_n$ and all the second-order rotations about the $b_j$ axes (see (A-2) and Figure 9). Set
\[ \mathbb{D}_n^v := Z_n \cup \bigoplus_{j=1}^n Z_2^{\sigma b_j}. \] (B-2)
Given $g \in O(3)$, the primary axis of $g \mathbb{D}_n^v g^{-1}$ is $g(O_2)$, and its secondary axes are $gb_j$. 

Lemma B.4. Let $n \geq 2$ and $m \geq 1$ be two integers. Set $d = \gcd(n, m)$ and
\[
i(m) := 3 - \gcd(2, m) = \begin{cases} 1 & \text{if } m \text{ is even,} \\
2 & \text{if } m \text{ is odd.}
\end{cases}
\]
Then, we have
\[
[D_n^v] \circ [Z_{2m}^-] = \{1, [Z_{i(m)}^-], [Z_d^-]\}.
\]
Proof. Let $\Gamma := D_n^v \cap (gZ_{2m}^- g^{-1})$ and
\[
Z_{2m}^- = Z_m \cup (-r_m Z_m), \quad r_m = Q\left(\frac{k}{m}; \frac{\pi}{m}\right).
\]
(1) If both primary axes of $D_n^v$ and $gZ_{2m}^- g^{-1}$ (generated by $gk$) match, then by decomposition (B-2) and Lemma A.2, $\Gamma$ reduces to $Z_n \cap Z_m = Z_d$.
(2) If the primary axis of $gZ_{2m}^- g^{-1}$ matches with a secondary axis of $D_n^v$, say $(Ox)$, then $\Gamma$ reduces to $Z_{2n}^{a_0} \cap (gZ_{2m}^- g^{-1})$. Such an intersection has already been studied in the clips operation $[Z_2^-] \circ [Z_{2m}^-]$ (see Corollary B.3).
(3) Otherwise, $\Gamma = 1$, which concludes the proof.

Lemma B.5. Let $m, n \geq 2$ be two integers and $d = \gcd(n, m)$. Then we have
\[
[D_n^v] \circ [D_m^v] = \{1, [Z_2^-], [D_d^v], [Z_d^-]\}.
\]
Proof. Only two cases need to be considered.
(1) If the primary axes of $D_n^v$ and $gD_m^v g^{-1}$ do not match, then we get 1.
(2) If they have the same primary axis, by decomposition (B-2), we have to consider the intersections
\[
Z_n \cap Z_m, \quad Z_{2}^{a_b j} \cap Z_{2}^{a_c k},
\]
which reduce to
\[
Z_d \cup Z_{2}^{a_c i},
\]
where $a_i$ are the common secondary axes of the two subgroups. Then we get either $Z_d$, $D_d^v$, or a subgroup conjugate to $Z_2^-$ (when $d = 1$ and $b_0 = b_0'$), which concludes the proof.

$D_{2n}^h$ subgroups. Consider the couple $D_n \subset D_{2n}$ in Table 3. For $j = 0, \ldots, n - 1$, let $p_j$ be the axis generated by
\[
v_j := Q\left(k; \frac{j \pi}{n}\right) \cdot i,
\]
(see Figure 14) and $q_j$ the axis generated by
\[
w_j := Q\left(k; \frac{(2j + 1) \pi}{2n}\right) \cdot i.
\]
Figure 14. Left: characteristic axes for $D_6 \supset D_3$. Right: characteristic axes for $D_8 \supset D_4$.

Set
\[ D_n = \{ 1, Q(k; \frac{2\pi}{n}), Q(k; \frac{4\pi}{n}), \ldots, Q(v_0; \pi), Q(v_1; \pi), \ldots \}, \]
and
\[ -r_n D_n = \{-Q(k; \frac{\pi}{n}), -Q(k; \frac{3\pi}{n}), \ldots, -Q(w_0; \pi), -Q(w_1; \pi), \ldots \}, \]
where $r_n = Q(k; \pi/n)$. We define
\[ D^h_{2n} := D_n \cup (-r_n D_n), \] (B-3)
which decomposes as
\[ D^h_{2n} = \mathbb{Z}_n^{-2} \cup \bigcup_{j=0}^{n-1} \mathbb{Z}_2^{p_j} \cup \bigcup_{j=0}^{n-1} \mathbb{Z}_2^{q_j}. \] (B-4)

Note that in this decomposition, there are $n$ subgroups conjugate to $\mathbb{Z}_2$ and $n$ others conjugate to $\mathbb{Z}_2^\perp$. The $z$-axis and $x$-axis are said to be the primary and secondary axes of $D^h_{2n}$, respectively. For each $g \in O(3)$, the primary and secondary axes of the subgroup $g D^h_{2n} g^{-1}$ are generated by $gk$ and by $gi$, respectively.

**Lemma B.6.** Let $m, n \geq 2$ be two integers. Set $d = \gcd(n, m)$, $d_2(m) = \gcd(m, 2)$, and
\[ i(m) = \begin{cases} 1 & \text{if } m \text{ is even}, \\ 2 & \text{otherwise}. \end{cases} \]
Then:

- If $n/d$ or $m/d$ is even, we have
  \[ [D^h_{2n}] \cap [\mathbb{Z}_{2m}] = \{ 1, [\mathbb{Z}_{d_2(m)}], [\mathbb{Z}_{i(m)}], [\mathbb{Z}_d] \}. \]
• If \( n/d \) and \( m/d \) are odd, we have

\[
[D_{2n}^h] \circ [Z_{2m}] = \{ \mathbb{1}, [Z_{d_2(m)}], [Z^{-}_{i(m)}], [Z^{-}_{2d}] \}.
\]

**Proof.** First of all, if no characteristic axes of \( D_{2n}^h \) and \( gZ_{2m} \) match, then their intersection reduces to \( \mathbb{1} \).

We now have to consider three cases:

1. The first case is when \( D_{2n}^h \) and \( gZ_{2m} \) have the same primary axis. Then, using decompositions (B-4) and (B-1), we only have to consider the intersection

\[
Z^{-}_{2n} \cap Z^{-}_{2m}.
\]

This has already been studied in the clips operation \([Z^{-}_{2n}] \circ [Z^{-}_{2m}] \) in Corollary B.3, leading to the conjugacy class \([Z^{-}_{d}] \) or \([Z^{-}_{2d}] \).

2. The second one is when some secondary axis \( p_j \) (say \( p_0 \)) matches with the primary axis of \( gZ_{2m} \); then we only have to consider intersection

\[
Z^{-}_{2} \cap (gZ_{2m}^{-1}) = Z^{-}_{2} \cap (gZ_{m}^{-1})
\]

leading to \( Z^{-}_{2} \) if \( m \) is even.

3. Finally, we have to consider the case when the primary axis of \( gZ_{2m}^{-1} \) is \( q_0 \). In that case the problem reduces to the intersection

\[
Z^{-}_{2} \cap (gZ_{2m}^{-1})
\]

leading to the conjugacy class \([Z^{-}_{2}] \) for odd \( m \) (see Corollary B.3).

The cases \([D_{2n}^h] \circ [D_{m}^v] \) and \([D_{2n}^h] \circ [D_{2m}^h] \) are more involved. We start by formulating the following lemma, without proof (see Figure 9 for an example).

**Lemma B.7.** If \( n \) is even, then there exist \( p_k \perp p_l \) and \( q_r \perp q_s \), where no axes \( p_i, q_j \) are perpendicular. If \( n \) is odd, there exist \( p_l \perp q_j \) and no axes \( p_k, p_l \) nor \( q_r, q_s \) are perpendicular.

**Lemma B.8.** Let \( m, n \geq 2 \) be two integers. Set \( d_2(m) := \gcd(m, 2) \),

\[
i(m, n) := \begin{cases} 2 & \text{if } m \text{ is even and } n \text{ is odd}, \\ 1 & \text{otherwise}, \end{cases}
\]

and

\[
i(m) := 3 - \gcd(2, m) = \begin{cases} 1 & \text{if } m \text{ is even}, \\ 2 & \text{if } m \text{ is odd}. \end{cases}
\]

Then we have

\[
[D_{2n}^h] \circ [D_{m}^v] = \{ [1], [Z^{-}_{i(m)}], [Z_{d_2(m)}], [D_{i(m,n)}^v], [Z_d], [D_d^v] \}.
\]
Proof. The only nontrivial cases are when \( g \mathbb{D}_m^v g^{-1} \) and \( \mathbb{D}_m^h \) have no matching characteristic axes. Now we have to distinguish whether the principal axis \( a \) of \( g \mathbb{D}_m^v g^{-1} \) is \((Oz)\) or not:

1. Let’s first suppose that \( a = (Oz) \). In that case, we need to compute the intersection \( \mathbb{D}_m^h \cap \mathbb{D}_m^v \). From (B-2) and (B-4), this reduces to studying the three intersections

\[
Z_{2n}^- \cap Z_m, \quad Z_{2n}^- \cap Z_{2}^{\sigma b_j}, \quad Z_{2}^{\sigma q_k} \cap Z_{2}^{\sigma b_j}.
\]

Now:

(a) The first intersection, \( Z_{2n}^- \cap Z_m \), reduces to \( Z_n \cap Z_m = Z_d \) (from (B-1) and Lemma A.2).

(b) The second one, \( Z_{2n}^- \cap Z_{2}^{\sigma b_j} \), reduces to \( 1 \), since primary axes of \( Z_{2n}^- \) and \( Z_{2}^{\sigma b_j} \) (conjugate to \( Z_{2n}^- \)) do not match.

(c) The last one, \( Z_{2}^{\sigma q_k} \cap Z_{2}^{\sigma b_j} \), can reduce to some \( Z_{2}^{\sigma q_k} \) if \( b_0 = q_0 \). In that case, \( \mathbb{D}_m^h \cap \mathbb{D}_m^v \) contains \( Z_d \) and some \( Z_{2}^{\sigma q_k} \), which generate \( \mathbb{D}_d^v \) (see (B-2)).

This first case thus leads to \( Z_d \) or \( \mathbb{D}_d^v \).

2. Consider now the case when \( a \neq (Oz) \). Thus, the intersections to be considered are

\[
Z_{2n}^- \cap Z_{2}^{\sigma b_j}, \quad Z_{2}^{\sigma p_j} \cap Z_m, \quad Z_{2}^{\sigma q_k} \cap Z_{2}^{\sigma b_j},
\]

where the \( b_j \) axes are the secondary axes of \( g \mathbb{D}_m^v g^{-1} \). Now:

(a) First suppose that \( a = p_0 \) (for instance) and all the other axes are different. Then, \( Z_{2}^{\sigma p_j} \cap Z_m = Z_{2d(2)}^{a} \).

(b) Suppose now that \( a = p_0 \) and \( b_j = q_k \) for some couple \((k, j)\), so that \( Z_{2}^{\sigma q_k} \cap Z_{2}^{\sigma b_j} = Z_{2}^{\sigma a k} \). As \( q_k \perp p_0 \), we deduce from Lemma B.7 that \( n \) is odd. All depend on the parity of \( m \): if \( m \) is even, then \( \Gamma \) contains \( Z_2^{p_0} \) and \( Z_2^{\sigma q_k} \), and we obtain some subgroup conjugate to \( \mathbb{D}_d^v \). If \( m \) is odd, then \( \Gamma \) reduces to \( Z_2^{\sigma q_k} \), which is conjugate to \( Z_2^- \).

(c) Finally, suppose that \( a \neq p_j \) for all \( j \) (and recall that \( a \neq (Oz) \)), so that the intersections to be considered are

\[
Z_{2n}^- \cap Z_{2}^{\sigma b_j}, \quad Z_{2}^{\sigma a k} \cap Z_{2}^{\sigma b_j}.
\]

We thus only obtain some subgroups already considered in the previous cases, which concludes the proof. \( \square \)

Lemma B.9. Let \( m, n \geq 2 \) be two integers. Set \( d = \gcd(n, m) \) and

\[
\Delta = [\mathbb{D}_m^h] \cap [\mathbb{D}_m^v].
\]

Then \([1] \subset \Delta\) and:
For every integer \(d\):
- If \(m\) and \(n\) are even, then \(\Delta \ni \{[\mathbb{Z}_2], [\mathbb{D}_2]\}\).
- If \(m\) and \(n\) are odd, then \(\Delta \ni \{[\mathbb{Z}_2^-]\}\).
- Otherwise, \(\Delta \ni \{[\mathbb{Z}_2], [\mathbb{D}_2]\}\).

If \(d = 1\), then:
- If \(m\) and \(n\) are odd, then \(\Delta \ni \{[\mathbb{D}_2]\}\).
- Otherwise, \(m\) or \(n\) is even and \(\Delta \ni \{[\mathbb{Z}_2^-]\}\).

If \(d \neq 1\), then:
- If \(m/d\) and \(n/d\) are odd, then \(\Delta \ni \{[\mathbb{Z}_2^{\sigma_j}]\}\).
- Otherwise, \(m/d\) or \(n/d\) is even and \(\Delta \ni \{[\mathbb{Z}_2, [\mathbb{D}_2, [\mathbb{D}_2]]]\}\).

**Sketch of the proof.** We consider decomposition (B-3). If no characteristic axes \(\mathbb{D}_2\) and \(g\mathbb{D}_2^{-1}\) match, then their intersection reduces to \(\mathbb{1}\). Otherwise, from (B-3) it reduces to

\[
\mathbb{Z}_2^- \cap g\mathbb{Z}_2^{-m-1}, \quad \mathbb{Z}_2^p \cap g\mathbb{Z}_2^{\sigma_i} \quad \text{and} \quad \mathbb{Z}_2^{\sigma_i} \cap g\mathbb{Z}_2^q,
\]

where all \(\mathbb{Z}_2^{\sigma_i}\) are subgroups conjugate to \(\mathbb{Z}_2^-\).

Now all these intersections have already been studied in the clips operation \([\mathbb{Z}_2^-] \odot [\mathbb{Z}_2^-]\). We can thus use Corollary B.3, argue on the characteristic axes, and use Lemma B.7 to conclude the proof in each case. □

**\(\odot\) subgroup.** Consider the couple \(\mathbb{T} \subset \odot\) in Table 3 and the decompositions

\[
\odot = \bigcup_{i=1}^3 \mathbb{Z}_4^{f c_i} \cup \bigcup_{j=1}^4 \mathbb{Z}_2^{e c_j} \cup \bigcup_{l=1}^6 \mathbb{Z}_2^{e c_l},
\]

and

\[
\mathbb{T} = \bigcup_{j=1}^4 \mathbb{Z}_3^{e t_j} \cup \mathbb{Z}_2^{e t_1} \cup \mathbb{Z}_2^{e t_2} \cup \mathbb{Z}_2^{e t_3}, \quad \mathbb{Z}_2^{e t_j} \subset \mathbb{Z}_4^{f c_i}, \quad i = 1, 2, 3.
\]

This leads (see [Ihrig and Golubitsky 1984] for details) to the decomposition

\[
\odot^- := \bigcup_{i=1}^3 (\mathbb{Z}_4^{f c_i})^- \cup \bigcup_{j=1}^4 \mathbb{Z}_2^{e c_j} \cup \bigcup_{l=1}^6 \mathbb{Z}_2^{e c_l}, \quad (B-5)
\]

where \((\mathbb{Z}_4^{f c_i})^-\) is the subgroup conjugate to \(\mathbb{Z}_2^-\) with \(f c_i\) as primary axis. Note also that \(\mathbb{Z}_2^{e c_l}\) are subgroups conjugate to \(\mathbb{Z}_2^-\) with \(e c_l\) as primary axis.

Using this decomposition (B-5) and those of type III closed O(3) subgroups previously mentioned directly lead to the following corollaries.
Corollary B.10. Let $n \geq 2$ be an integer, and set $d_2(n) = \gcd(n, 2)$ and $d_3(n) = \gcd(3, n)$. Then:

- If $n$ is odd, we have
  \[ [O^-] \oplus [Z^2_{2n}] = \{[1], [Z^2_2], [Z_{d_3(n)}]\}. \]

- If $n = 2 + 4k$ for $k \in \mathbb{N}$, we have
  \[ [O^-] \oplus [Z^2_{2n}] = \{[1], [Z^2_4], [Z_{d_3(n)}]\}. \]

- If $n$ is even and 4 does not divide $n$, we have
  \[ [O^-] \oplus [Z^2_{2n}] = \{[1], [Z_2], [Z_{d_3(n)}]\}. \]

Moreover, in all cases, we have

\[ [O^-] \oplus [D^v_n] = \{[1], [Z^2_2], [Z_{d_3(n)}], [D^v_{d_3(n)}], [Z_{d_2(n)}], [D^v_{d_2(n)}]\}. \]

Corollary B.11. Let $n \geq 2$ be an integer and $d_3(n) := \gcd(n, 3)$.

- If $n$ is even and $n = 2 + 4k$ for $k \in \mathbb{N}$, then we have
  \[ [O^-] \oplus [D^h_{2n}] = \{[1], [Z^2_4], [D^h_4], [Z_{d_3(n)}], [D^v_{d_3(n)}]\}. \]

- If $n$ is even and 4 divides $n$, then we have
  \[ [O^-] \oplus [D^h_{2n}] = \{[1], [Z_2], [D_2], [D^v_2], [Z_{d_3(n)}], [D^v_{d_3(n)}]\}. \]

- If $n$ is odd, then we have
  \[ [O^-] \oplus [D^h_{2n}] = \{[1], [Z_2], [Z^2_2], [D_2], [D^v_2], [Z_{d_3(n)}], [D^v_{d_3(n)}]\}. \]

Corollary B.12. \[ [O^-] \oplus [O^-] = \{[1], [Z^2_2], [Z^2_4], [Z_2]\}. \]

O(2)\(^{-}\) subgroup. Consider the couple $\text{SO}(2) \subset \text{O}(2)$ in Table 3 and set

\[ \text{O}(2)^{-} := \text{SO}(2) \cup \bigcup_{v \subset xy\text{-plane}} Z^{\sigma_v}_{2}. \]  

(E-6)

As $Z^{\sigma_v}_{2}$ are subgroups conjugate to $Z^2_2$, previous results on the clips operation of $[Z^2_2]$ and type III subgroups except $[\text{O}(2)^{-}]$ leads to the following lemma.

Lemma B.13. Let $n \geq 2$ be some integer. Set $d_2(n) := \gcd(2, n)$ and

\[ i(n) := 3 - \gcd(2, n) = \begin{cases} 
1 & \text{if } n \text{ is even}, \\
2 & \text{if } n \text{ is odd}.
\end{cases} \]
Then, we have

\[ [O(2)^-] \otimes [\mathbb{Z}_{2n}^-] = \{[1], [\mathbb{Z}_{i(n)}^-], [\mathbb{Z}_n^-] \}, \]

\[ [O(2)^-] \otimes [D_n^v] = \{[1], [\mathbb{Z}_2^-], [\mathbb{D}_n^v] \}, \]

\[ [O(2)^-] \otimes [D_{2n}^h] = \{[1], [\mathbb{Z}_{d_2(n)}^-], [\mathbb{Z}_2^-], [\mathbb{D}_{i(n)}^v], [\mathbb{D}_n^v] \}, \]

\[ [O(2)^-] \otimes [O^-] = \{[1], [\mathbb{Z}_2^-], [\mathbb{D}_3^v], [\mathbb{D}_2^v] \}, \]

\[ [O(2)^-] \otimes [O(2)^-] = \{[\mathbb{Z}_2^-], [O(2)^-] \}. \]

**Sketch of proof.** We will only focus on the clips operation \([O(2)^-] \otimes [D_{2n}^h]\) and consider thus intersections

\[ O(2)^- \cap (gD_{2n}^h g^{-1}), \quad g \in O(3). \]

There are only two nontrivial cases to work on, whether characteristic axes match or not.

1. If primary axes match, then by (B-4) and (B-6) we must consider intersections

\[ \mathbb{Z}_{\sigma \tau v} \cap \mathbb{Z}_{2n}^-, \quad \text{SO}(2) \cap \mathbb{Z}_2^{p_j}, \quad \mathbb{Z}_{\sigma \tau b} \cap \mathbb{Z}_2^{\sigma q_j}, \quad (B-7) \]

which reduce to \(D_n^v\) (see decomposition (B-2)).

2. Suppose, moreover, that \(p_0 = (Oz)\), in which case \(\text{SO}(2) \cap \mathbb{Z}_2^{p_j} = \mathbb{Z}_2\).

   (a) For \(n\) odd, there exists some secondary axes \(q_k\) in the \(xy\)-plane (see Lemma B.7) and thus \(\mathbb{Z}_{\sigma \tau v} \cap \mathbb{Z}_2^{\sigma q_j}\) reduces to \(\mathbb{Z}_2^{\sigma_{vk}}\). Moreover, \(\mathbb{Z}_{\sigma \tau v} \cap \mathbb{Z}_{2n}^-\) reduces to some \(\mathbb{Z}_2^{\sigma v}\) with \(v\) perpendicular to \(p_0\) and \(q_j\) and the final result is a subgroup conjugate to \(D_2^v\).

   (b) For \(n\) even, we obtain \(\mathbb{Z}_2\).

3. If now the primary axis \(a\) of \(gD_{2n}^h g^{-1}\) is \((Ox)\), and no other characteristic axes correspond to \((Oz)\) nor \((Oy)\), then intersections (B-7) reduce to \(\mathbb{Z}_2^{\sigma \tau v} \cap (g\mathbb{Z}_{2n}^- g^{-1})\), which is conjugate to \(\mathbb{Z}_2^-\).

\[ \square \]
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LOW-TEMPERATURE RATCHET CURRENT

JUSTINE LOUIS

We give an explicit expression for the low-temperature ratchet current in a multilevel system and find its numerical value as the number of states goes to infinity.

1. Introduction

In [Maes et al. 2014], the authors study stationary occupations in nonequilibrium multilevel systems at low temperatures. The system under consideration is an irreducible continuous time Markov jump process on a set of states $K$ with transition rates $\lambda(x, y)$ expressed in terms of the reactivities $a(x, y)$ and depending on the inverse temperature $\beta$. It is assumed that the system is in contact with an environment at uniform temperature and also subject to external forcing which breaks the Boltzmann occupation statistics. Being away from detailed balance implies that a current can flow in the system. To achieve nonequilibrium conditions, different physical models exist such as flashing ratchets. This corresponds to a random flipping between a flat potential and a nontrivial energy landscape. This is known as a continuous time Parrondo game [Parrondo 1998] and is studied in [Maes et al. 2014] as an example of their asymptotic formula for the stationary occupations. The authors model the multilevel system by a graph consisting of two rings of $N$ vertices which represent the states, and the edges stand for the preferred successors. This enables them to determine the direction of the ratchet current at low temperatures, which cannot be determined by entropic considerations only, and to evaluate it numerically while in the present paper we give an exact expression for it up to exponentially small corrections. This calculation confirms their result and in particular that the ratchet current is positive. The proof is based on an application of the Tutte matrix tree theorem. In the present section, we recall the definitions and results from [Maes et al. 2014, §3], and in the next section we give an explicit expression for the ratchet current and find its limit as the number of states goes to infinity.
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The zero-temperature logarithmic limit denoted by \( \phi(x, y) \) is given by
\[
\phi(x, y) := \lim_{\beta \to \infty} \frac{1}{\beta} \log \lambda(x, y).
\]

The zero-temperature logarithmic limit of the escape rates of state \( x \) is denoted by \( \Gamma(x) \) and given by
\[
\Gamma(x) := -\lim_{\beta \to \infty} \frac{1}{\beta} \log \left( \sum_y \lambda(x, y) \right) = -\max_y \phi(x, y).
\]

The logarithmic-asymptotic transition probability is given by \( e^{-\beta U(x, y)} \) where
\[
U(x, y) := -\Gamma(x) - \phi(x, y).
\]

We have \( U(x, y) \geq 0 \) for all \( x, y \in K \). The smaller \( U(x, y) \) is, the larger is the probability of transition from state \( x \) to state \( y \). Hence, the set of preferred successors of \( x \) is defined by
\[
\{ y \in K \mid U(x, y) = 0 \}.
\]

When \( U(x, y) = 0 \), the probability of transition from \( x \) to \( y \) is high. Thus, we consider the directed graph \( K^D \) defined by the vertex set \( K \) and edge set \( \{(x, y) \mid U(x, y) = 0\} \) where \( (x, y) \) indicates an oriented edge from \( x \) to \( y \). The transition rates are related to the reactivities by the relation
\[
\lambda(x, y) = a(x, y) e^{-\beta (\phi(x, y) + U(x, y))}.
\]

Using the Kirchhoff formula on \( K^D \), the stationary occupation \( \rho \) is given by
\[
\rho(x) = \frac{W(x)}{\mathcal{F}}, \quad \text{where } W(x) = \sum_{\mathcal{T}_x} \prod_{(y, z) \in \mathcal{T}_x} \lambda(y, z) \quad \text{and } \mathcal{F} = \sum_{x \in K} W(x)
\]

where the sum runs over all oriented edges \((y, z)\) in the in-tree \( \mathcal{T}_x \). The low-temperature asymptotic of the stationary occupation is given in:

**Theorem** [Maes et al. 2014, Theorem 2.1]. There is \( \epsilon > 0 \) so that as \( \beta \to \infty \),
\[
\rho(x) = \frac{1}{\mathcal{F}} A(x) e^{\beta (\Gamma(x) - \Theta(x))} \left( 1 + O(e^{-\beta \epsilon}) \right)
\]

with
\[
\Theta(x) := \min_{\mathcal{T}_x} U(\mathcal{T}_x) \quad \text{for } U(\mathcal{T}_x) := \sum_{(y, y') \in \mathcal{T}_x} U(y, y'),
\]
\[
A(x) := \sum_{\mathcal{T}_x \in M(x)} \prod_{(y, y') \in \mathcal{T}_x} a(y, y') = e^{o(\beta)}
\]

where the last sum runs over all spanning trees minimizing \( U(\mathcal{T}_x) \) (i.e., \( \mathcal{T}_x \in M(x) \) if \( \Theta(x) = U(\mathcal{T}_x) \)).
The case \( a \gg 1 \) satisfies detailed balance, and the model is then running on a single ring while in the case \( a \ll 1 \) the rings are uncoupled and detailed balance happens again for \( a = 0 \). We thus consider the case \( a = 1 \) corresponding to the nonequilibrium situation. The states, or energy levels, on the outer ring are denoted by \((0, i)\) and on the inner ring by \((1, i)\), where \( i = 1, \ldots, N \). The energies are denoted by \( E_i, i = 1, \ldots, N \), and are such that \( E_1 < \cdots < E_N \). The transition rates on the outer ring are thus given by

\[
\lambda((i, 0), (i + 1, 0)) = e^{\beta(E_i - E_{i+1})/2}, \quad \lambda((i + 1, 0), (i, 0)) = e^{\beta(E_{i+1} - E_i)/2}.
\]

On the inner ring, the transition rates are constant and equal to one, that is,

\[
\lambda((i, 1), (i + 1, 1)) = \lambda((i + 1, 1), (i, 1)) = 1.
\]

The two rings are connected with transition rates constant and equal to one:

\[
\lambda((i, n), (i, 1 - n)) = 1, \quad \text{where } n \in \{0, 1\}.
\]

The digraph \( K^D \) modeling the ratchet is represented in Figure 1. In the present case, for all \( x \in K \), there exists an in-spanning tree \( \mathcal{T}_x \) in \( K^D \), so that \( U(\mathcal{T}_x) = 0 \), and therefore, \( \Theta(x) = 0 \). Let \( \mathcal{D} \) be the set of states for which \( \Gamma(x) = 0 \); it is given by \( \mathcal{D} = \{(1, 0), (i, 1), i = 1, \ldots, N\} \). We denote \( f \simeq g \) if \( f = g + O(e^{-\beta \epsilon}) \) as \( \beta \to \infty \). For \( x \in \mathcal{D} \), we have \( \rho(x) \simeq |M(x)|/\mathcal{I}, \) where \( |M(x)| \) is the number of in-spanning trees in \( K^D \). For \( x \notin \mathcal{D} \), the stationary distribution is exponentially small since from the theorem it is given by \( \rho(x) \simeq |M(x)|e^{\beta \Gamma(x)/\mathcal{I}}, \) with \( \Gamma(x) < 0 \). The stationary ratchet current in the clockwise direction is given by

\[
J_R = j((i + 1, 0), (i, 0)) + j((i + 1, 1), (i, 1)), \quad \text{for } i = 1, \ldots, N,
\]

where \( j(x, y) = \lambda(x, y)\rho(x) - \lambda(y, x)\rho(y) \).
For \( i = 1, \)

\[
J_R = j((2, 0), (1, 0)) + j((2, 1), (1, 1)).
\]

On the outer ring, \( j((2, 0), (1, 0)) = \lambda((2, 0), (1, 0))\rho(2, 0) - \lambda((1, 0), (2, 0))\rho(1, 0) \) with

\[
\begin{align*}
\lambda((1, 0), (2, 0)) & \simeq 0, \\
\lambda((2, 0), (1, 0)) & = e^{(E_2 - E_1)\beta/2}, \\
\rho(2, 0) & \simeq \frac{|M(2, 0)|}{\mathcal{F}} e^{\beta\Gamma(2, 0)} = \frac{|M(2, 0)|}{\mathcal{F}} e^{-(E_2 - E_1)\beta/2},
\end{align*}
\]

so that \( j((2, 0), (1, 0)) \simeq |M(2, 0)|/\mathcal{F}. \)

On the inner ring, \( j((2, 1), (1, 1)) = \lambda((2, 1), (1, 1))\rho(2, 1) - \lambda((1, 1), (2, 1))\rho(1, 1) \) with

\[
\begin{align*}
\lambda((2, 1), (1, 1)) & = \lambda((1, 1), (2, 1)) = 1, \\
\rho(2, 1) & \simeq \frac{|M(2, 1)|}{\mathcal{F}}, \\
\rho(1, 1) & \simeq \frac{|M(1, 1)|}{\mathcal{F}},
\end{align*}
\]

so that \( j((2, 1), (1, 1)) \simeq (|M(2, 1)| - |M(1, 1)|)/\mathcal{F}. \) The ratchet current is thus given by

\[
J_R \simeq \frac{1}{\mathcal{F}} (|M(2, 0)| + |M(2, 1)| - |M(1, 1)|).
\]

Considering converging arborescences, the Laplacian matrix of a directed graph is defined by \( L = D - A \) where \( D \) is the diagonal out-degree matrix and \( A = (A_{ij}) \) is the adjacency matrix such that \( A_{ij} \) is the number of directed edges from \( i \) to \( j \). The rows and columns of \( L \) are indexed by the vertices of the graph. Here, we index it first by the states on the outer ring and then the ones on the inner ring, that is \( (1, 0), (2, 0), \ldots, (N, 0), (1, 1), (2, 1), \ldots, (N, 1) \). The Tutte matrix tree theorem [Aigner 2007] relates the number of spanning arborescences converging to \( x \) in \( K^D \) to the cofactors of the Laplacian \( \det L_{x,y} \). Let \( x \in K \). Then for all \( y \in K \),

\[
|M(x)| = (-1)^{x+y} \det L_{x,y}.
\]

In particular, for \( y = x \), we have \( |M(x)| = \det L_x \). Therefore, we have

\[
J_R \simeq \frac{1}{\mathcal{F}} (\det L_{(2,1)} + \det L_{(2,0)} - \det L_{(1,1)}).
\]

The Laplacian matrix is given by

\[
L = \begin{pmatrix}
F & G \\
\text{Id} & C
\end{pmatrix}
\]
where $F$ is the $N \times N$ lower triangular matrix given by
\[
F = \begin{pmatrix}
1 & & \\
-1 & 1 & \\
& \ddots & \ddots \\
& & -1 & 1 \\
& & & -1 & 0 & 1
\end{pmatrix},
\]
$G$ is the $N \times N$ matrix such that all coefficients are zero except $G_{(1,0),(1,1)} = -1$, the matrix $\text{Id}$ is the $N \times N$ identity matrix, and $C$ is the circulant matrix
\[
C = \begin{pmatrix}
3 & -1 & & -1 \\
-1 & 3 & & \\
& \ddots & \ddots & \\
& & \ddots & -1 \\
& & & -1 & 3
\end{pmatrix}.
\]

2. Calculation of the ratchet current

From [Maes et al. 2014], the numerator of $J_R$ is given by
\[
\det L_{(2,1)} + \det L_{(2,0)} - \det L_{(1,1)} = \det B_{N-1} - 2 \det B_{N-2} - 2
\]
where $B_N$ is the $N \times N$ tridiagonal matrix with 3 on the diagonal and $-1$ on the two off-diagonals which satisfies the recurrence relation $\det B_N = 3 \det B_{N-1} - \det B_{N-2}$ with $\det B_1 = 3$ and $\det B_2 = 8$. By solving the associated characteristic equation, we get
\[
\det B_N = \frac{5 - 3\sqrt{5}}{10} \left( \frac{3 - \sqrt{5}}{2} \right)^N + \frac{5 + 3\sqrt{5}}{10} \left( \frac{3 + \sqrt{5}}{2} \right)^N.
\]
The normalization factor is given by
\[
\mathcal{D} = \sum_{x \in \mathcal{X}} \prod_{(y,z) \in \mathcal{X}_x} \lambda(y, z) \simeq \sum_{x \in \mathcal{D}} |M(x)| = \sum_{x \in \mathcal{D}} \det L_x.
\]
The sum is over the states in $\mathcal{D}$ since the contribution of the states which are not in $\mathcal{D}$ is exponentially damped. Therefore, we have
\[
\mathcal{D} \simeq \det L_{(1,0)} + \sum_{i=1}^{N} \det L_{(i,1)}.
\]
We have
\[
\det L_{(1,0)} = \det C.
\]
The circulant matrix $C$ has eigenvalues $\mu_j = 3 - 2 \cos(2\pi j/N)$, $j = 0, 1, \ldots, N-1$ [Biggs 1993]. Hence,

$$\det L_{(1,0)} = \prod_{j=0}^{N-1} (3 - 2 \cos(2\pi j/N)) = U_{N-1}^2(\sqrt{5}/2)$$

where $U_N$ is the $N$-th degree Chebyshev polynomial of the second kind. Thus,

$$\det L_{(1,0)} = \left(\frac{3 + \sqrt{5}}{2}\right)^N + \left(\frac{3 - \sqrt{5}}{2}\right)^N - 2. \quad (2)$$

From the Tutte matrix tree theorem, the cofactor $(-1)^{N+i} \det L_{(i,1)}$ is equal to the number of converging arborescences to $(i, 1)$ and is equal to the cofactor of the Laplacian where row $(i, 1)$ and any column are removed. Since the only nonzero element of $G$ is in column indexed by $(1, 1)$, we choose to remove that one, so that

$$|M(i, 1)| = (-1)^{(N+i)+(N+1)} \det L_{(i,1),(1,1)} = (-1)^{i+1} \det C_{(i,1),(1,1)} \quad (3)$$

since $F$ is lower triangular. On the other hand, by adding to the first column of $C$ all the other ones, we have

$$\det C = \begin{vmatrix} 1 & -1 & -1 \\ 1 & 3 & \cdots \\ -1 & \cdots & -1 \\ \cdots & \cdots & \cdots \\ 1 & -1 & 3 \end{vmatrix} = \sum_{i=1}^{N} (-1)^{i+1} \det C_{(i,1),(1,1)}. \quad (4)$$

Putting (1), (2), (3), and (4) together, we have

$$\mathcal{L} \simeq 2 \det C = 2\left(\frac{3 + \sqrt{5}}{2}\right)^N + 2\left(\frac{3 - \sqrt{5}}{2}\right)^N - 4.$$

Up to exponentially small corrections $e^{-\beta \epsilon}$, the ratchet current is given for all $N$ by

$$J_R \simeq \left(\frac{5 + 3\sqrt{5}}{10}\left(\frac{3 + \sqrt{5}}{2}\right)^{N-1} + \frac{5 - 3\sqrt{5}}{10}\left(\frac{3 - \sqrt{5}}{2}\right)^{N-1} - \frac{5 + 3\sqrt{5}}{5}\left(\frac{3 + \sqrt{5}}{2}\right)^{N-2} - \frac{5 - 3\sqrt{5}}{5}\left(\frac{3 - \sqrt{5}}{2}\right)^{N-2}\right) \left(2\left(\frac{3 + \sqrt{5}}{2}\right)^N + 2\left(\frac{3 - \sqrt{5}}{2}\right)^N - 4\right).$$

As a consequence, in the large system size limit the current saturates and has the limit

$$\lim_{N \to \infty} J_R \simeq \frac{1}{2} - \frac{1}{\sqrt{5}}.$$
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ESHELBY’S INCLUSION THEORY
IN LIGHT OF NOETHER’S THEOREM

SALVATORE FEDERICO, MAWAFAG F. ALHASADI AND ALFIO GRILLO

We dedicate this work to the memory of our maestro Professor Gaetano Giaquinta (Catania, Italy, 1945–2016), who first taught us Noether’s theorem and showed us its unifying beauty.

In a variational setting describing the mechanics of a hyperelastic body with defects or inhomogeneities, we show how the application of Noether’s theorem allows for obtaining the classical results by Eshelby. The framework is based on modern differential geometry. First, we present Eshelby’s original derivation based on the cut-replace-weld thought experiment. Then, we show how Hamilton’s standard variational procedure “with frozen coordinates”, which Eshelby coupled with the evaluation of the gradient of the energy density, is shown to yield the strong form of Eshelby’s problem. Finally, we demonstrate how Noether’s theorem provides the weak form directly, thereby encompassing both procedures that Eshelby followed in his works. We also pursue a declaredly didactic intent, in that we attempt to provide a presentation that is as self-contained as possible, in a modern differential geometrical setting.

1. Introduction

In a classical paper, Eshelby [1951] introduced the concept of configurational force as the force required for a region containing a defect in a material body to undergo a material virtual displacement. This idea led to the mechanical Maxwell energy-momentum tensor that has been subsequently termed Eshelby stress in continuum mechanics [Maugin and Trimarco 1992]. The procedure followed by Eshelby [1951] comprises a set of operations in which the elastic energy in the interior of a region and the net work that the surface tractions exert on the region are evaluated individually. In another work, Eshelby [1975] used Hamilton’s standard variational approach of field theory and found his energy-momentum tensor directly, using the components of the regular spatial displacement and of the displacement gradient as the entities called fields in the jargon of field theory. In the same paper,
Eshelby [1975] also sketched the procedure for the case in which the *fields* are the components of the configuration map, which is the common choice in modern continuum mechanics.

Although initially conceived for a single inclusion or for a discrete set of inclusions, Eshelby’s theory naturally applies to *inhomogeneous materials* or materials with continuous distributions of defects. Epstein and Maugin [1990] obtained the Eshelby stress using the concepts of material uniformity and material isomorphism introduced by Noll [1967] for inhomogeneous materials. Gurtin [1995; 2000] reformulated and generalized Eshelby’s approach with the method of the varying control volumes and considered the Eshelby stress as the appropriate stress of an *independent* material balance law. The Eshelby stress has been seen as the object capturing inhomogeneities and singularities (e.g., [Epstein and Maugin 1990; Gurtin 1995; 2000; Epstein and Maugin 2000; Epstein and Elżanowski 2007; Verron et al. 2009; Weng and Wong 2009; Maugin 2011]), or the *driving force* of phenomena of material evolution such as plasticity and growth-remodeling (e.g., [Maugin and Epstein 1998; Epstein and Maugin 2000; Cermelli et al. 2001; Epstein 2002; Imatani and Maugin 2002; Grillo et al. 2003; 2005; Epstein 2009; 2015; Grillo et al. 2016; 2017; Hamedzadeh et al. 2019]), or phase transitions, or evolution of the interfaces among phases (e.g., [Gurtin 1986; 1993; Gurtin and Podio-Guidugli 1996; Fried and Gurtin 1994; 2004]).

In a didactic spirit, the aim of this work is to reproduce the results of Eshelby [1951; 1975] *directly* by means of the classical Noether theorem (for a translation into English of Noether’s original 1918 paper, see [Noether 1971]) for continuum systems, as presented by Hill [1951]. The derivation is made using the components of the configuration map as the “fields” and those of the deformation gradient as the “gradients of the fields”, while an appropriate “topological” transformation represents the material virtual displacement on the region containing the defect. We would like to emphasize that this work is more than a mere rewrite of Eshelby’s findings in a more modern notation. While the relation between Eshelby’s work and Noether’s theorem has been highlighted in several papers (e.g., [Knowles and Sternberg 1971; Eshelby 1975; Fletcher 1976; Edelen 1981; Golebiewska Herrmann 1982; Olver 1984a; 1984b; Huang and Batra 1996; Kienzler and Herrmann 2000; Maugin 2011]), to the best of our knowledge, no work in the literature establishes an explicit relation between Eshelby’s inclusion theory (and, specifically, the procedure to deal with the presence of the inclusion [Eshelby 1951; 1975]) and Noether’s theorem.

In Section 2, we introduce the notation and give some basic definitions. In particular, we introduce standard and Eshelbian configurations and their *variations*, i.e., displacement fields. The setting is declaredly differential geometrical, although we avoid using differentiable manifolds for simplicity. In Section 3, we review, with
our notation and within a suitable geometrical setting, Eshelby’s original derivation [1951] of configurational forces. Similarly, in Section 4, we review Eshelby’s variational derivation [1975]. Finally, in Section 5, which is the core of the work, we introduce Noether’s theorem, and show how its application renders directly the results of both the previous derivations.

2. Theoretical background

In this section, we illustrate the notation that we employ and report some fundamental results relevant to this work. We generally use index-free notation, but sometimes it is useful to show the corresponding expression in index notation. Therefore, we present most expressions in both notations. In index notation, the customary Einstein summation convention for repeated indices is enforced throughout and a subscript preceded by a comma, as in $f_{,i}$, denotes partial differentiation with respect to its $i$-th argument.

2.1. General notation and basic definitions. Here we review some basic definitions of continuum mechanics, in order to elucidate the notation that we employ. The notation is essentially that of Truesdell and Noll [1965] and Marsden and Hughes [1983], with some modifications [Federico 2012; Federico et al. 2016]. We work in a simplified setting based on the use of affine spaces, whose rigorous definition can be found, e.g., in the treatise by Epstein [2010]. We could use a presentation in terms of differentiable manifolds [Noll 1967; Marsden and Hughes 1983; Epstein 2010; Segev 2013], but using affine spaces avoids many of the intricacies of higher-level differential geometry and makes the presentation more intuitive.

An affine space is a set $S$, called the point space, considered together with a vector space $V$, called the modeling space, and a mapping $S \times S \to V : (x, y) \mapsto y - x = u$. This means that, at every point $x \in S$, it is possible to univocally attach the vector given by $u = y - x$, for every point $y \in S$. The set of all vectors emanating from point $x$ is a vector space denoted $T_x S = \{ u \in V : u = y - x, \text{for all } y \in S \}$ and called tangent space to $S$ at $x$. In the differential geometrical definition, the tangent space $T_x S$ is the set of the vectors that are each tangent at $x$ to one of the infinite possible regular curves $c : [a, b] \to S : s \mapsto c(s)$ such that $c(s_0) = x$, where $s_0 \in ]a, b[\). i.e., the vectors (see Figure 1)

$$ u = \lim_{h \to 0} \frac{c(s_0 + h) - c(s_0)}{h} = c'(s_0) \in T_x S. \tag{1} $$

For the case of an affine space $S$, this definition of tangent space $T_x S$ coincides with that given by the expression $u = y - x$. Indeed, by varying the curve passing by $x$, we obtain all possible “tip points” $y$ of the tangent vectors defined as $u = y - x$. The dual space of $T_x S$, i.e., the vector space of all linear maps $\varphi : T_x S \to \mathbb{R}$, is
denoted $T^*_x S$ and is called the cotangent space to $S$ at $x$. The disjoint unions of all tangent and cotangent spaces are called tangent bundle $TS$ and cotangent bundle $T^*S$, respectively.

Vector fields and covector fields (or fields of one-forms) on an open set $A \subseteq S$ are maps

$$u : A \subseteq S \rightarrow TS : x \mapsto u(x) \in T_x S,$$  \hspace{1cm} (2a)  

$$\varphi : A \subseteq S \rightarrow T^*_x S : x \mapsto \varphi(x) \in T^*_x S,$$  \hspace{1cm} (2b)  

and tensor fields of higher order are defined analogously. Rather than speaking of contractions of vectors and covectors in a specific tangent and cotangent space, we can directly speak of the contractions of vector fields and covector fields in the tangent and cotangent bundle, and we denote the contraction by means of simple juxtaposition, i.e.,

$$\varphi u = u \varphi = \varphi_a u^a.$$  \hspace{1cm} (3)  

The physical space $S$ is equipped with a metric tensor $g$, a symmetric and positive definite second-order tensor field defining the scalar product of two vector fields as

$$g : TS \times TS \rightarrow \mathbb{R} : (u, v) \mapsto \langle u, v \rangle \equiv g(u, v) = u^a g_{ab} v^b.$$  \hspace{1cm} (4)  

We assume use of the Levi-Civita connection, i.e., the covariant derivative associated with the metric tensor $g$ via the Christoffel symbols given by (see, e.g., [Marsden and Hughes 1983])

$$\gamma^a_{bc} = \frac{1}{2} g^{ad} (g_{cd,b} + g_{bd,c} - g_{bc,d}),$$  \hspace{1cm} (5)  

which are symmetric in their lower indices, i.e., $\gamma^a_{bc} = \gamma^a_{cb}$. The covariant derivative $\nabla_u v$ of the vector field $v$ in the direction of the vector field $u$ has the component
expression

\[ [\nabla_a v]^b_c \equiv v^a_{b,c} + \gamma^a_{bc} v^b_c \]

and defines the gradient \( \text{grad} \ v \) as the tensor field such that its definition as a linear map is \( (\text{grad} \ v)u \equiv \nabla_u v \), with components \( [\text{grad} \ v]^a_b = v^a_{b,} \). The covariant derivative and the gradient of a tensor field of arbitrary order are defined analogously.

**Remark.** A scalar is a tensor of order zero and thus we find it more natural to use the convention adopted by, e.g., Epstein [2010, p. 116] and to consider the gradient of a scalar field \( f \) as the covector field (or one-form) \( \text{grad} \ f \) such that \((\text{grad} \ f)(u) = \nabla_u f\), as for a tensor of any other order. Accordingly, the components of \( \text{grad} \ f \) are \( f_{a}. \) The other possible convention is that adopted by Marsden and Hughes [1983, p. 69], according to which the gradient of \( f \) is the vector field with components \( g^{ab} f_{b} \). Note that, in either case, since \( f \) is a tensor of order zero, the Christoffel symbols of the connection are not involved in the gradient, which is thus connection-independent. There are several advantages in defining the gradient as a covector. First, this definition is metric-independent, whereas the vector definition clearly necessitates that a metric tensor \( g \) be defined. Second, the covector definition accommodates the analytical mechanical definition of force as a covector field: indeed, an integrable force is the negative of the gradient of a potential energy and is thus consistently represented as a covector field. Finally, with the covector definition of \( \text{grad} \ f \), we have the remarkable chain of identities

\[ \nabla f \equiv \text{grad} \ f \equiv \text{d} f \equiv \text{D} f, \]

where \( \text{d} f \) is the exterior derivative of \( f \), when seen as a zero-form (see, e.g., [Epstein 2010, p. 116]), and \( \text{D} f \) is the Fréchet derivative (or tangent map) of \( f \), when seen as a point map from \( A \subset S \) into \( \mathbb{R} \).

In the following, the physical space \( S \) is identified with the affine space \( E^3 \), which is \( \mathbb{R}^3 \) considered both as the point space and as the modeling vector space.

### 2.2. Bodies, configurations, and the deformation gradient.

In the simplified presentation that we adopt, a deformable continuous body \( B \) is identified with one of its placements in the physical space \( S \), and this particular placement is called reference configuration. The body is assumed to be endowed with the material metric \( G \), which induces the corresponding Levi-Civita connection, similarly to what was seen for the spatial metric \( g \).

A configuration, or deformation, of the body is an embedding

\[ \phi : B \rightarrow S : X \mapsto x = \phi(X), \]

i.e., a map such that its codomain-restriction \( \phi : B \rightarrow \phi(B) \) is a diffeomorphism, i.e., a continuous and differentiable map, which is invertible, with continuous and
differentiable inverse \( \Phi \equiv \phi^{-1} : \phi(B) \rightarrow B \). The configuration \( \phi \) maps material points \( X = (X^1, X^2, X^3) \) in the body \( B \) into spatial points \( x = (x^1, x^2, x^3) \) in \( S \), i.e., \( \phi(X) = x \).

Since we are going to introduce another class of configurations, called Eshelbyian, we shall refer to the standard definition of configuration given above as a conventional configuration. The set of all \( k \)-times differentiable conventional configuration maps (with \( k \in \mathbb{N} \)) constitutes the conventional configuration space \( C \) of the body \( B \). Since \( S \) is an affine space, the space \( C^k(B, S) \) of the \( k \)-times differentiable maps from \( B \) into \( S \) is an infinite-dimensional affine space. Thus, considering \( C \) as an open set in \( C^k(B, S) \) [Marsden and Hughes 1983] makes \( C \) an infinite-dimensional trivial manifold. A tangent vector \( \eta \) in the functional tangent space \( T_{\phi}C \) can be thought of as the tangent at \( \phi \) to a curve of maps in \( C \) (i.e., a one-parameter family of maps in \( C \)), and is a vector field covering the configuration \( \phi \), i.e.,

\[
\eta : B \to TS : X \mapsto \eta(X) \in T_{\phi(X)}S = T_xS. \tag{9}
\]

The vector field \( \eta \) is called a (conventional) displacement field (and, when compatible with the constraints, but not necessarily attained by the body, it is called a virtual displacement). Figure 2 shows the displacement \( \eta(X) = \eta(\Phi(x)) \) as

---

**Figure 2.** A conventional displacement field. Top: the displacement \( \eta(X) = \eta(\Phi(x)) \in T_xS \) as a tangent vector attached at \( x = \phi(X) \). Bottom: the displacement field \( \eta \) as a tangent vector attached at the configuration \( \phi \), which is a point in the configuration space \( C \), here depicted as a surface, for the sake of an intuitive graphical representation.
a tangent vector at \( T_x S \) and an illustration of the configuration space with the displacement field \( \eta \) as a tangent vector at \( T_\phi C \).

The deformation gradient at point \( X \) is the \textit{tangent map} of \( \phi \), i.e., the tensor
\[
(T \phi)(X) = F(X) : T_X B \to T_x S,
\]
with \( x = \phi(X) \), expressing the Fréchet derivative of \( \phi \) at \( X \). Since the existence of the Fréchet derivative of \( \phi \) implies the existence of its Gâteaux derivative (or directional derivative), \( F(X) \) can be defined through the limit
\[
(\partial_M \phi)(X) := \lim_{h \to 0} \frac{\phi(X + hM) - \phi(X)}{h} = [(T \phi)(X)]M = [F(X)]M,
\]
and the Gâteaux derivative \( \partial_M \phi(X) \) of \( \phi \) with respect to any tangent vector \( M \in T_X B \) equals the Fréchet derivative \( F(X)M \), which is linear in \( M \). In components, (11) reads
\[
(\partial_M \phi)^a(X) = (T \phi)^a_B(X)M^B = F^a_B(X)M^B = \phi^a_B(X)M^B,
\]
where we recall that the comma denotes partial differentiation. Note that \( F(X) \) is a two-point tensor as it has the \textit{domain leg} in \( T_X B \) and the \textit{codomain leg} in \( T_x S \). As a tensor field, the deformation gradient is
\[
F : B \to TS \otimes T^* B.
\]
The deformation gradient \( F \) pushes-forward material vector fields \( M \) with components \( M^A \) into spatial vector fields \( \phi_* M = (F \circ \Phi)(M \circ \Phi) \) with components \( (F^a_A \circ \Phi)(M^A \circ \Phi) \). The inverse \( F^{-1} \) pulls-back spatial vector fields \( m \) with components \( m^a \) into material vector fields \( \phi^* m = (F^{-1} \circ \phi)(m \circ \phi) \) with components \( ((F^{-1})^a_A \circ \phi)(m^a \circ \phi) \). The transpose \( F^T \) pulls-back spatial covector fields \( \pi \) with components \( \pi_a \) into material covector fields \( \phi^* \pi = (F^T \circ \phi)(\pi \circ \phi) \) with components \( (((F^T)^a_A \circ \phi)(\pi_a \circ \phi) = F^a_A(\pi_a \circ \phi) \). The inverse transpose \( F^{-T} \) pushes-forward material covector fields \( \Pi \) with components \( \Pi_A \) into spatial covector fields \( \phi_* \Pi = (F^{-T} \circ \phi)(\Pi \circ \phi) \) with components \( (((F^{-T})^a_A \circ \phi)(\Pi_A \circ \phi) = (F^{-1})^a_A(\Pi_A \circ \phi) \).

The determinant \( J = \det F \) has the meaning of \textit{volume ratio}, in the spirit of the theorem of the change of variables applied to the transformation from the spatial region \( \phi(\mathcal{R}) \subset S \) to the corresponding material region \( \mathcal{R} \subset B \).

2.3. \textit{Eshelbian configurations and their tangent maps}. Grillo et al. [2003] introduced the concept of \textit{admissible reference configuration set} of a body as the set of all reference configurations obtained by applying a diffeomorphism to the reference configuration \( B \) representing the body (which has some similarities with the idea of boundary reparametrizations introduced by Gurtin [1995]). Here, we make use of this concept in a slightly different way.
An *Eshelbian configuration* \( \mathcal{Y} \) is a diffeomorphism on the body \( \mathcal{B} \). Since we define the body \( \mathcal{B} \) as a trivial manifold, i.e., an open subset of the physical space \( \mathcal{S} \), the codomain of an Eshelbian configuration \( \mathcal{Y} \) should be the whole space \( \mathcal{S} \) and the image would be an open set \( \widetilde{\mathcal{B}} = \mathcal{Y}(\mathcal{B}) \subset \mathcal{S} \). However, if the body \( \mathcal{B} \) were a nontrivial manifold, the image \( \widetilde{\mathcal{B}} = \mathcal{Y}(\mathcal{B}) \) would be another nontrivial manifold. To keep the notation as general as possible, we prefer to avoid declaring \( \mathcal{S} \) as the codomain of \( \mathcal{Y} \). Rather, we consider all admissible diffeomorphisms \( \mathcal{Y} \), each with its image \( \tilde{\mathcal{B}} = \mathcal{Y}(\mathcal{B}) \), and we obtain the collection of all admissible reference configurations \( \tilde{\mathcal{B}} \), which clearly also contains \( \mathcal{B} \) itself (see also [Grillo et al. 2003]). Then, we consider the union \( \mathcal{N} = \bigcup_{\mathcal{Y}} \tilde{\mathcal{B}} \) of these mutually diffeomorphic sets \( \tilde{\mathcal{B}} \), and define the generic Eshelbian configuration as

\[
\mathcal{Y} : \mathcal{B} \to \mathcal{N} : X \mapsto \tilde{X} = \mathcal{Y}(X),
\]

which has the further notational advantage of not tying \( \mathcal{Y} \) to its specific image \( \tilde{\mathcal{B}} \).

Analogously to the case of a conventional configuration, the tangent map of an Eshelbian configuration at point \( X \) is the tensor

\[
(T\mathcal{Y})(X) : T_X \mathcal{B} \to T_{\tilde{X}} \mathcal{N},
\]

with \( \tilde{X} = \mathcal{Y}(X) \). Again, \( (T\mathcal{Y})(X) \) is the Fréchet derivative of \( \mathcal{Y} \) at \( X \) and, since \( \mathcal{Y} \) is a diffeomorphism, \( (T\mathcal{Y})(X) \) can be computed by means of the Gâteaux derivative of \( \mathcal{Y} \) at \( X \), i.e.,

\[
(\partial_M \mathcal{Y})(X) = \lim_{h \to 0} \frac{\mathcal{Y}(X + h M) - \mathcal{Y}(X)}{h} = [(T\mathcal{Y})(X)]^M. \tag{16}
\]

The *material identity map* is the particular case of Eshelbian configuration obtained by considering that \( \mathcal{B} \subset \mathcal{N} \), and is defined as

\[
\mathcal{X} : \mathcal{B} \to \mathcal{B} : X \mapsto X = \mathcal{X}(X),
\]

with the component representation

\[
\mathcal{X}^A : \mathcal{B} \to \mathbb{R} : X \mapsto X^A = \mathcal{X}^A(X) \equiv \mathcal{X}^A(X^1, X^2, X^3). \tag{18}
\]

Its tangent map is clearly the (material) identity tensor in \( T\mathcal{B} \), i.e.,

\[
T\mathcal{X} = I : T\mathcal{B} \to T\mathcal{B}, \quad (T\mathcal{X})^A_B = \delta^A_B. \tag{19}
\]

Also in the case of Eshelbian configurations, we can exploit the affine structure of \( \mathcal{S} \): since all sets \( \tilde{\mathcal{B}} \) are open subsets of \( \mathcal{S} \), also \( \mathcal{N} = \bigcup_{\mathcal{Y}} \tilde{\mathcal{B}} \subset \mathcal{S} \) is an open set, and thus we can define the space of all Eshelbian configurations as an open subset \( \mathcal{M} \) of the infinite-dimensional affine space \( C^k(\mathcal{B}, \mathcal{N}) \), which makes \( \mathcal{M} \) an infinite-dimensional trivial manifold.
Remark. In our setting, in which the physical space \( S \) is an affine space and a body \( B \) is a subset of \( S \), the distinction between a conventional configuration \( \phi : B \to S \) and an Eshelbian configuration \( \mathcal{Y} : B \to \mathcal{N} \) seems to fade out, because \( \mathcal{N} = \bigcup_{\mathcal{Y}} \tilde{B} \subseteq S \). However this is not the case, as will become clear from the explanation given in Section 3 (see also Figures 3 and 4). Moreover, when \( B \) is a general manifold, the distinction is fundamental. In this case, while a conventional configuration \( \phi \) remains an embedding of \( B \) in \( S \), i.e., it gives \( B \) a placement \( \phi(B) \subset S \), an Eshelbian configuration transforms the manifold \( B \) into a different manifold \( \tilde{B} \).

A tangent vector \( U \in T_X M \) is a vector field

\[ U : B \to TB : X \mapsto U(X) \in T_X B, \]  

and is called a material displacement field. When an Eshelbian configuration \( \mathcal{Y} : B \to \mathcal{N} \) is defined as a perturbation of the material identity \( \mathcal{X} \), i.e.,

\[ \mathcal{Y}(X) = \mathcal{X}(X) + hU(X) = X + hU(X), \]
\[ \mathcal{Y}^A(X) = \mathcal{X}^A(X) + hU^A(X) = X^A + hU^A(X), \]  

where \( h \in \mathbb{R} \) is a smallness parameter and \( U \in T_X M \), it is called an “infinitesimal transformation of the coordinates”, in the language of field theory. Omitting the argument \( X \), we can write

\[ \mathcal{Y} = \mathcal{X} + hU, \quad \mathcal{Y}^A = \mathcal{X}^A + hU^A. \]

The tangent map of \( \mathcal{Y} \) in (22) is expressed by

\[ T \mathcal{Y} = T \mathcal{X} + h \text{Grad} U = I + h \text{Grad} U, \]
\[ (T \mathcal{Y})^A_B = (T \mathcal{X})^A_B + hU^A|_B = \delta^A_B + hU^A|_B, \]  

where \( I \) is the material identity tensor and \( \text{Grad} U \), with components \( U^A|_B \), is the gradient (or covariant derivative) of \( U \). For \( h \to 0 \), the Jacobian determinant of \( T \mathcal{Y} \) is

\[ \det(T \mathcal{Y}) = \det(I + h \text{Grad} U) = 1 + h \text{Tr}(\text{Grad} U) + o(h) = 1 + h \text{Div} U + o(h) = 1 + hU^A|_A + o(h). \]  

2.4. Conventions on forces and stresses. As mentioned in the remark on page 251, in the analytical mechanics/field theory approach, followed by, e.g., Hill [1951] and Eshelby [1975], forces are regarded as covector fields, acting on velocity or displacement vector fields. Thus, the contraction of a force with a velocity or displacement is given precisely by (3). Consequently, the first leg of the stress (the “force leg”) is a covector, while the second leg (the “area leg”) is a vector. Indeed,
in the expression of Cauchy’s theorem, the traction vectors relative to the spatial and material elements of area are given by

$$
t_n = \sigma \cdot n, \quad t_N = P \cdot N, \quad (t_n)_a = \sigma_a^b n_b, \quad (t_N)_a = P_a^b N_b.
$$

In (25), \(n\) is the normal covector to a surface element at the spatial point \(x = \phi(X)\) in the current configuration, \(N\) is the normal covector to the corresponding surface element at the material point \(X\) in the reference configuration, and the first Piola–Kirchhoff stress is related to Cauchy stress by means of the backward Piola transformation

$$
P = J(\sigma \circ \phi) F^{-T}, \quad P_a^b = J(\sigma_a^b \circ \phi)(F^{-T})_b^a.
$$

Equations (25) and (26) show that the tractions \(t_n\) and \(t_N\) are indeed covectors if the Cauchy stress \(\sigma\) and the first Piola–Kirchhoff stress \(P\), respectively, are treated as “mixed” tensors (we remark that \(t_N \neq t_n\), since \(N\) is related to \(n\) by the formula of the change of area, also known as Nanson’s formula; see, e.g., [Bonet and Wood 2008]).

3. Eshelby’s original derivation of the weak form

Eshelby [1951] derived the weak form of the expression of the configurational force balance by means of a thought experiment subdivided in several steps. This form is weak as it is an integral equation expressing a virtual work. We note that, in this section, we define the total energy \(E_D\) in a region \(D\) of the body as a functional on the manifold \(M\), the Eshelbian configuration space.

Eshelby [1951] considered a body \(B\), subjected to constraints and external loads, and in whose interior is located a defect of any kind: a point defect, a dislocation, an inclusion, or even a region in which the material properties are inhomogeneous. To fix ideas, we follow Eshelby’s graphical example with a point defect, as shown in Figure 3. The left panel in Figure 3 shows what Eshelby called the original body, in which a region \(D\) (highlighted in dark gray), bounded by the smooth material surface \(\Sigma = \partial D\), is selected such that the defect is contained in \(D\). The right panel in Figure 3 represents a replica of the original body, in which a different region \(\tilde{D}\) (also highlighted in dark gray), bounded by the smooth material surface \(\tilde{\Sigma} = \partial \tilde{D}\), is selected so that the defect is contained in \(\tilde{D}\) (see also [Kienzler and Herrmann 2000]). Since \(\Sigma\) and \(\tilde{\Sigma}\) are both smooth, it is always possible to find an Eshelbian configuration \(Y\) transforming \(D\) into \(\tilde{D}\), i.e., \(Y(D) = \tilde{D}\). Moreover, if \(\Sigma\) and \(\tilde{\Sigma}\) are “close enough”, then \(\tilde{D}\) is obtainable from \(D\) through a perturbation of the form defined in (21), whose domain restriction to \(D\) is

$$
Y : D \rightarrow B : X \mapsto Y(X) = \bar{X}(X) + hU(X),
$$

(27)
Figure 3. Determination of the force on a defect (the solid black circle). Left: original body, with the defect contained in a region $\mathcal{D}$, bounded by the smooth surface $\Sigma = \partial \mathcal{D}$. Right: replica body, with the defect contained in a different region $\tilde{\mathcal{D}}$, bounded by the smooth surface $\tilde{\Sigma} = \partial \tilde{\mathcal{D}}$. As in Eshelby’s original scheme [1975], here we depict the material displacement $h \mathbf{U}$ as being uniform over the material region $\mathcal{D}$ enclosed by the surface $\Sigma$, i.e., $h \mathbf{U}(X) = -h \mathbf{U}_0$ for every $X \in \mathcal{D}$.

where we recall that $h$ is a smallness parameter. Note that Eshelby [1951] chose $h \mathbf{U}$ to be a uniform material displacement field $h \mathbf{U}(X) = -h \mathbf{U}_0$ over $\mathcal{D}$. Eshelby’s choice makes the procedure easier to illustrate and yields directly the strong form of the inclusion problem. Here, we derive the weak form first and then obtain the strong form by adding Eshelby’s assumption, $h \mathbf{U}(X) = -h \mathbf{U}_0$, at the very end. However, it is helpful to keep the uniform displacement $-h \mathbf{U}_0$ in one’s mind and, to this end, we chose to represent this uniform displacement in Figure 3, following Eshelby’s original thought experiment.

We remark that, since the map $\gamma$ of (27) is Eshelbian, the body is undergoing no deformation, in the sense that it is not changing its shape, but only its configuration. Indeed, one chooses the surface $\Sigma$ enclosing the region $\mathcal{D}$ and the surface $\tilde{\Sigma}$ enclosing the region $\tilde{\mathcal{D}}$ independently and then finds a suitable $\gamma$ mapping $\mathcal{D}$ into $\tilde{\mathcal{D}}$. Clearly, this mere fact does not displace the defect at all, but simply represents a different choice of enclosing surface. The displacement of the defect in the reference configuration actually takes place when we replace the region $\mathcal{D}$ in the original body with the region $\tilde{\mathcal{D}}$ cut from the replica body (which is straightforward in the case of an Eshelby rigid displacement $-h \mathbf{U}_0$), where $\mathcal{D}$ and $\tilde{\mathcal{D}}$ are related by the material transformation $\gamma$ described by (27). Note that, in this replacement, the defect is moved together with the region $\tilde{\mathcal{D}}$ (see point (iii) below).

Our goal is to determine the variation in energy accompanying this change in reference configuration. In order to achieve this, we perform the thought experiment proposed by Eshelby [1951; 1975] and described below.
(i) In the original body, cut out the material in the region \( \mathcal{D} \). If the body is prestressed for any reason, then apply traction forces to the boundary \( \Sigma = \partial \mathcal{D} \) of the cavity that has been created, in order to avoid relaxation.

(ii) Similarly, in the replica body, cut out the material in the region \( \mathcal{\tilde{D}} = \mathcal{Y}(\mathcal{D}) \) and apply suitable tractions to the boundary \( \mathcal{\tilde{\Sigma}} = \partial \mathcal{\tilde{D}} = \partial [\mathcal{Y}(\partial \mathcal{D})] \equiv [\mathcal{Y}(\partial \mathcal{D})] \) to prevent relaxation. Let us denote the total elastic energy \( E_{el}^\mathcal{D} : \mathcal{M} \to \mathbb{R} \) in \( \mathcal{Y}(\mathcal{D}) \) by

\[
E_{el}^\mathcal{Y}(\mathcal{D}) = \int_{\mathcal{Y}(\mathcal{D})} W = \int_{\mathcal{D}} \det(T\mathcal{Y})W \circ \mathcal{Y}, \tag{28}
\]

where we used the theorem of the change of variables to transform the integral over the displaced region \( \mathcal{Y}(\mathcal{D}) \) into an integral over the original region \( \mathcal{D} \). Similarly, in the original region, the total elastic energy would be

\[
E_{el}^\mathcal{D}(\mathcal{X}) = \int_{\mathcal{D}} W = \int_{\mathcal{D}} W \circ \mathcal{X}, \tag{29}
\]

where we exploited the identity \( \mathcal{X}(\mathcal{X}) = \mathcal{X} \) in writing \( W = W \circ \mathcal{X} \). Therefore, the difference in energy due to the perturbation \( \mathcal{Y} \) (i.e., due to the different selection of the surfaces \( \mathcal{\tilde{\Sigma}} \) and \( \Sigma \)) is

\[
E_{el}^\mathcal{Y}(\mathcal{D}) - E_{el}^\mathcal{D}(\mathcal{X}) = \int_{\mathcal{D}} \det(T\mathcal{Y})W \circ \mathcal{Y} - \int_{\mathcal{D}} W \circ \mathcal{X} = \int_{\mathcal{D}} [\det(T\mathcal{Y})W \circ \mathcal{Y} - W \circ \mathcal{X}]. \tag{30}
\]

By expressing the map \( \mathcal{Y} \) as \( \mathcal{Y} = \mathcal{X} + h\mathcal{U} \) (see (21)), considering that, for \( h \to 0 \), \( \det T\mathcal{Y} = 1 + h \text{Div} \mathcal{U} + o(h) \) (see (24)) and

\[
W \circ \mathcal{Y} = W \circ (\mathcal{X} + h\mathcal{U}) = W \circ \mathcal{X} + h[(\text{Grad} W) \circ \mathcal{X}]\mathcal{U} + o(h), \tag{31}
\]

(30) becomes

\[
E_{el}^\mathcal{D}(\mathcal{X} + h\mathcal{U}) - E_{el}^\mathcal{D}(\mathcal{X}) = \int_{\mathcal{D}} [h(W \circ \mathcal{X}) \text{Div} \mathcal{U} + h((\text{Grad} W) \circ \mathcal{X})\mathcal{U} + o(h)]. \tag{32}
\]

Now, we can divide both sides of (32) by \( h \) and take the limit for \( h \to 0 \) so that, on the left-hand side, we have the variational Gâteaux derivative of \( E_{el}^\mathcal{D} \) with respect to the material displacement field \( \mathcal{U} \in T\mathcal{X} \mathcal{M} \), evaluated at the identity map \( \mathcal{X} \), i.e.,

\[
(\partial_{\mathcal{U}} E_{el}^\mathcal{D})(\mathcal{X}) = \lim_{h \to 0} \frac{E_{el}^\mathcal{D}(\mathcal{X} + h\mathcal{U}) - E_{el}^\mathcal{D}(\mathcal{X})}{h} = \int_{\mathcal{D}} [(W \circ \mathcal{X}) \text{Div} \mathcal{U} + ((\text{Grad} W) \circ \mathcal{X})\mathcal{U}]. \tag{33}
\]

By using the identities \( (\text{Grad} W) \circ \mathcal{X} = \text{Grad} W \) and \( W \circ \mathcal{X} = W \), we can write

\[
(\partial_{\mathcal{U}} E_{el}^\mathcal{D})(\mathcal{X}) = \int_{\mathcal{D}} [W \text{Div} \mathcal{U} + [\text{Grad} W]\mathcal{U}], \tag{34}
\]
which, by using Leibniz’s rule and the identity \( \text{Div}(WU) = \text{Div}(WIU) \) (where \( I \) is the material identity tensor), becomes

\[
(\partial_U \varepsilon_D^e)(X) = \int_D \text{Div}[WIU]. \tag{35}
\]

(iii) Before the deformation \( \phi \) occurs, the region \( \widetilde{D} = \overline{y}(D) \) that had been isolated from the replica body could be “transplanted”\(^1\) into the cavity (resulting from the elimination of the original region \( D \) in the original body) by simply applying the opposite displacement field \(-hU\). In Eshelby’s choice of a uniform displacement, this would be the rigid translation \( hU_0 \), as shown in Figure 4. This is as if the defect had been displaced of the amount \( hU_0 \).

However, after the deformation \( \phi \) occurs, \( \phi(\widetilde{D}) = \phi(\overline{y}(D)) \) from the replica and \( \phi(D) \) from the original body are different in general, and thus \( \phi(\widetilde{D}) = \phi(\overline{y}(D)) \) may not fit the cavity with deformed surface \( \partial[\phi(D)] \equiv \phi(\partial D) = \phi(\Sigma) \) in the original body. Indeed, the points of the deformed surface \( \partial[\phi(D)] \equiv \phi(\partial D) = \phi(\Sigma) \) in the original body and the points of the deformed surface \( \partial[\phi(\overline{y}(D))] \equiv \phi(\partial(\overline{y}(D))) = \phi(\partial\widetilde{D}) = \phi(\overline{\Sigma}) \) in the replica body generally differ by the (conventional spatial) displacement

\[
\phi(X + hU(X)) - \phi(X) = [F(X)](hU(X)) + o(h), \tag{36}
\]

\(^1\)We are borrowing the term “transplant” from Epstein and Maugin [2000] and Imatani and Maugin [2002], but with a more strictly “surgical” meaning.
which, recalling that \( X + hU(X) = \gamma(X) \) and \( X = \chi(X) \), omitting the argument \( X \) and using the linearity of \( F \), can be written as

\[
\phi \circ \gamma - \phi \circ \chi = hFU + o(h).
\]

(37)

In order to deform the surface \( \phi(\Sigma) = \phi(\partial D) \) of the cavity in the original body in such a way that \( \phi(\tilde{D}) \) from the replica body can exactly fit in it, we must adjust the deformation. This can be achieved, in fact, by introducing a new deformation, \( \tilde{\phi} \), which, applied to \( \gamma(D) = \tilde{D} \), is such that the overall displacement is null, i.e.,

\[
\tilde{\phi}(\gamma(X)) - \phi(X) = 0. \tag{38}
\]

Since \( \tilde{\phi} \) has to adjust \( \phi \) in order to eliminate the mismatch generated by the combined effect of \( \gamma \) and \( \phi \) (note how the composition \( \phi \circ \gamma \) is, in fact, the mathematical representation of the “combined effect”), it is natural to define \( \tilde{\phi} \) as a perturbation of \( \phi \). Hence, we set

\[
\tilde{\phi} = \phi + h\eta, \tag{39}
\]

where, without loss of generality, the same smallness parameter, \( h \), is used as that defining \( \gamma = \chi + hU \). With the aid of (39), and in the limit \( h \to 0 \), (38) becomes

\[
\phi(\chi + hU) + h\eta(\chi + hU) - \phi(\chi) = hFU + o(h) + h^2[\eta(\chi)U] + o(h^2)
\]

\[
= h[FU + \eta] + o(h) = 0. \tag{40}
\]

At the lowest order, (40) gives the condition sought for \( \eta \), i.e., that it has to compensate for \( U \), thereby yielding

\[
FU + \eta = 0 \quad \Rightarrow \quad -h\eta = hFU. \tag{41}
\]

This interpretation of the displacement \( \eta \) is the core of Noether’s theorem, which will be addressed in Section 5.

The work necessary to adjust the deformation of \( B \setminus D \) according to (39) is exerted by the first Piola–Kirchhoff surface traction \( P(\neg N) = -PN \), where the minus sign comes from the fact that we regard \( N \) as the outward normal to the boundary \( \Sigma = \partial D \) of \( D \), which is inward with respect to the remainder \( B \setminus D \) of the body. The integral of this work per unit referential area over the surface \( \Sigma = \partial D \) gives what Cermelli et al. [2001] called the “net work”

\[
E^{\text{nw}}_D(\gamma) = \int_{\partial D} (-PN)(-h\eta) + o(h)
\]

\[
= -h \int_{\partial D} (PN)(FU) + o(h) = -h \int_{\partial D} [(F^T P)^T U] N + o(h), \tag{42}
\]
where we rewrote the covector-vector contraction \((\mathbf{F}U)(\mathbf{P}N)\) by using the definition of transpose, i.e.,

\[
(\mathbf{F}U)(\mathbf{P}N) = F^a_A U^A P^B_a N_B = (\mathbf{P}^T)^B_a F^a_A U^A N_B = [(\mathbf{F}^T \mathbf{P})^T]^B_A U^A N_B = [(\mathbf{F}^T \mathbf{P})^T \mathbf{U}]N.
\]  

(43)

Note that, for the sake of a lighter notation, we are writing \(\mathbf{F}^T\) and \(\mathbf{P}^T\) for \(\mathbf{F}^T \circ \phi\) and \(\mathbf{P}^T \circ \phi\). Rigorously speaking, the composition by \(\phi\) would be necessary, since \(\mathbf{F}^T\) and \(\mathbf{P}^T\) are defined in the current configuration \(\phi(\mathbf{B})\) [Marsden and Hughes 1983]. Since \(\mathbf{N}\) is the outward normal to \(\Sigma = \partial \mathcal{D}\), the net work (42) is the negative of the work that the Piola tractions \(\mathbf{P}N\) would exert over the displacement \(-h\eta\) of (41) on the referential surface \(\Sigma = \partial \mathcal{D}\), seen as the boundary of the referential region \(\mathcal{D}\). This observation allows us to apply the divergence theorem to (42), which yields

\[
\mathcal{E}_{\mathcal{D}}^{\text{nw}}(\mathcal{Y}) = -h \int_{\mathcal{D}} \text{Div}[((\mathbf{F}^T \mathbf{P})^T \mathbf{U})] + o(h). 
\]  

(44)

This can be made into an increment by expressing the map \(\mathcal{Y}\) as \(\mathcal{Y} = \mathcal{X} + h\mathbf{U}\), and considering that \(\mathcal{E}_{\mathcal{D}}^{\text{nw}}(\mathcal{X}) = 0\), i.e.,

\[
\mathcal{E}_{\mathcal{D}}^{\text{nw}}(\mathcal{X} + h\mathbf{U}) - \mathcal{E}_{\mathcal{D}}^{\text{nw}}(\mathcal{X}) = -h \int_{\mathcal{D}} \text{Div}[(\mathbf{F}^T \mathbf{P})^T \mathbf{U}] + o(h). 
\]  

(45)

Now, dividing by \(h\) and passing to the limit \(h \to 0\), we obtain the functional directional derivative

\[
(\partial_U \mathcal{E}_{\mathcal{D}}^{\text{nw}})(\mathcal{X}) = \lim_{h \to 0} \frac{\mathcal{E}_{\mathcal{D}}^{\text{nw}}(\mathcal{X} + h\mathbf{U}) - \mathcal{E}_{\mathcal{D}}^{\text{nw}}(\mathcal{X})}{h} = -\int_{\mathcal{D}} \text{Div}[(\mathbf{F}^T \mathbf{P})^T \mathbf{U}].
\]  

(46)

(iv) The deformed transformed region \(\phi(\tilde{\mathcal{D}}) = \phi(\mathcal{Y}(\mathcal{D}))\) from the replica body can finally be exactly suited into the cavity left by the removal of \(\mathcal{D}\) in the original body and we are able to weld together across the interface. We note that Eshelby [1975] needs to make considerations on the infinitesimals of order greater than \(h\). In our approach, these are automatically taken care of (and eliminated) by the limit operation in (46). To cite Eshelby [1975] verbatim, except using our notation for the displacement,

“\text{We are now left with the system as it was to begin with, except that the defect has been shifted by } -h\mathbf{U} = h\mathbf{U}_0, \text{ as required.}”

The associated variation in the total energy \(\mathcal{E}_{\mathcal{D}} : \mathcal{M} \to \mathbb{R}\) of the system is obtained as \(\mathcal{E}_{\mathcal{D}} = \mathcal{E}_{\mathcal{D}}^{\text{el}} + \mathcal{E}_{\mathcal{D}}^{\text{nw}}\), i.e., by summing (35) and (46), i.e.,

\[
(\partial_U \mathcal{E}_{\mathcal{D}})(\mathcal{X}) = \int_{\mathcal{D}} \text{Div}[\mathbf{W} \mathbf{U}] - \int_{\mathcal{D}} \text{Div}[(\mathbf{F}^T \mathbf{P})^T \mathbf{U}],
\]  

(47)
which can be written as

$$\left(\partial_U E_D \right)(X) = \int_D \text{Div}[E^T U] = \int_{\partial D} (E N) U. \quad (48)$$

Equation (48) quantifies the variation in energy necessary to obtain a new reference configuration in which the defect is displaced in direction $U$ with respect to the original one. In the context of the theory of defects, Eshelby [1951] called the tensor $E$, with the expression

$$E^B = W \delta^B - F^B P^B, \quad E^B_A = W \delta^B_A - F^a_A P^B_a, \quad (49)$$

the *Maxwell tensor of elasticity* and later [Eshelby 1975] the *energy-momentum tensor*, in analogy with Maxwell’s terminology from field theory. This analogy will be completely clear in Section 4. Later, Maugin and Trimarco [1992] gave $E$ the name of *Eshelby stress* in his honor.

At the end of Eshelby’s thought experiment, we have the expression in (48), which can be thought of as the *virtual work* exerted by the Eshelby tractions $E N$ on the material displacement field $U$ on the boundary $\partial D$ of the region $D$. Using Eshelby’s assumption $U(X) = -U_0$ for every $X \in D$, we can write (48) as

$$\left(\partial_U E_D \right)(X) = - \int_D (\text{Div} E) U_0 = - \int_{\partial D} (E N) U_0. \quad (50)$$

In order to obtain (in our notation) equation (17) in the paper by Eshelby [1951], we use Cartesian coordinates, so that it is legitimate to rewrite the integral as

$$\mathcal{F} U_0 = \left(\partial_U E_D \right)(X) = - \left( \int_D \text{Div} E \right) U_0 = - \left( \int_{\partial D} E N \right) U_0, \quad (51)$$

where $\mathcal{F}$ was *defined* by Eshelby as the *total inhomogeneity force*, producing work over the uniform virtual displacement $U_0$. We remark that the total inhomogeneity force $\mathcal{F}$ can only be defined in the case of Cartesian coordinates, which is the only particular case in which integration of a vector field makes sense (see the warning at page 134 in the text by Marsden and Hughes [1983]).

### 4. Eshelby’s variational derivation of the strong form

In his seminal paper, Eshelby [1975] used a variational approach and wrote the Euler–Lagrange equations for a generic system with a potential energy depending — in the language of classical field theory — on fields, “gradients” of fields, and coordinates. In this quite general framework, elasticity can be seen as a particular case. Here, we follow Eshelby’s derivation [1975] step by step, using our notation and adding our comments. Then, we shall show how this specializes to the case of large- and small-deformation elasticity. The only difference with
Eshelby’s procedure is that, whenever we look at the variational problem as an elasticity problem, our fields are the components of the configuration map, rather than the components of the displacement. Note that, in contrast with Section 3, here we define the total energy $E_D$ in a region $D$ of the body as a functional on the manifold $C$, the conventional configuration space.

Let us assume a potential energy density $W$, defined per unit referential volume, given by

$$W(X) = \hat{W}(\phi(X), F(X), X), \quad (52)$$

where $\phi$ is a collection of scalar fields (in the case of continuum mechanics, the configuration map, with components $\phi^a$), $F$ is the collection of the gradients of the fields (in our case, the deformation gradient, with components $F^a_A = \phi^a_{,A}$), and $X$ is the collection of the independent variables (in our case, the material coordinates $X^A$). Note that we distinguish between the scalar field $W$ (function of the coordinates $X^A$) and the associated constitutive function $\hat{W}$ (function of the fields $\phi^a$, the gradients $F^a_A = \phi^a_{,A}$, and the coordinates $X^A$). By using the material identity map $X$ of (17) (such that $X = X(X)$, in components, $X^A = X^A(X)$), the potential energy can be rewritten in the form

$$W(X) = \hat{W}(\phi(X), F(X), X(X)) = [\hat{W} \circ (\phi, F, X)](X). \quad (53)$$

Thus, by dropping the argument $X$ on the far left and the far right sides, we have

$$W = \hat{W} \circ (\phi, F, X). \quad (54)$$

In order to find the Euler–Lagrange equations associated with $W = \hat{W} \circ (\phi, F, X)$, we need to consider the total energy $E_B : C \to \mathbb{R}$ over the whole body $B$, given by

$$E_B(\phi) = \int_B W = \int_B \hat{W} \circ (\phi, F, X), \quad (55)$$

and calculate its variation with respect to a conventional displacement $\eta$, which is given by the Gâteaux derivative

$$(\partial_\eta E_B)(\phi) = \lim_{h \to 0} \frac{E_B(\phi + h \eta) - E_B(\phi)}{h} = \lim_{h \to 0} \frac{1}{h} \int_B [\hat{W} \circ (\phi + h \eta, F + h \text{Grad} \eta, X) - \hat{W} \circ (\phi, F, X)], \quad (56)$$

with $\eta$ chosen in a suitable subset of $T_{\phi}C \cap C^1(B, TS)$, as will be clarified later in this section. In the jargon of field theory, this is called a “variation on the fields, with frozen coordinates”, i.e., we are going to calculate the integral on the fixed domain $B$. The transformation on the configuration map $\phi$ (the “fields” $\phi^a$) is
given by
\begin{align}
\phi &\rightarrow \phi' = \phi + h \eta, \\
\phi^a &\rightarrow \phi'^a = \phi^a + h \eta^a,
\end{align}
and the transformation on the tangent map \( T \phi = F \) (the “gradients” \( F^a_A = \phi^a_A \)) is
\begin{align}
T \phi = F &\mapsto T \phi' = \bar{F} = T(\phi + h \eta) = F + \text{Grad} \eta, \\
\phi^a_A &\rightarrow \bar{\phi}^a_A = \phi^a_A + h \eta^a|_A = F^a_A + h \eta^a|_A,
\end{align}
where \( \text{Grad} \eta \), with components \( \eta^a|_A \), is the covariant derivative of the displacement \( \eta \).

We follow the standard derivation by expanding the argument of the integral as
\[
\hat{W} \circ (\phi + h \eta, F + h \text{Grad} \eta, \mathcal{X}) - \hat{W} \circ (\phi, F, \mathcal{X})
= \frac{\partial \hat{W}}{\partial \phi^a} \circ (\phi, F, \mathcal{X}) h \eta^a + \frac{\partial \hat{W}}{\partial F^a_A} \circ (\phi, F, \mathcal{X}) h \eta^a|_A + o(h),
\]
substituting in (56), and performing the limit, which results in
\[
(\partial_{\eta} \mathcal{E})_B(\phi) = \int_B \left[ \frac{\partial \hat{W}}{\partial \phi^a} \circ (\phi, F, \mathcal{X}) \eta^a + \frac{\partial \hat{W}}{\partial F^a_A} \circ (\phi, F, \mathcal{X}) \eta^a|_A \right] \\
= \int_B \left[ -f_a \eta^a + P_a^A \eta^a|_A \right] = \int_B \left[ -f \eta + P : \text{Grad} \eta \right],
\]
where \( f \) and \( P \) are given by
\begin{align}
f_a &= - \frac{\partial \hat{W}}{\partial \phi^a} \circ (\phi, F, \mathcal{X}), \\
P_a^A &= \frac{\partial \hat{W}}{\partial F^a_A} \circ (\phi, F, \mathcal{X}),
\end{align}
In the case of elasticity in continuum mechanics, when the potential is given as the sum of an elastic potential and a potential of the external body forces, i.e.,
\[
\hat{W} \circ (\phi, F, \mathcal{X}) = \hat{W}_{\text{el}} \circ (F, \mathcal{X}) + \hat{W}_{\text{ext}} \circ (\phi, \mathcal{X}),
\]
the covector field \( f \) and the tensor field \( P \) take the meaning of external body force per unit volume and first Piola–Kirchhoff stress, respectively. Now, considering that
\[
P : \text{Grad} \eta = P_a^A \eta^a|_A = (P_a^A \eta^a)|_A - P_a^A \eta^a = \text{Div}(P^T \eta) - (\text{Div} P) \eta,
\]
the variation becomes
\[
(\partial_{\eta}E_B)(\phi) = \int_B \left[ -f \eta + \text{Div}(\eta P) - (\text{Div} P)\eta \right]
= -\int_B (f + \text{Div} P)\eta + \int_B \text{Div}(\eta P)
\] (64)
and, by applying Gauss’s divergence theorem,
\[
(\partial_{\eta}E_B)(\phi) = -\int_B (f + \text{Div} P)\eta + \int_{\partial B} (P N)\eta,
\] (65)
where \( N \) is the normal to the boundary \( \partial B \) and \((P N)\eta = \eta(P N)\).

We now look for a configuration \( \phi \) at which \( E_B(\phi) \) is stationary. For this purpose, we impose the condition \( (\partial_{\eta}E_B)(\phi) = 0 \), in which \( \phi \) is unknown, and we study it under the restriction that \( \eta \) vanishes on \( \partial B \) [Hill 1951]. This choice annihilates the surface integral on the right-hand side of (65), so that the stationarity condition becomes
\[
(\partial_{\eta}E_B)(\phi) = -\int_B (f + \text{Div} P)\eta = 0, \quad \eta \in \mathcal{V},
\] (66)
where \( \mathcal{V} := \{ \eta \in T_\phi C \cap C^1(B, TS) : \eta(X) = 0 \text{ for all } X \in \partial B \} \). We require now that (66) be satisfied for all \( \eta \in \mathcal{V} \), which leads to the Euler–Lagrange equations
\[
f + \text{Div} P = 0, \quad f_A + P_a |_A = 0.
\] (67)
If the external body forces acting on \( B \) are only those given by \( f \), which admit the potential density \( \widehat{W}_{\text{ext}} \circ (\phi, X) \), (67) represents, in continuum mechanics, the Lagrangian (static) equilibrium equations, i.e., spatial equations described in terms of the material coordinates. If \( \phi \) is a solution to (67), and the boundary of \( B \) can be written as the disjoint union of a Dirichlet part and a Neumann part, i.e., \( \partial B = \partial_D B \sqcup \partial_N B \), then the variation \((\partial_{\eta}E_B)(\phi)\) in (65) becomes
\[
(\partial_{\eta}E_B)(\phi) = \int_{\partial B} (P N)\eta = \int_{\partial_N B} (P N)\eta,
\] (68)
where the surface integral is restricted to the Neumann boundary, \( \partial_N B \), because the displacement \( \eta \), although arbitrary, has to vanish on the Dirichlet boundary, \( \partial_D B \).

In this case, the stationarity condition on \( E_B \) requires the vanishing of the surface integral on the far right-hand side of (65). This can be obtained if \( \partial_N B \) is a set of null measure, or if no contact forces are applied onto \( \partial_N B \). On the contrary, when contact forces are present, the stationarity condition on \( E_B \) must be corrected by requiring that \((\partial_{\eta}E_B)(\phi)\) be balanced by the work performed by the contact forces on \( \eta \). This result follows from the extended Hamilton principle [dell’Isola and Placidi 2011].
If (65) is referred to a set $D \subset B$, and is evaluated for a configuration $\phi$ solving (67), the volume integral vanishes by virtue of the Euler–Lagrange equations, while internal contact forces are exchanged through $\partial D$. In this case, $\eta$ is not required to vanish on $\partial D$, and the variational procedure leads to

$$(\partial_\eta \mathcal{E}_D)(\phi) = \int_{\partial D} (PN)\eta,$$

thereby returning the virtual work exerted by the contact forces acting on $\partial D$.

Let us now assume that $\phi$ satisfies the Euler–Lagrange equations (67), and let us take the material gradient $\text{Grad} W$ of the energy density $W$, i.e., the partial derivatives of $W$ with respect to $X^B$,

$$W_B = [\hat{W} \circ (\phi, F, \chi)]_B$$

$$= \left[ \frac{\partial \hat{W}}{\partial \phi^a} \circ (\phi, F, \chi) \right] B^a_B + \left[ \frac{\partial \hat{W}}{\partial F^a_A} \circ (\phi, F, \chi) \right] F^a_A_B + \frac{\partial \hat{W}}{\partial \chi^B} \circ (\phi, F, \chi),$$

where we used the definitions of the components of the deformation gradient, $F^a_A = \phi^a_A$, of the body force and the first Piola–Kirchhoff stress, and $F^a_A_B$ are the components of the third-order two-point tensor $\text{Grad} F$. The last term in (70) is usually called “explicit” gradient of the field $W$ and denoted $(\partial W/\partial X^B)|_{\text{expl}}$ in the literature (e.g., [Eshelby 1975; Epstein and Maugin 1990]), whereas we regard it as the collection of the partial derivatives of the constitutive function $\hat{W}$ with respect to $\chi^B$ (which, we recall, are the functions such that $\chi^B(X) = X^B$). The negative of the “explicit” gradient defines the material inhomogeneity force or configurational force

$$\mathfrak{F} = -\frac{\partial \hat{W}}{\partial \chi^B} \circ (\phi, F, \chi), \quad \mathfrak{F}_A = -\frac{\partial \hat{W}}{\partial \chi^A} \circ (\phi, F, \chi).$$

Substituting the expressions of the Lagrangian force $f$, the Piola–Kirchhoff stress $P$, and the configurational force $\mathfrak{F}$ into (70), we obtain

$$\text{Grad} W = -F^T f + P : \text{Grad} F - \mathfrak{F},$$

where the double contraction “$:\$” in the second term is of the two legs of $P$ with the first two legs of $\text{Grad} F$. By invoking the symmetry of the Christoffel symbols $\Gamma^A_{BC}$ associated with the Levi-Civita connection induced by the material metric $G$, so that $F^a_A_B = F^a_B_A$, we work out the second term on the right-hand side of (72) in components, i.e.,

$$P^A_B F^a_{A|B} = P^A_B F^a_{B|A} = (P^A_B F^a_B)_A - P^A_A F^a_B,$$
which, in component-free notation, reads

\[ P : \text{Grad} \ F = \text{Div}(F^T P) - F^T \text{Div} \ P. \]  

(74)

By substituting this result into (72), we obtain

\[ \text{Grad} \ W = -F^T f + \text{Div}(F^T P) - F^T \text{Div} \ P - \mathfrak{f} \]

\[ = -F^T [f + \text{Div} \ P] + \text{Div}(F^T P) - \mathfrak{f}. \]  

(75)

Moreover, using the Euler–Lagrange equation (67) yields

\[ \text{Grad} \ W = \text{Div}(F^T P) - \mathfrak{f}. \]  

(76)

Finally, by virtue of the identity \( \text{Grad} \ W = \text{Div}(WI^T) \), where \( I \) is the material identity tensor, (76) becomes

\[ \mathfrak{f} + \text{Div} \ \mathfrak{E} = 0, \quad \mathfrak{f}_A + \mathfrak{E}^B_A |_B = 0, \]  

(77)

where \( \mathfrak{E} \) is the Eshelby stress defined as in (49).

Similarly to other field theories, like electromagnetism or general relativity, the tensor \( \mathfrak{E} \) defined in (49) plays the role of the (“spatial” part of the) energy-momentum tensor of the theory under study. However, we emphasize that, while \( \mathfrak{E} \) has been obtained with the aid of a variational argument in the present framework, more general approaches exist, in which \( \mathfrak{E} \) is introduced as a primary dynamical quantity [Gurtin 1995]. Equation (77) is called material equilibrium equation or configurational equilibrium equation [Gurtin 1995], by analogy with the equilibrium equation (67) described by the Euler–Lagrange equations.

According to (71), if the body \( B \) is homogeneous, then we have

\[ \mathfrak{f}_A(X) = -\left[ \frac{\partial \hat{W}}{\partial \hat{X}^A} \circ (\phi, F, \hat{X}) \right](X) = 0 \quad \text{for all} \ X \in B, \]  

(78)

and (77) implies the vanishing of the divergence of the Eshelby stress. On the contrary, if there is any inhomogeneity in \( \mathcal{D} \) (i.e., the derivative \( \partial\hat{W}/\partial\hat{X}^A \) is non-vanishing), this will be captured by the integral of the traction forces \( \mathfrak{E} N \) of the Eshelby stress over the boundary \( \partial \mathcal{D} \).

We now show that (48) yields the weak formulation of the strong form described in (77). This is easy to see by referring to (51), which we obtained from (48) (or (50)) by working in Cartesian coordinates and using Eshelby’s displacement \( U = -U_0 \), constant over \( \mathcal{D} \). Indeed, by solving the material equilibrium equation (77) for \( \mathfrak{f} \), using Cartesian coordinates, integrating over \( \mathcal{D} \), applying Gauss’s theorem, and contracting both sides with \( U_0 \), we obtain the total configurational force
on the region $\mathcal{D}$ as the covector $\mathbf{F}$ such that
\[
\mathbf{F}U_0 = -\left(\int_{\mathcal{D}} \text{Div} \mathbf{E} \right)U_0 = -\left(\int_{\partial \mathcal{D}} \mathbf{E} \mathbf{N} \right)U_0 = \left(\int_{\mathcal{D}} \mathbf{f} \right)U_0,
\]
(79)
i.e., $\mathbf{F}$ is the integral of the inhomogeneity force density $\mathbf{f}$, as we see by comparing with (51). Note that, if the body $\mathcal{D}$ is homogeneous, (77) and (78) imply the vanishing of the divergence of the Eshelby stress, and therefore the vanishing of the volume integral and the equivalent surface integral on the right-hand side of (79).

5. Derivation of the weak form with Noether theorem

In Noether’s theorem, we need to contemporarily transform the domain and perform a variation on the arguments of the Lagrangian. In the jargon of classical field theory, these are called a transformation of the coordinates (material coordinates, in our case) and a variation of the fields, respectively. Together, these give the total variation. We have already shown the transformation of the material coordinates in Section 2.3 and the variation on the fields in Section 4 and we turn now to the total variation. Then, we apply Noether’s theorem to directly obtain Eshelby’s results. In the application of Noether’s theorem, we define the total energy $\mathcal{E}_\mathcal{D}$ of a region $\mathcal{D}$ as a functional on the product manifold $\mathcal{C} \times \mathcal{M}$.

5.1. Total variation. In the language of field theory, the total variation is obtained by evaluating the variation of the fields at frozen coordinates given in (57) and (58) at the transformed points $\tilde{X} = \mathcal{Y}(X)$, where $\mathcal{Y} = X + hU : B \rightarrow \tilde{B}$ is the infinitesimal transformation of the coordinates defined in (21), with $U \in T_X \mathcal{M}$. In order to avoid confusion, some care must be exercised.

We recall that the manifold $\mathcal{C}$ is the configuration space of the body $B$, a configuration $\phi$ is an element of $\mathcal{C}$, and a displacement field $\eta$ is a tangent vector of $T_\phi \mathcal{C}$. Let us denote by $\tilde{\mathcal{C}}$ the configuration space of the “perturbed” body $\tilde{B} = \mathcal{Y}(B)$, to which the points $\tilde{X} = \mathcal{Y}(X)$ belong. Consider the intersection $B \cap \tilde{B}$ and the restriction of the configuration $\phi$ and the displacement field $\eta$ defined in a subset $\mathcal{D} \subset B \cap \tilde{B}$ (see Figure 5). In this restriction, it is legitimate to evaluate $\phi$ and $\eta$ at $\tilde{X}$.

We now define the total variation $\mathcal{C} \rightarrow \tilde{\mathcal{C}} : \phi \mapsto \tilde{\phi}$ by evaluating the variations of the fields at frozen coordinates of (57) and (58) at $\tilde{X} \in \tilde{B} \cap B$, i.e., we define
\[
\tilde{\phi}(\tilde{X}) = \phi(\tilde{X}) + h\eta(\tilde{X}), \quad \tilde{\phi}^a(\tilde{X}) = \phi^a(\tilde{X}) + h\eta^a(\tilde{X}),
\]
(80)
\[
\tilde{F}(\tilde{X}) = F(\tilde{X}) + h(\text{Grad} \eta)(\tilde{X}), \quad \tilde{F}^a(\tilde{X}) = F^a(\tilde{X}) + h\eta^a(\tilde{X}),
\]
(81)
where $h$ is, with no loss of generality, the same smallness parameter as $\mathcal{Y} = X + hU$.

To obtain the final form of the total variation, we substitute the transformation (21) of the coordinates into the variations on the configuration (80) and on the
tangent (81) of the configuration, respectively, and use Taylor expansion. For the configuration, we have

\begin{align*}
\tilde{\phi}(\tilde{X}) &= \phi(X + hU(X)) + h\eta(X + hU(X)) \\
&= \phi(X) + hF(X)U(X) + h\eta(X) + o(h), \quad (82a) \\
\tilde{\phi}^a(\tilde{X}) &= \phi^a(X + hU(X)) + h\eta^a(X + hU(X)) \\
&= \phi^a(X) + hF^a_B(X)U^B(X) + h\eta^a(X) + o(h), \quad (82b)
\end{align*}

from which, using \( \tilde{\phi}(\tilde{X}) = \tilde{\phi}(Y(X)) = (\tilde{\phi} \circ Y)(X) \) and omitting the argument \( X \), we have

\begin{align*}
\tilde{\phi} \circ Y &= \phi + h(\eta + FU) + o(h) = \phi + hw + o(h), \quad (83a) \\
\tilde{\phi}^a \circ Y &= \phi^a + h(\eta^a + F^a_BU^B) + o(h) = \phi^a + hw^a + o(h), \quad (83b)
\end{align*}

where

\( w = \eta + FU \), \quad \( w^a = \eta^a + F^a_BU^B \). \quad (84)

For the tangent map, we have

\begin{align*}
\tilde{F}(\tilde{X}) &= F(X + hU(X)) + h(\text{Grad } \eta)(X + hU(X)) \\
&= F(X) + h(\text{Grad } F)(X)U(X) + h(\text{Grad } \eta)(X) + o(h), \quad (85a) \\
\tilde{F}^a_A(\tilde{X}) &= F^a_A(X + hU(X)) + h\eta^a_B(X + hU(X)) \\
&= F^a_A(X) + hF^a_B(X)U^B(X) + h\eta^a_B(X) + o(h), \quad (85b)
\end{align*}

and thus,

\begin{align*}
\tilde{F} \circ Y &= F + h(\text{Grad } \eta + (\text{Grad } F)U) + o(h) = F + hY + o(h), \quad (86a) \\
\tilde{F}^a_A \circ Y &= F^a_A + h(\eta^a_B + F^a_BU^B) + o(h) = F^a_A + hY^a_A + o(h), \quad (86b)
\end{align*}

where

\( Y = \text{Grad } \eta + (\text{Grad } F)U \), \quad \( Y^a_A = \eta^a_B + F^a_BU^B \). \quad (87)
5.2. Variation of the total energy. Since we are working in the static case, we replace the action functional and the Lagrangian density with the total energy functional $E$ and the potential energy density $W$. The total energy in a subset $D \subset B \cap \tilde{B}$ is a functional on the product manifold $C \times M$, i.e.,

$$E_D : C \times M \to \mathbb{R} : (\phi, Y) \mapsto E_D(\phi, Y) = \int_{y(D)} \hat{W} \circ (\phi, F, X),$$

(88)

where the integration domain $y(D)$ must belong to the intersection $B \cap \tilde{B}$. We now consider the coordinate transformation $Y = X + hU$, where $U \in T_XM$ is a tangent vector at the identity $X$, and the field transformation is $\bar{\phi} = \phi + h\eta$, where $\eta \in T_\phi C$ is a tangent vector at the configuration $\phi$. The variation of the energy is given by the directional derivative

$$(\partial_{(\eta, U)} E_D)(\phi, X) = \lim_{h \to 0} \frac{E_D(\bar{\phi}, Y) - E_D(\phi, X)}{h}$$

$$= \lim_{h \to 0} \frac{1}{h} \left[ \int_{y(D)} \hat{W} \circ (\bar{\phi}, \bar{F}, \bar{X}) - \int_{D} \hat{W} \circ (\phi, F, X) \right],$$

(89)

evaluated at the conventional configuration $\phi$ and Eshelbian configuration $X$, with respect to the pair of tangent vectors $(\eta, U) \in T(\phi, X)(C \times M)$ in the product manifold $C \times M$. Note also that, in the second integral, we used $X(D) = D$.

Application of the theorem of the change of variables on the first integral in (89) yields

$$\int_{y(D)} \hat{W} \circ (\bar{\phi}, \bar{F}, \bar{X}) = \left[ \int_D (1 + h \text{Div } U) \hat{W} \circ (\bar{\phi}, \bar{F}, \bar{X}) \circ Y \right] + o(h),$$

(90)

where the determinant $\text{det}(T Y) = 1 + h \text{Div } U + o(h)$ follows from (24). We now notice that

$$\hat{W} \circ (\bar{\phi}, \bar{F}, \bar{X}) \circ Y = \hat{W} \circ (\bar{\phi} \circ Y, \bar{F} \circ Y, \bar{X} \circ Y)$$

$$= \hat{W} \circ (\phi + hw + o(h), F + hY + o(h), X + hU),$$

(91)

where we made use of the total variations (83) and (86), as well as of the identity $X \circ Y = Y = X + hU$. Now, we expand in Taylor series up to the first order, and obtain

$$\hat{W} \circ (\phi, F, X) \circ Y = \hat{W} \circ (\phi, F, X) + \frac{\partial \hat{W}}{\partial \phi^a} \circ (\phi, F, X) hw^a$$

$$+ \frac{\partial \hat{W}}{\partial F^a} \circ (\phi, F, X) hY^a_A$$

$$+ \frac{\partial \hat{W}}{\partial X^B} \circ (\phi, F, X) hU^B + o(h).$$

(92)
Using (90), (91), and (92) in the variation of the energy (89), we have
\[
(\partial_{(q, U)} E_D)(\phi, \chi) = \lim_{h \to 0} \frac{1}{h} \left[ \int_{D} h \left( \hat{W} \circ (\phi, F, \chi) U^B_B + \frac{\partial \hat{W}}{\partial \phi^a} \circ (\phi, F, \chi) a^a + \frac{\partial \hat{W}}{\partial \chi^B} \circ (\phi, F, \chi) U^B \right) + o(h) \right] .
\]
(93)

The smallness parameter cancels out and the term \( o(h) \) disappears in the limit \( h \to 0 \). Thus, we write
\[
(\partial_{(q, U)} E_D)(\phi, \chi) = \int_{D} \left( \hat{W} \circ (\phi, F, \chi) U^B_B + \frac{\partial \hat{W}}{\partial \phi^a} \circ (\phi, F, \chi) a^a + \frac{\partial \hat{W}}{\partial \chi^B} \circ (\phi, F, \chi) U^B \right) ,
\]
(94)

and we use the explicit expressions (84) and (87) of the total variations \( w \) and \( Y \):
\[
(\partial_{(q, U)} E_D)(\phi, \chi) = \int_{D} \left( \hat{W} \circ (\phi, F, \chi) U^B_B + \frac{\partial \hat{W}}{\partial \phi^a} \circ (\phi, F, \chi) (\eta^a + F^a_B U^B) + \frac{\partial \hat{W}}{\partial \chi^B} \circ (\phi, F, \chi) U^B \right) .
\]
(95)

Since
\[
(\hat{W} \circ (\phi, F, \chi))_B = \frac{\partial \hat{W}}{\partial \phi^a} \circ (\phi, F, \chi) F^a_B + \frac{\partial \hat{W}}{\partial F^a_B} \circ (\phi, F, \chi) F^a_{A|B} + \frac{\partial \hat{W}}{\partial \chi^B} \circ (\phi, F, \chi) \delta^a_B ,
\]
(96)

we have
\[
(\partial_{(q, U)} E_D)(\phi, \chi) = \int_{D} \left( \hat{W} \circ (\phi, F, \chi) U^B_B + \hat{W} \circ (\phi, \chi) \right)_B U^B
\]
\[
+ \frac{\partial \hat{W}}{\partial \phi^a} \circ (\phi, F, \chi) \eta^a + \frac{\partial \hat{W}}{\partial F^a_B} \circ (\phi, F, \chi) \delta^a_B .
\]
(97)

Using Leibniz’s rule in the first two terms and in the last two terms and separating the integrals, we have
\[
(\partial_{(q, U)} E_D)(\phi, \chi) = \int_{D} \left[ \hat{W} \circ (\phi, F, \chi) U^B_B \right] + \left( \frac{\partial \hat{W}}{\partial F^a_B} \circ (\phi, F, \chi) \right) \eta^a \bigg|_{A}
\]
\[
+ \int_{D} \frac{\partial \hat{W}}{\partial \phi^a} \circ (\phi, F, \chi) \bigg|_{A}
\]
(98)

Now we use the definitions (61), which, in the context of continuum mechanics, give the body force \( f \) and the first Piola–Kirchhoff stress \( P \), use \( W = \hat{W} \circ (\phi, F, \chi) \),
and change index $A$ into $B$ in the first integral. So, we have

$$\left(\partial_{(\eta, U)} E_D\right)(\phi, X) = \int_D \left[ (WU^B)_B + (\eta^a P^a_B)_B \right] - \int_D (f_a + P^A_a)_B \eta^a, \quad (99)$$

which corresponds to equation (17) in the paper by Hill [1951]. In the first integral, we use $U^B = U^A \delta^B_A$ in the first term and the definition (83) of the total variation $w$ to eliminate $\eta^a = w^a - F^a_A U^A$ in the second term, and then we split the first integral into two, to obtain

$$\left(\partial_{(\eta, U)} E_D\right)(\phi, X) = \int_D \left[ U^A (W \delta^B_A - F^a_A P^a_B) \right]_B + \int_D (w^a P^a_B)_B - \int_D (f_a + P^A_a)_B \eta^a, \quad (100)$$

where we recognize the Eshelby stress $E^B_A = W \delta^B_A - F^a_A P^a_B$ defined in (49). Finally, we obtain

$$\left(\partial_{(\eta, U)} E_D\right)(\phi, X) = \int_D \left[ U^A E^B_A \right]_B + \int_D (w^a P^a_B)_B - \int_D (f_a + P^A_a)_B \eta^a, \quad (101)$$

which, in component-free formalism, reads

$$\left(\partial_{(\eta, U)} E_D\right)(\phi, X) = \int_D \text{Div}(E^T U) + \int_D \text{Div}(P^T w) - \int_D (f + \text{Div} P) \eta. \quad (102)$$

If the variation (102) is evaluated for a configuration $\phi$ solving the Euler–Lagrange equations (67), we obtain

$$\left(\partial_{(\eta, U)} E_D\right)(\phi, X) = \int_D \text{Div}(E^T U) + \int_D \text{Div}(P^T w), \quad (103)$$

where the first two integrals contain the contributions to the Noether current density $E^T U + P^T w$. The extension of the result (103) to the case of the presence of nonintegrable body forces $f$ is treated in Appendix A.

5.3. Eshelby’s results and conservation of Noether’s current. The variational procedure followed in Section 5.2 was conducted by introducing the one-parameter families of transformations $Y(X) = X + hU = \tilde{X}$ and $\phi(\tilde{X}) = \phi(X) + h \eta(\tilde{X})$, which allowed us to compute the Gâteaux derivative of total energy $E_D$ along the pair of directions $(\eta, U)$. Transformations of this kind are said to be symmetries if they do not alter the numerical value of $E_D$, i.e., if it holds true that $E_D(\phi, Y) = E_D(\phi, X)$ for sufficiently small values of $h$. Following an argument reported by Hill [1951], a condition ensuring the compliance with this equality and the form-invariance of the Euler–Lagrange equations is obtained by means of what in field theory is called a divergence transformation [Hill 1951; Maugin 1993]. For the case of an
infinitesimal symmetry transformation, the divergence transformation reads
\[ \int_{\mathcal{D}} (1 + h \text{Div } \mathbf{U}) \hat{W} \circ (\mathbf{\phi}, \mathbf{F}, \mathbf{X}) \circ \mathbf{y} = \int_{\mathcal{D}} [\hat{W} \circ (\mathbf{\phi}, \mathbf{F}, \mathbf{X}) + h \text{Div } \Omega], \quad (104) \]
where \( \Omega = \hat{\Omega} \circ \mathbf{X} \) is a vector field to be determined. Note that, in order to leave the Euler–Lagrange equations (67) invariant, \( \hat{\Omega} \) must not depend on \( \mathbf{F} \) [Hill 1951]. By dividing (104) by \( h \) and taking the limit for \( h \to 0 \), we obtain
\[ (\partial_{(\eta, \mathbf{U})} \mathcal{E}_D)(\phi, \mathbf{X}) - \int_{\mathcal{D}} \text{Div } \Omega = \int_{\mathcal{D}} [\text{Div}(\mathbf{E}^T \mathbf{U}) + \text{Div}(\mathbf{P}^T \mathbf{w}) - \text{Div } \Omega] = 0. \quad (105) \]
According to this result, to a given pair \( \mathbf{U} \) and \( \mathbf{w} \) there corresponds the conservation law
\[ \text{Div}(\mathbf{E}^T \mathbf{U}) + \text{Div}(\mathbf{P}^T \mathbf{w}) - \text{Div } \Omega = 0, \quad (106) \]
which allows us to determine \( \Omega \). In several circumstances of interest, such as the one related to the conservation of momentum or angular momentum, one can take \( \Omega \) to be zero from the outset and look for transformations \( \mathbf{U} \) and \( \mathbf{w} \) leading to conservation laws of the form
\[ \text{Div}(\mathbf{E}^T \mathbf{U}) = 0. \quad (107) \]
In the remainder of our work, we specialize to this case in order to retrieve Eshelby’s result in light of Noether’s theorem. Some remarks on divergence transformations are reported in Appendix B.

Eshelby [1975] imposed \( \eta = -\mathbf{F} \mathbf{U} \), i.e., that the conventional displacement \( \eta \) be equal to the negative of the push-forward of the material displacement \( \mathbf{U} \), as shown in (41), in order to preserve compatibility. This condition, in turn, imposes the vanishing of the total variation, i.e., \( \mathbf{w} = \eta + \mathbf{F} \mathbf{U} = \mathbf{0} \). With this hypothesis, the integral of \( \text{Div}(\mathbf{P}^T \mathbf{w}) \) in (103) vanishes identically and the variation reduces to
\[ (\partial_{(\eta, \mathbf{U})} \mathcal{E}_D)(\phi, \mathbf{X}) = \int_{\mathcal{D}} \text{Div}(\mathbf{E}^T \mathbf{U}), \quad (108) \]
which coincides with the result shown in (48).

Now we can exploit Noether’s theorem to obtain Eshelby’s final result. Noether’s theorem states:

*For every continuous symmetry under which the integral \( \mathcal{E}_D \) is invariant, there is a conserved current density.*

In this case, the Noether current density is \( \mathbf{E}^T \mathbf{U} \). For it to be conserved, the divergence \( \text{Div}(\mathbf{E}^T \mathbf{U}) \) has to vanish and, in fact, a direct computation, in which the configurational force balance (77) is used, yields the condition
\[ \text{Div}(\mathbf{E}^T \mathbf{U}) = \mathbf{E} : \text{Grad } \mathbf{U} + (\text{Div } \mathbf{E}) \mathbf{U} = \mathbf{E} : \text{Grad } \mathbf{U} - \mathfrak{F} \mathbf{U} = \mathbf{0}. \quad (109) \]
Equation (109) is known as Noetherian identity [Podio-Guidugli 2001], and places restrictions on the class of transformations $U$ that comply with the requirement $\text{Div}(\mathbf{E}^T U) = 0$, which can thus be said to be symmetry transformations. Indeed, a field $U$ is a symmetry transformation (i.e., it leaves $\mathcal{E}_D$ invariant) if, and only if, it satisfies (109) (for a similar result in a different context, see also [Grillo et al. 2003; 2019]). Looking at (109), we notice that, when the inhomogeneity force, $\mathbf{F}$, vanishes identically, i.e., when the body is materially homogeneous and, thus, the energy density $\mathcal{W}$ does not depend on the material points, the Noetherian identity reduces to

$$\text{Div}(\mathbf{E}^T U) = \mathbf{E} : \text{Grad} U = 0.$$  \hspace{1cm} (110)

This result implies that any arbitrary uniform displacement field $U$, for which $\text{Grad} U = 0$, annihilates the divergence of the Noether current density and is, thus, a symmetry transformation. A body endowed with this property is said to enjoy the symmetry of material homogeneity. We notice, however, that, when $\mathbf{F}$ is not null, $U$ may no longer be uniform. This means that $\mathbf{F}$ breaks the symmetry of material homogeneity and a new class of transformations $U$ has to be determined.

We also note that, under the hypothesis of homogeneous material, (108) implies the vanishing of the divergence of $\mathbf{E}^T U$, and not of $\mathbf{E}$. In order to obtain the vanishing of the divergence of the Eshelby stress $\mathbf{E}$, we implement the last of Eshelby’s hypotheses, namely the fact that the material displacement $U$ is uniform on $\mathcal{D}$ and given by $U(X) = -U_0$, for every $X \in \mathcal{D}$. This implies that in the integral of $\text{Div}(\mathbf{E}^T U)$ in (111), the displacement $U = -U_0$ can be brought out of the divergence, i.e.,

$$\left(\partial_{(q,-U_0)} \mathcal{E}_D\right)(\phi, X) = - \int_\mathcal{D} (\text{Div} \mathbf{E}) U_0,$$

which coincides with (50) obtained using Eshelby’s original procedure. Now, the vanishing of the variation due to the homogeneity of the material implies the vanishing of $\text{Div} \mathbf{E}$, as in the strong form (77) considered with condition (78).

6. Summary

In this work we systematically reviewed the two procedures proposed by Eshelby to study the effect of inhomogeneity in an elastic body, in the differential geometric picture of continuum mechanics. The first procedure [Eshelby 1951] involves the classical cutting-replacing-welding operations and is mathematically represented by defining the energy as a functional on the manifold $\mathcal{M}$ of the Eshelbian configurations $Y$ (which transform the domain $\mathcal{D}$ containing the inclusion/defect), and performing a variation on the coordinates, i.e., a variational derivative made with respect to a material displacement field $U$, seen as a variation of the identity Eshelbian configuration $\mathbf{X}$. The second procedure [Eshelby 1975] follows Hamilton’s
principle of stationary action. Accordingly, the energy is defined as a functional on the manifold \( C \) of the conventional configurations \( \phi \), and a variation is performed on the fields, i.e., a variational derivative is calculated with respect to a spatial displacement, seen as a variation of the configuration map \( \phi \).

The natural manner to unify the two procedures is the use of Noether’s theorem, in which a variation on both fields and coordinates (total variation) is used. Indeed, to obtain this result, we defined the energy as a functional on the product manifold \( C \times M \) of the conventional configurations \( \phi \) and the Eshelbian configurations \( Y \), and performed a variational derivative with respect to the pair \((\eta, U)\), which is a variation with respect to the pair \((\phi, X)\). While certainly no additional proof was needed to demonstrate the beauty and generality of Noether’s theorem, we find that it is insightful to look at Eshelby’s theory of defects from the point of view of Noether’s conservation laws.

Appendix A: Monogenic and polygenic forces

The variational setting adopted in our work serves as a basis for the employment of Noether’s theorem (see Section 5), which, for first-order theories, is generally enunciated for a Lagrangian density function depending on “fields and gradients of the fields”. Hence, the expression of the energy density used so far, i.e., \( W = \hat{W} \circ (\phi, F, X) \), is meant to replicate, up to the sign, the standard functional dependence of a generic Lagrangian density function, for which Noether’s theorem is formulated. In principle, however, neither the introduction of the Eshelby stress tensor nor that of the configurational force density require any variational framework. Indeed, as clearly shown by Gurtin [1995], the existence of these quantities stands on its own, and it necessitates neither the hypothesis of hyperelastic material nor the assumption of body forces descending from a generalized potential density. The Eshelby stress tensor, for instance, is defined also for a generic Cauchy elastic material (for a definition of Cauchy elastic materials, see, e.g., [Ogden 1984]), for which the first Piola–Kirchhoff stress tensor, \( P \), cannot be determined by differentiating the body’s free energy density with respect to its deformation gradient tensor. In this respect, we recall Gurtin’s words [1995]: “My derivation of Eshelby’s relation is accomplished without recourse to constitutive equations or to a variational principle”. Yet, what is referred to as “Eshelby stress tensor” and “configurational force density” within a given theory may well depend on whether or not the body is hyperelastic and the body forces admit a potential.

To focus on the consequences of the existence of such a potential, we consider first a hyperelastic and inhomogeneous material with energy density \( W^{\text{el}} := \hat{W}^{\text{el}} \circ (F, X) \), and subjected to body forces for which no integrability hypothesis is made. Then, following Gurtin’s approach [1995], the following configurational
force balance applies:
\[ \text{Div } \epsilon^\text{el} + \mathbf{f}_\text{el} = 0, \quad (112) \]
where \( \epsilon^\text{el} := \epsilon^\text{el} \cdot I - F^T P \) is the Eshelby stress tensor obtained by using \( \epsilon^\text{el} \) as free energy density, and \( \mathbf{f}_\text{el} \) is the configurational force density satisfying (112). Note that, for the sake of a lighter notation, we write \( F^T \) in lieu of \( F^T \circ \phi \) throughout this section.

To identify \( \mathbf{f}_\text{el} \) from (112), we compute explicitly the divergence of \( \epsilon^\text{el} \), while recalling the equilibrium equation \( \text{Div } P - f = 0 \). Thus, we find
\[ \mathbf{f}_\text{el} = -\text{Div } \epsilon^\text{el} = -\frac{\partial \tilde{W}^\text{el}}{\partial \mathcal{X}} \circ (F, \mathcal{X}) - F^T f, \quad (113) \]
thereby reaching the conclusion that \( \mathbf{f}_\text{el} \) consists of the sum of two contributions, denoted by
\[ \mathbf{f}_\text{el, inh} := -\frac{\partial \tilde{W}^\text{el}}{\partial \mathcal{X}} \circ (F, \mathcal{X}), \quad (114a) \]
\[ \mathbf{f}_\text{el, b} := -F^T f, \quad (114b) \]
and ascribable to the inhomogeneity of the material and to the presence of the body force \( f \), respectively. We emphasize that (113), (114a), and (114b) are true regardless of any prescription on the integrability of \( f \). Still, without loss of generality, we may assume the splitting \( f = f^p + f^m \), where \( f^m \) is assumed to admit the generalized energy potential density \( W^m = \tilde{W}^m \circ (\phi, \mathcal{X}) \), such that
\[ f^m = -\frac{\partial \tilde{W}^m}{\partial \phi} \circ (\phi, \mathcal{X}). \quad (115) \]

In the terminology of Lánczos [1970, p. 30], \( f^p \) is said to be “polygenic”, whereas \( f^m \) is referred to as a “monogenic” force density, because it is “generated by a single scalar function”, i.e., \( W^m \).

The splitting \( f = f^p + f^m \) and (115) permit us to rewrite \( \mathbf{f}_\text{el} \) as
\[ \mathbf{f}_\text{el} = -\frac{\partial \tilde{W}^\text{el}}{\partial \mathcal{X}} \circ (F, \mathcal{X}) - F^T f \]
\[ = -\frac{\partial \tilde{W}^\text{el}}{\partial \mathcal{X}} \circ (F, \mathcal{X}) + F^T \left[ \frac{\partial \tilde{W}^m}{\partial \phi} \circ (\phi, \mathcal{X}) \right] - F^T f^p, \quad (116) \]
and, since it holds true that
\[ \text{Grad } W^m = F^T \left[ \frac{\partial \tilde{W}^m}{\partial \phi} \circ (\phi, \mathcal{X}) \right] + \frac{\partial \tilde{W}^m}{\partial \mathcal{X}} \circ (\phi, \mathcal{X}), \quad (117) \]
the force density $\mathcal{S}^{cl}$ takes on the expression
\begin{equation}
\mathcal{S}^{cl} = -\frac{\partial \hat{W}^{el}}{\partial \chi} \circ (F, \chi) - \frac{\partial \hat{W}^{m}}{\partial \chi} \circ \phi + \text{Grad} W^{m} - F^T f^p. \tag{118}
\end{equation}

Moreover, by exploiting the identity $\text{Grad} W^{m} = \text{Div}(W^{m} I^{T})$, setting
\begin{align}
W^{el} &= \tilde{W}^{el} \circ (F, \chi) = \hat{W}^{el} \circ \phi, \quad \text{with } \frac{\partial \hat{W}^{el}}{\partial \phi} \circ \phi = 0, \tag{119a} \\
W^{m} &= \tilde{W}^{m} \circ \phi = \hat{W}^{m} \circ \phi, \quad \text{with } \frac{\partial \hat{W}^{m}}{\partial F} \circ \phi = 0, \tag{119b}
\end{align}
and defining the overall energy density, $\hat{W} := \hat{W}^{el} + \hat{W}^{m}$, we obtain
\begin{equation}
\mathcal{S}^{cl} = -\frac{\partial \hat{W}}{\partial \chi} \circ \phi + \text{Div}(W^{m} I^{T}) - F^T f^p. \tag{120}
\end{equation}

Finally, substituting this result into (112) yields
\begin{equation}
\text{Div}(W^{el} I^{T} - F^T P) - \frac{\partial \hat{W}}{\partial \chi} \circ \phi + \text{Div}(W^{m} I^{T}) - F^T f^p = 0, \tag{121}
\end{equation}
which can be recast in the form
\begin{equation}
\text{Div}(W I^{T} - F^T P) - \frac{\partial \hat{W}}{\partial \chi} \circ \phi - F^T f^p = 0. \tag{122}
\end{equation}

We recognize that the term under divergence in (122) is the Eshelby stress tensor used in our work, i.e., $\mathcal{E} = W I^{T} - F^T P$, which is constructed with the energy density $W$. Accordingly, the corresponding configurational force is given by
\begin{equation}
\mathcal{F} := -\frac{\partial \hat{W}}{\partial \chi} \circ \phi - F^T f^p = \mathcal{S}^{cl} - \text{Grad} W^{m}, \tag{123}
\end{equation}
so that (122) returns the configurational force balance $\text{Div} \mathcal{E} + \mathcal{F} = 0$. In the absence of polygenic forces, i.e., for $f^p = 0$, the form of the configurational force balance is maintained up to the redefinition of $\mathcal{F}$, which reduces to
\begin{equation}
\mathcal{F} := -\frac{\partial \hat{W}}{\partial \chi} \circ \phi, \tag{124}
\end{equation}
a result stating that the inhomogeneity force $\mathcal{F}$ acquires the meaning of an effective force accounting for two contributions: the inhomogeneities of the material featuring in the body’s hyperelastic behavior and, thus, represented by $W^{el}$, and the inhomogeneities of the energy density $W^{m}$, which describes the interaction of the body with its surrounding world (e.g., via the mass density).
Appendix B: Divergence transformation

Let us consider a field theoretical framework and analyze a static problem, described by the Lagrangian density function $L = \hat{\mathcal{L}} (\varphi, \text{Grad} \varphi, \mathcal{X})$, in which $\varphi$ is a scalar field (the generalization to the situation in which $\varphi$ is a collection of $N$ scalar fields is straightforward). We emphasize that $\varphi$ is not the deformation here, but only a generic scalar field, as it could be the case for temperature or for the scalar potential in electromagnetism. Consequently, the evaluation $\varphi(X)$, with $X \in \mathcal{B}$, only represents the value taken by $\varphi$ at $X$, i.e., it is not the embedding of the material point $X$ into the three-dimensional Euclidean space. Within this setting, the quantity Grad $\varphi$ need not be the “material gradient” of $\varphi$. Still, we maintain the notation introduced so far in our work in order not to generate confusion.

After renaming $\hat{\mathcal{L}} \equiv \hat{\mathcal{L}}_{\text{old}}$, we express the divergence transformation as [Hill 1951]

$$\hat{\mathcal{L}}_{\text{new}} \circ (\varphi, \text{Grad} \varphi, \mathcal{X}) = \hat{\mathcal{L}}_{\text{old}} \circ (\varphi, \text{Grad} \varphi, \mathcal{X}) + \text{Div} \, \Omega,$$

where $\Omega = \hat{\mathcal{O}} \circ (\varphi, \mathcal{X})$ is an arbitrary vector field. Moreover, we notice that the vector-valued function $\hat{\mathcal{O}}$ has to be independent of Grad $\varphi$.

A first direct consequence of (125) is that the overall Lagrangian\(^2\) associated with the body transforms from

$$L_{\mathcal{B}}^{\text{old}}(\varphi) = \int_{\mathcal{B}} \left[ \hat{\mathcal{L}}_{\text{old}} \circ (\varphi, \text{Grad} \varphi, \mathcal{X}) \right]$$

into

$$L_{\mathcal{B}}^{\text{new}}(\varphi) = \int_{\mathcal{B}} \left[ \hat{\mathcal{L}}_{\text{new}} \circ (\varphi, \text{Grad} \varphi, \mathcal{X}) \right],$$

where $L_{\mathcal{B}}^{\text{old}}(\varphi)$ and $L_{\mathcal{B}}^{\text{new}}(\varphi)$ differ from each other by the boundary term $\int_{\partial \mathcal{B}} \Omega \mathcal{N}$, i.e.,

$$L_{\mathcal{B}}^{\text{new}}(\varphi) = L_{\mathcal{B}}^{\text{old}}(\varphi) + \int_{\partial \mathcal{B}} \left[ \hat{\mathcal{O}} \circ (\varphi, \mathcal{X}) \right] \mathcal{N}.$$

Since the variational procedure yielding the stationarity conditions for $L_{\mathcal{B}}^{\text{old}}(\varphi)$ and $L_{\mathcal{B}}^{\text{new}}(\varphi)$ requires the fields $\varphi$ and $\bar{\varphi} = \varphi + h \eta$ to coincide with each other on $\partial \mathcal{B}$ (indeed, $\eta$ is chosen such that it vanishes on $\partial \mathcal{B}$), a field $\varphi$ for which $L_{\mathcal{B}}^{\text{old}}(\varphi)$ is stationary makes $L_{\mathcal{B}}^{\text{new}}(\varphi)$ stationary too. Moreover, such a field has to satisfy the

\(^2\)In a more general — yet conceptually equivalent — framework, we should speak of action functional, rather than “overall Lagrangian”, with the former being defined as the time integral of the latter over a given (bounded) time interval. However, since all the quantities introduced in the present work are independent of time because of the hypothesis of static problem, the action and the “overall Lagrangian” are defined up to a multiplicative constant representing the width of the given time interval. For this reason, the formulation used in our work is totally equivalent to the general one.
same set of Euler–Lagrange equations. Indeed, upon recalling the expression of the covariant divergence of $\Omega$, i.e.,

$$\text{Div} \Omega = \Omega^A_{\cdot A} + \Gamma^A_{BA} \Omega^B,$$

and substituting (129) into (125), we find that another consequence of (125) is given by the identities

$$\frac{\partial \hat{L}_{\text{new}}}{\partial \varphi} \circ (\cdots) = \frac{\partial \hat{L}_{\text{old}}}{\partial \varphi} \circ (\cdots) + \left[ \frac{\partial^2 \hat{\Omega}^A}{\partial \varphi^2} \circ (\varphi, X) \right] \varphi, A,$$

$$\frac{\partial \hat{L}_{\text{new}}}{\partial \varphi, B} \circ (\cdots) = \frac{\partial \hat{L}_{\text{old}}}{\partial \varphi, B} \circ (\cdots) + \frac{\partial \hat{\Omega}^B}{\partial \varphi} \circ (\varphi, X),$$

which imply the invariance of the Euler–Lagrange equations under the transformation (125), i.e.,

$$\frac{\partial \hat{L}_{\text{old}}}{\partial \varphi} \circ (\cdots) - \left( \frac{\partial \hat{L}_{\text{old}}}{\partial \varphi, B} \circ (\cdots) \right)_{|B} = \frac{\partial \hat{L}_{\text{new}}}{\partial \varphi} \circ (\cdots) - \left( \frac{\partial \hat{L}_{\text{new}}}{\partial \varphi, B} \circ (\cdots) \right)_{|B} = 0. \quad (131)$$

We emphasize that this result holds true because $\text{Div} [\hat{\Omega} \circ (\varphi, X)]$ solves identically the Euler–Lagrange equations, i.e.,

$$\frac{\partial}{\partial \varphi} \text{Div} [\hat{\Omega} \circ (\varphi, X)] - \text{Div} \left( \frac{\partial}{\partial \text{Grad} \varphi} \text{Div} [\hat{\Omega} \circ (\varphi, X)] \right) = 0. \quad (132)$$

If $\varphi$ is a collection of $N$ independent scalar fields, (132) becomes a system of $N$ scalar equations, i.e., in components,

$$\frac{\partial}{\partial \varphi^\mu} \text{Div} [\hat{\Omega} \circ (\varphi, X)] - \left( \frac{\partial}{\partial \varphi^\mu, A} \text{Div} [\hat{\Omega} \circ (\varphi, X)] \right)_{|A} = 0, \quad \mu = 1, \ldots, N. \quad (133)$$

However, the quantity

$$\frac{\partial}{\partial \varphi^\mu} \text{Div} [\hat{\Omega} \circ (\varphi, X)], \quad \mu = 1, \ldots, N, \quad A = 1, 2, 3, \quad (134)$$
is not, in general, the component of a tensor field. Indeed, if it were, for example for $N = 3$, the covariant divergence constituting the second term on the left-hand side of (133) would require us to differentiate the tensors $e^\mu \otimes E_A$ of a suitable tensor basis, thereby yielding a term, obtained by differentiating $e^\mu$, that does not cancel with the first summand of (133). Hence, (133) would not be satisfied. The situation just depicted occurs when the “fields” of the triplet $(\phi^1, \phi^2, \phi^3)$ acquire the meaning of the components of the deformation, an object that has the mathematical meaning of an embedding and, thus, that is not truly identifiable with a collection of genuine scalar fields. Indeed, when $(\phi^1, \phi^2, \phi^3)$ is replaced by $(\phi^1, \phi^2, \phi^3)$, the corresponding “gradient” is none other than $F$ and, more importantly, the quantity in (134) becomes (with $a \in \{1, 2, 3\}$ and $A \in \{1, 2, 3\}$)

$$\frac{\partial}{\partial \phi^a} \text{Div}[\hat{\mathbf{W}} \circ (\phi, X)] = \frac{\partial}{\partial F^a} \text{Div}[\hat{\mathbf{W}} \circ (\phi, X)],$$

(135)

which takes on the meaning of a fictitious first Piola–Kirchhoff stress tensor. The consequence of this result is that the covariant divergence of the right-hand side of (135) does not cancel with $\partial \text{Div}[\hat{\mathbf{W}} \circ (\phi, X)]/\partial \phi^a$. This leads us to the conclusion, already stated by Maugin [1993, p. 100], that $\hat{\mathbf{W}}$ should depend “at most” on $X$ “and not on the fields”.

Since we consider a static problem, for which the body’s Lagrangian density function coincides with the negative of its total energy density, following Hill [1951], we introduce the functions $W_{\text{old}} = \hat{W}_{\text{old}} \circ (\phi, F, X)$ and $W_{\text{new}} = \hat{W}_{\text{new}} \circ (\phi, F, X)$, and we reformulate the transformation (125) as

$$-\hat{W}_{\text{new}} \circ (\phi, F, X) = -\hat{W}_{\text{old}} \circ (\phi, F, X) + \text{Div} \Omega,$$

(136)

with $\Omega \equiv \hat{\mathbf{W}} \circ X$. For the reasons outlined above, the divergence transformation (136) is such that the overall energies $E^{\text{old}}_D(\phi) = \int_D \hat{W}_{\text{old}} \circ (\phi, F, X)$ and $E^{\text{new}}_D(\phi) = \int_D \hat{W}_{\text{new}} \circ (\phi, F, X)$ are stationary for the same deformation $\phi$, which thus satisfies the same Euler–Lagrange equations. Indeed, since $\hat{\mathbf{W}}$ is independent of $\phi$, it holds true that

$$\frac{\partial \hat{W}_{\text{new}}}{\partial \phi^b} \circ (\cdots) = \frac{\partial \hat{W}_{\text{old}}}{\partial \phi^b} \circ (\cdots),$$

(137a)

$$\frac{\partial \hat{W}_{\text{new}}}{\partial F^b} \circ (\cdots) = \frac{\partial \hat{W}_{\text{old}}}{\partial F^b} \circ (\cdots),$$

(137b)

$$\frac{\partial \hat{W}_{\text{old}}}{\partial \phi^b} \circ (\cdots) - \left( \frac{\partial \hat{W}_{\text{old}}}{\partial F^b} \circ (\cdots) \right)_{|B} = \frac{\partial \hat{W}_{\text{new}}}{\partial \phi^b} \circ (\cdots) - \left( \frac{\partial \hat{W}_{\text{new}}}{\partial F^b} \circ (\cdots) \right)_{|B} = 0.$$  

(137c)

After proving this property, we superimpose the transformations $X \mapsto \tilde{X} = y(X) = X + hU$ and $\phi(X) \mapsto \tilde{\phi}(\tilde{X}) = \phi(\tilde{X}) + h\eta(\tilde{X})$ to the divergence transformation (136),
and we require the invariance of the overall energy under the resulting, global transformation [Hill 1951]. This yields the equality

\[
\int_D \left\{ [\hat{W}_{\text{new}} \circ (\bar{\phi}, \bar{F}, \bar{X})] \circ \bar{y} \right\} \det(Ty) = \int_D \hat{W}_{\text{old}} \circ (\phi, F, X),
\]

(138)

where \( Ty \) is the tangent map of \( y \). By applying a “rescaled” divergence transformation to the left-hand side of (138), i.e.,

\[
\hat{W}_{\text{new}} \circ (\bar{\phi}, \bar{F}, \bar{X}) = \hat{W}_{\text{old}} \circ (\bar{\phi}, \bar{F}, \bar{X}) - \text{Div}(h \Omega),
\]

(139)

we obtain

\[
\int_D \left\{ [\hat{W}_{\text{old}} \circ (\bar{\phi}, \bar{F}, \bar{X})] \circ y - \text{Div}(h \Omega) \circ y \right\} \det(Ty) = \int_D \hat{W}_{\text{old}} \circ (\phi, F, X).
\]

(140)

We remark that the smallness parameter \( h \), which multiplies \( \Omega \) in (139) and (140), has been introduced in order to make the divergence transformation infinitesimal, as is the case for the transformations on the material points and on the deformation.

By rearranging (140), so as to separate the transformations on the material points and on the deformation from the divergence transformation, we find

\[
\int_D \left\{ [\hat{W}_{\text{old}} \circ (\bar{\phi}, \bar{F}, \bar{X}) \circ y] - [\hat{W}_{\text{old}} \circ (\phi, F, X)] \right\} \det(Ty) = \int_D [\text{Div}(h \Omega) \circ y] \det(Ty).
\]

(141)

By using the result reported in (103), at the first order in \( h \), (141) becomes

\[
\int_D \text{Div}[\mathbf{e}^T U + P^T w] = \int_D \text{Div} \Omega \quad \Rightarrow \quad \int_D \text{Div}[\mathbf{e}^T U + P^T w - \Omega] = 0,
\]

(142)

thereby implying that Noether’s current density is given by \( \mathbf{J} = \mathbf{e}^T U + P^T w - \Omega \) and that, after localization, the conservation laws should be sought for in the form

\[
\text{Div}[\mathbf{e}^T U + P^T w - \Omega] = 0.
\]

(143)

The choice of \( \Omega \) depends on the type of conservation law and on the associated class of symmetry which one is interested in looking at.

Within the present context, (143) constitutes the most general form of conservation law pertaining to Noether’s current. This result, however, can be exploited in much deeper detail: indeed, granted the Euler–Lagrange equations \( f + \text{Div} P = 0 \), if, for a given choice of the fields \( U, w, \) and \( \Omega \), (143) is satisfied as an identity, then a specific physical quantity is conserved and the fields are said to be symmetries.
For the problem under investigation, (143) can be recast in the equivalent form
[Hill 1951; Grillo et al. 2003; 2019]
\[
\text{Div}[\mathbf{E}^T \mathbf{U} + \mathbf{P}^T \mathbf{w} - \mathbf{\Omega}] = (\text{Div} \, \mathbf{E}) \mathbf{U} + \mathbf{\mathcal{E}} : \text{Grad} \, \mathbf{U} + (\text{Div} \, \mathbf{P}) \mathbf{w} + \mathbf{P} : \text{Grad} \, \mathbf{w} - \text{Div} \, \mathbf{\Omega} = -\mathbf{F} \mathbf{U} + \mathbf{\mathcal{E}} : \text{Grad} \, \mathbf{U} - \mathbf{f} \mathbf{w} + \mathbf{P} : \text{Grad} \, \mathbf{w} - \text{Div} \, \mathbf{\Omega} = 0. \tag{144}
\]
If one is interested in looking at the conservation of linear momentum, one sets \( \mathbf{U} = 0, \mathbf{\Omega} = 0, \) and \( \mathbf{w} = \mathbf{w}_0, \) with \( \mathbf{w}_0 \) being a uniform displacement field. In this case, (144) is not satisfied. Indeed, it occurs that
\[
\text{Div}[\mathbf{E}^T \mathbf{U} + \mathbf{P}^T \mathbf{w} - \mathbf{\Omega}] = \text{Div}[\mathbf{P}^T \mathbf{w}_0] = -\mathbf{f} \mathbf{w}_0 \neq 0, \tag{145}
\]
which shows that linear momentum is not conserved because of the body forces \( \mathbf{f}. \)

On the same footing, the presence of the inhomogeneity force, \( \mathbf{\mathcal{F}}, \) spoils the conservation of the pseudomomentum [Maugin 1993], and this is reflected by the fact that uniform translations of material points, hereafter denoted by \( \mathbf{U} = \mathbf{U}_0, \) are not symmetry transformations. This is encompassed by (144) by setting \( \mathbf{w} = 0 \) and \( \mathbf{\Omega} = 0, \) thereby obtaining
\[
\text{Div}[\mathbf{E}^T \mathbf{U} + \mathbf{P}^T \mathbf{w} - \mathbf{\Omega}] = -\mathbf{\mathcal{F}} \mathbf{U}_0 \neq 0. \tag{146}
\]
In fact, Hill [1951] presents several examples, from which we largely took inspiration, and, among those, he shows that the only case in which \( \mathbf{\Omega} \) should be taken different from the null vector is the case in which velocity transformations are applied, a situation referred to as the center-of-mass theorem.
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