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Tiled orders are a class of orders in matrix algebras over a non-Archimedean local field generalizing
maximal and hereditary orders. Normalizers of tiled orders contain valuable information for finding type
numbers of associated global orders. We describe an algorithm for computing normalizers of tiled orders
in matrix algebras.

1. Introduction

Let k be a non-Archimedean local field, R its valuation ring with maximal ideal p, and B = Mn(k). An
order 0 in B is a full R-lattice that is also a subring containing 1B such that 0⊗R k= B. Orders of the form
0 = (pνi j )⊆ Mn(k) containing a conjugate of diag(R, R, . . . , R) have been of interest in many contexts.
Such orders generalize maximal and hereditary orders and are known as the graduated orders studied by
Plesken in [11], the tiled orders studied by Fujita and Yoshimura in [2; 4], or the split orders studied by
Hijikata in [7] and Shemanske in [13]. We will use the term “tiled order” for the rest of the paper.

The goal of this paper is finding ways to compute the normalizer N (0)= {ξ ∈ GLn(k) | ξ0ξ−1
= 0}.

Clearly k×0× ⊆N (0), and the question we address in this paper is how to describe N (0)/k×0× as a
subgroup of Sn .

When n = 2, Hijikata [7] used knowledge of N (0)/k×0× to compute the trace formula of Hecke
operators. Analogously, when one derives a trace formula for Brandt matrices [10], one obtains as a
byproduct a means to compute class numbers of certain orders in quaternion algebras, some of whose
localizations are tiled orders. More generally, given a central simple algebra over a global field and
an order 0 in such an algebra, one can use information about the normalizer N (0ν) at each of the
completions to compute the type number of the global order.

There has been some work describing the normalizer of tiled orders. In particular, for a tiled order 0,
Haefner and Pappacena [6] describe N (0)/k×0× as a subgroup of the automorphisms of a directed
multigraph. We will give a more complete description of the normalizer as the group of automorphisms
of a certain valued quiver, as described by Roggenkamp and Wiedemann in [15], with an equivalent
definition by Müller in [9].
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Our algorithm for finding the normalizer of a tiled order 0 consists of five parts. First, we associate to 0
a new “centered” tiled order 00, which reveals the structure of the normalizer more transparently. Second,
we compute the valued quiver Qv(00) for the centered tiled order 00 and we identify N (0)/k×0× with
the automorphism group Aut(Qv(00)). We then partition the vertices of the valued quiver Qv(00) into
sets with the same weights for incoming and outgoing arrows. This partition allows us to embed the
automorphism group of the valued quiver in a product of symmetric groups Sl1 × Sl2 × · · · × Slr ⊆ Sn .
Finally, the normalizer N (0)/k×0× is given by the elements in this product that permute the weights
of the arrows.

2. Preliminaries

As we have said, an order 0 in B = Mn(k) is a full R-lattice that is also a subring containing 1B such
that 0⊗R k = B. It is known [12, Theorem 17.3] that every maximal order 3 in B is conjugate by an
element in B× to Mn(R). The orders we are interested in are defined as follows.

Definition 1. We say 0 is a tiled order if it contains a conjugate of the ring diag(R, R, . . . , R).

We want to introduce a geometric framework in which a tiled order 0 is realized as a convex polytope
C0 in a Euclidean space. This geometric realization will give a correspondence between the symmetries
of the polytope C0 and elements of the normalizer. To do so, we now introduce a bit of the theory of
affine buildings and how it relates to tiled orders as described in [13]. For further details the reader may
wish to consult [1; 5].

Let V be an n-dimensional vector space over k; so we identify B with Endk(V ). Fixing a basis
{e1, e2, . . . , en} for V and letting L0 be the free R-lattice generated by this basis, we can identify
EndR(L0) with the maximal order 30 = Mn(R). For any maximal order 3, we have 3 = ξ30ξ

−1

for some ξ ∈ B×, so we can identify 3 with EndR(ξL0).
We say that two full R-lattices L1 and L2 in V are homothetic if L1= aL2 for some a ∈ k×. Homothety

of lattices is an equivalence relation, and we denote the homothety class of L by [L]. It is easy to see that
[L1] = [L2] if and only if EndR(L1)= EndR(L2), so we can identify each homothety class of a lattice
with a maximal order.

We construct the affine building for SLn(k) as follows. The vertices are the homothety classes of
lattices, so by the remarks above we have identified homothety classes of lattices, vertices in the building,
and maximal orders in B. Fixing a uniformizer π ∈ R, there is an edge between two vertices if there
are lattices L1 and L2 in their respective homothety classes such that πL1 ( L2 ( L1. The vertices of
an m-simplex correspond to chains of lattices of the form πL1 ( L2 ( · · ·( Lm+1 ( L1. The maximal
(n−1)-simplices are called chambers.

Given a basis {e1, e2, . . . , en} as above, we have an associated subcomplex of the affine building for
SLn(k), called an apartment. The vertices of the apartment are homothety classes of lattices of the form
L = Rπm1e1⊕ Rπm2e2⊕ · · · ⊕ Rπmn en , mi ∈ Z, which we encode by [L] = [m1,m2,m3, . . . ,mn] =

[0,m2−m1, . . . ,mn −m1]. Each apartment is an (n−1)-complex and a tessellation of Rn−1.



COMPUTING NORMALIZERS OF TILED ORDERS IN Mn(k) 57

Note that while conjugation changes bases and therefore the apartment we are working with, it doesn’t
change the structure of the normalizer. Conjugating if necessary, from now on we may and will assume
that 0 actually contains diag(R, R, . . . , R) and that we are in the apartment where [0, 0, . . . , 0] corre-
sponds to 30 = Mn(R). In this case, by Proposition 2.1 in [13], 0 = (pνi j ), where

νi j + ν jk ≥ νik for all i, j, k ≤ n, νi i = 0. (1)

We denote by M0 = (νi j ) the exponent matrix of 0. Let [Pi ] = [ν1i , ν2i , . . . , νni ] be the homo-
thety class with entries the i-th column of M0. By [11, Remark II.4], the set {Pi }

n
i=1 represents a

complete set of isomorphism classes of projective indecomposable left 0-lattices. Similarly, define
[Ri ] = [−νi1,−νi2, . . . ,−νin], the homothety class with entries the i-th row of −M0. Analogously,
the set {Ri }

n
i=1 is a complete set of injective indecomposable 0-lattices. We will observe this duality in

other instances later in the paper.
For the sake of brevity, for the majority of the paper we will consider nondegenerate tiled orders, that

is, tiled orders whose n columns correspond to n different homothety classes. The algorithm for finding
elements of the normalizers for other orders is almost identical, and we will mention the modifications
at the end of Section 4.

Recall our setting, where 0 = (pνi j ) is a tiled order containing diag(R, R, . . . , R). We associate to
0 a polytope C0 in the apartment in the following way. The equations of the form xi − x j = ν ∈ Z,
1≤ i, j ≤ n, determine hyperplanes in Rn−1, and the hyperplanes Hi j := xi − x j = νi j with νi j given by
the exponents of the tiled order are the bounding hyperplanes of a convex polytope, which we denote
by C0. In addition, the vertices given by P1, P2, . . . , Pn defined above are extremal points on C0, and
they uniquely determine 0 [14, Proposition 2.2]. From now on, we will refer to the homothety classes
[Pi ] = [ν1i , ν2i , . . . , νni ] = [0, ν2i − ν1i , . . . , νni − ν1i ] as the distinguished vertices of C0.

Example 1. Let 0 be the tiled order with exponent matrix

M0 =

0 1 4
2 0 3
2 2 0

 .
In Figure 1 we see the associated convex polytope C0 as determined by

−2≤ x1− x2 ≤ 1, −2≤ x1− x3 ≤ 4, −2≤ x2− x3 ≤ 3,

or also as the convex hull of its distinguished vertices

[P1] = [0, 2, 2], [P2] = [0,−1, 1] = [1, 0, 2], [P3] = [0,−1,−4] = [4, 3, 0].

Likewise, C0 is also the convex hull of the vertices given by the negatives of the rows:

[R1] = [0,−1,−4], [R2] = [0, 2,−1] = [−2, 0, 3], [R3] = [0, 0, 2] = [−2,−2, 0].

As described in [13] and expanded in [14], the vertices in C0 give an additional description of 0:
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[0,2,-3] [0,2,-2] [0,2,-1] [0,2,0] [0,2,1] [0,2,2] [0,2,3]

[0,1,-3] [0,1,-2] [0,1,-1] [0,1,0] [0,1,1] [0,1,2]

[0,0,-4] [0,0,-3] [0,0,-2] [0,0,-1] [0,0,0] [0,0,1] [0,0,2]

[0,-1,-4] [0,-1,-3] [0,-1,-2] [0,-1,-1] [0,-1,0] [0,-1,1]

[0,-2,-5] [0,-2,-4] [0,-2,-3] [0,-2,-2] [0,-2,-1] [0,-2,0] [0,-2,1]

Figure 1. Convex polytope C0 from Example 1.

Lemma 2 (Shemanske, [13; 14]). Let 0 be a tiled order with convex polytope C0. Then 0 is the inter-
section 0 =

⋂
v∈C0 3v of maximal orders corresponding to the vertices in C0 . In addition, 0 =

⋂n
i=13i ,

where 3i are the maximal orders corresponding to the distinguished vertices of C0.

Proof. For the first assertion, see [13]. For a fixed ` ≤ n, we get [P`] = [ν1`, ν2`, . . . , νn`] and the
associated maximal order is 3` = (pνi`−ν j`) by [13, Corollary 2.3]. Since νi j + ν j` ≥ νi`, we can easily
check that indeed 0 =

⋂n
i=13i . �

Therefore, given a tiled order 0, we can obtain its convex polytope C0 , and in small enough dimensions,
we can visualize it and use geometric intuitions to find elements of the normalizer. We summarize the
arguments in [14, Sections 2 and 3] that describe N (0)/k×0× as the symmetries of C0 in the following:

Proposition 3 (Shemanske, [14]). There is a homomorphism φ :N (0)→ Sn with ker(φ)= k×0×.

Proof. By [11, Remark II.4], the columns of 0 are a complete set of isomorphism classes of indecom-
posable projective left 0-lattices. Therefore, ξ ∈N (0) will permute them, so N (0) acts on the set of n
distinguished vertices. This gives the homomorphism φ :N (0)→ Sn . Next we show that ker(φ)= k×0×.
It follows easily from Lemma 2 that k×0× ⊆ kerφ.

On the other hand, if ξ fixes each distinguished vertex P1, P2, . . . , Pn , then ξ normalizes each maximal
order31,32, . . . , 3n corresponding to each distinguished vertex, so ξ ∈

⋂n
i=1 N (3i )=

⋂n
i=1 k×3×i . We

claim that
⋂n

i=1 k×3×i = k×
⋂n

i=13
×

i = k×0×, with the latter equality following from 0×=
(⋂n

i=13i
)×.

We proceed to prove the first equality. Clearly k×
⋂n

i=13
×

i ⊆
⋂n

i=1 k×3×i . To show the nontrivial
containment, suppose ξ ∈

⋂n
i=1 k×3×i . Then we can write ξ = πν1λ1 = π

ν2λ2 = · · · = π
νnλn , where

each λi ∈ 3
×

i . Taking the reduced norm, we get N (λi ) = 1 for all i ≤ n. Therefore N (ξ) = πnν1 =

πnν2 = · · · = πnνn , so ξ = πνλ, where ν := ν1 = ν2 = · · · = νn and λ ∈
⋂n

i=13
×

i . Then
⋂n

i=1 k×3×i ⊆
k×
⋂n

i=13
×

i and the proposition holds. �
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[0,2,-1] [0,2,0] [0,2,1] [0,2,2] [0,2,3]

[0,1,-2] [0,1,-1] [0,1,0] [0,1,1] [0,1,2] [0,1,3]

[0,0,-2] [0,0,-1] [0,0,0] [0,0,1] [0,0,2]

[0,-1,-3] [0,-1,-2] [0,-1,-1] [0,-1,0] [0,-1,1] [0,-1,2]

Figure 2. Polytope from Example 2.

By Proposition 3 we may view N (0)/k×0× as a subgroup of Sn . Moreover, Fujita and Yoshimura
show in the proof of their main theorem in [4] that every coset in N (0)/k×0× has a monomial repre-
sentative. Their argument goes as follows.

Let {ei i | 1≤ i ≤ n} be the set of n primitive orthogonal idempotents of 0, where ei i is the n×n matrix
with 1 in the (i, i) position and zero everywhere else. Given an automorphism ϕ : 0→ 0 acting by
conjugation, i.e., ϕ(x) = ξ xξ−1 for some ξ ∈ Mn(k), by [8, Proposition 3, p. 77] there exists a unit
u ∈ 0× and a permutation matrix w such that ξei iξ

−1
= (uw)ei i (uw)−1. Fujita and Yoshimura then

proceed to find a diagonal matrix d such that (dw)0(dw)−1
= 0, where ξ and dw represent the same

coset in N (0)/k×0×.

Therefore, each coset in N (0)/k×0× has a monomial representative. Geometrically, conjugation by
this monomial matrix corresponds to a product of reflections of the convex polytope C0 across hyper-
planes in the apartment, so each element of N (0)/k×0× permutes the distinguished vertices of C0 by
rigid motions. We will refer to elements of N (0)/k×0× as the “symmetries of C0”, and we associate
to ξ ∈N (0)/k×0× the element σξ := φ(ξ) ∈ Sn .

For n = 3, C0 is 2-dimensional with symmetries a subgroup of S3 as illustrated below.

Example 2. For

M01 =

0 0 0
1 0 0
2 1 0


we have the polytope in Figure 2. We see the symmetries correspond to a fold, so N (01)/k×01

×∼=Z/2Z.

Example 3. For

M02 =

0 0 0
2 0 0
2 2 0


we have the polytope in Figure 3. We see the symmetries correspond to a group of rotations of order 3,
so N (0)/k×0× ∼= A3 ∼= Z/3Z.
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[0,2,-1] [0,2,0] [0,2,1] [0,2,2] [0,2,3]

[0,1,-2] [0,1,-1] [0,1,0] [0,1,1] [0,1,2] [0,1,3]

[0,0,-2] [0,0,-1] [0,0,0] [0,0,1] [0,0,2]

[0,-1,-3] [0,-1,-2] [0,-1,-1] [0,-1,0] [0,-1,1] [0,-1,2]

Figure 3. Polytope from Example 3.

In unpublished work [16] (see [11]), Zassenhaus introduced a set of structural invariants for tiled
orders, defined by

mi jk = νi j + ν jk − νik for 1≤ i, j, k ≤ n.

Note that since for any tiled order νi j + ν jk ≥ νik , structural invariants are nonnegative. In [14], these
structural invariants encode the geometry of the convex polytope C0. When n = 3, they correspond to
side lengths of C0 and gaps between opposite sides; for instance, in Example 2 we get m231 = m312 =

m132 = m213 are the four sides of length 1, and in Example 3 we see that m213 = m321 = m132 = 2 gives
us the three sides of length 2.

In the general case, the mi jk still encode geometric data.

Lemma 4. Fix 1≤ i ≤ n. Then the distinguished vertex Pi is at the intersection of the (affine) hyperplanes⋂
j 6=i H j i , where H j i is given by the equation x j − xi = ν j i when j 6= i .

Proof. Since Pi = [ν1i , ν2i , . . . , νni ] ∼ [0, ν2i − ν1i , . . . , νni − ν1i ], Pi lies on each of the hyperplanes
xi − x j = (νi i − ν1i )− (ν j i − ν1i )=−ν j i , which are exactly our H j i . �

Proposition 5. For i 6= j , mi jk is the number of hyperplanes between the vertex Pk and Hi j .

Proof. Fix i, j ≤ n. Pk is on the hyperplane xi − x j = (νik − ν1k)− (ν jk − ν1k)= νik − ν jk . Since 0 is an
order, we have νi j + ν jk ≥ νik , so νik − ν jk ≤ νi j . Thus, the number of hyperplanes between Hi j (given
by xi − x j = νi j ) and Pk is νi j − (νik − ν jk)= νi j − νik + ν jk = mi jk .

In particular, if j = k then mi jk = 0, and by Lemma 4 Pk already is on Hik , so the claim holds. �

Since the structural invariants encode geometric data, they determine the “shape” of the polytope, and
in fact, in [16] (see [11, Proposition II.6]), Zassenhaus shows that the structural invariants (and therefore
the “shape” of C0) also encode the isomorphism class of the tiled order. Two tiled orders are isomorphic
if they have the same structural invariants up to a permutation in Sn:

Proposition 6 (Zassenhaus, [16]). Let 0,0′ be two tiled orders containing diag(R, R, . . . , R), and let
mi jk and respectively m′i jk be their structural invariants. Then 0 and 0′ are isomorphic if and only if
there exists σ ∈ Sn such that m′i jk = mσ(i)σ ( j)σ (k) for all 1≤ i, j, k ≤ n.
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Proof. This result is a particular case of Zassenhaus’ result as described in [11, Proposition II.6]. Suppose
the two orders are isomorphic. By the main theorem in [4, p. 107], there exists a monomial matrix ξ ∈ B×

with 0′ = ξ0ξ−1, where ξ = (παi δσ(i) j ) for some σ ∈ Sn , αi ∈ Z, and δi j the Kronecker delta. Let
0 = (pνi j ), 0′ = (pν

′

i j ). Conjugating by ξ we deduce

ν ′i j = αi −αj + νσ(i)σ ( j).

Therefore,

m′i jk = ν
′

i j + ν
′

jk − ν
′

ik

= αi −αj + νσ(i)σ ( j)+αj −αk + νσ( j)σ (k)−αi +αk − νσ(i)σ (k)

= mσ(i)σ ( j)σ (k).

Conversely, suppose we have τ ∈ Sn such that m′i jk = mτ(i)τ ( j)τ (k) for all 1 ≤ i, j, k ≤ n. Then let
αi = ν

′

i1− ντ(i)τ (1), i ≤ n. Note that α1 = 0, and that also αi = ντ(1)τ (i)− ν
′

1i , since

ν ′i1+ ν
′

1i = m′i1i = mτ(i)τ (1)τ (i) = ντ(i)τ (1)+ ντ(1)τ (i).

If we let ξi j = π
αi δτ(i) j , then the exponents of ξ0ξ−1 are αi −αj + ντ(i)τ ( j), which gives

αi −αj + ντ(i)τ ( j) = ν
′

i1− ντ(i)τ (1)− ντ(1)τ ( j)+ ν
′

1 j + ντ(i)τ ( j)

= ν ′i1+ ν
′

1 j − ν
′

i j + ν
′

i j − ντ(i)τ (1)− ντ(1)τ ( j)+ ντ(i)τ ( j)

= m′i1 j + ν
′

i j −mτ(i)τ (1)τ ( j)

= ν ′i j ,

and therefore ξ0ξ−1
= 0′, so the two orders are isomorphic. �

Therefore, the structural invariants determine the isomorphism class of an order. We can find the
symmetries of a given isomorphism class, and more specifically the representatives of these symmetries
in the normalizer for a given tiled order from its structural invariants as follows:

Proposition 7. Let 0 = (pνi j ) be a tiled order, {mi jk | i, j, k ≤ n} its set of structural invariants, and
φ : N (0)→ Sn the homomorphism defined earlier. If , for some σ ∈ Sn , mi jk = mσ(i)σ ( j)σ (k) for all
i, j, k ≤ n, then ξσ = (παi δσ(i) j ) ∈ N (0), where δi j is the Kronecker delta and αi = νi1 − νσ(i)σ (1).
Furthermore, φ(ξσ )= σ .

Conversely, given ξ ∈N (0), we have mi jk = mσξ (i)σξ ( j)σξ (k) for all i, j, k ≤ n where σξ := φ(ξ).

Proof. Suppose that for some σ ∈ Sn , we have mi jk = mσ(i)σ ( j)σ (k) for all i, j, k ≤ n. Setting ξσ =
(παi δσ(i) j ), where αi = νi1 − νσ(i)σ (1), we get ξσ0ξ−1

σ = (p
ν′i j ), where ν ′i j = αi − αj + νσ(i)σ ( j). The

second step in the proof of Proposition 6 then gives

ν ′i j = αi −αj + νσ(i)σ ( j) = νi j ,
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so indeed 0 = ξσ0ξ−1
σ and ξσ ∈ N (0). Since ξσ is a monomial matrix, the action of ξσ on the dis-

tinguished vertices of the convex polytope C0 is determined by reflections across affine hyperplanes as
determined by σ , and therefore φ(ξσ )= σ .

Now suppose ξ ∈N (0). By the discussion after Proposition 3, we have a monomial matrix η ∈N (0)
that permutes the n distinguished vertices the same way ξ does, so define σ = σξ := φ(ξ)= φ(η). Since
η is monomial, we can write it as η= (παi δσ(i) j ), where δi j is the Kronecker delta and αi ∈ Z. The calcu-
lation in the first step in the proof of Proposition 6 shows that mi jk = mσ(i)σ ( j)σ (k) for all i, j, k ≤ n. �

Naive algorithm. Based on Proposition 7, a naive algorithm to find elements in the normalizer is to
test each element of Sn to see whether mi jk = mσ(i)σ ( j)σ (k) for all i, j, k ≤ n. However, this method
doesn’t reveal much about the structure of the normalizer, or which subgroups of Sn are realizable as
the normalizer N (0)/k×0×. Our goal for the remainder of the paper is to develop an algorithm which
in addition to computing elements of the normalizer, also reveals information about the structure of
N (0)/k×0× as a subgroup of Sn .

3. Centered orders

We now proceed to refine the naive algorithm above. We begin by introducing some geometric motivation
for the construction of the tiled centered order 00 in Theorem 8.

Suppose we have σ ∈ Sn a symmetry of C0 for a tiled order 0 = (pνi j ). As discussed in the previous
section, defining ξσ = (παi δσ(i) j ), where αi = νi1 − νσ(i)σ (1), gives ξσ a monomial matrix such that
0 = ξσ0ξ

−1
σ . Since ξσ is monomial, ξσ has a decomposition ξσ = d ·wσ , where d is a diagonal matrix

and wσ is a permutation matrix. Geometrically, conjugation of 0 by a diagonal matrix amounts to a
translation of C0, while conjugation by a permutation matrix corresponds to a product of reflections of
C0 across hyperplanes going through the origin [0, 0, . . . , 0].

Suppose we have a tiled order 00 such that each monomial representative ξσ ∈N (00)/k×0×0 has a
decomposition ξ = d ·wσ with d ∈ k× a scalar. By the discussion above, the origin [0, 0, . . . , 0] is fixed
under each symmetry of C00 , in which case we say that 00 is centered. The following theorem shows
how given any tiled order 0, we can associate to it a centered tiled order 00 whose convex polytope C00

has the same symmetries in Sn as C0 . The advantage of this choice of centered tiled order is that we need
only check relations between exponents in M00 instead of checking relations between the n3 structural
invariants {mi jk} to find all the symmetries. Since there are only n2

− n off-diagonal exponents, this will
be a small step refining our algorithm.

Theorem 8. Given a tiled order 0= (pνi j ) with structural invariants {mi jk=νi j+ν jk−νik |1≤ i, j, k≤n},
define 00 = (p

µi j ) where µi j =
∑n

k=1 mi jk . Then 00 is a centered tiled order with structural invariants
m̃i jk = n ·mi jk for all 1≤ i, j, k ≤ n, and σ ∈ Sn is a symmetry of C0 if and only if µi j = µσ(i)σ ( j).

Proof. First we show 00 is also a tiled order. Note that

µi i =

n∑
k=1

mi ik =

n∑
k=1

(νi i + νik − νik)= 0.
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00 has structural invariants {m̃i jl | 1≤ i, j, l ≤ n} given by

m̃i jl = µi j +µ jl −µil =

n∑
k=1

mi jk +

n∑
k=1

m jlk −

n∑
k=1

milk =

n∑
k=1

(mi jk +m jlk −milk)

=

n∑
k=1

(νi j + ν jk − νik + ν jl + νlk − ν jk − νil − νlk + νik)

=

n∑
k=1

(νi j + ν jl − νil)= n ·mi jl ≥ 0,

and since 0 itself is a tiled order and mi jl ≥ 0, it follows that 00 is also a tiled order.
Next, we establish the bijection between the symmetries of C0 and the elements in Sn such that

µi j = µσ(i)σ ( j). By Proposition 7 we need to show that

mi jk = mσ(i)σ ( j)σ (k) for all i, j, k ≤ n ⇐⇒ µi j = µσ(i)σ ( j) for all i, j ≤ n.

Suppose σ ∈ Sn such that mi jk = mσ(i)σ ( j)σ (k) for all i, j, k ≤ n. Then

µσ(i)σ ( j) =

n∑
k=1

mσ(i)σ ( j)k =

n∑
σ(k)=1

mσ(i)σ ( j)σ (k) =

n∑
σ(k)=1

mi jk =

n∑
k=1

mi jk = µi j .

Conversely, if µi j = µσ(i)σ ( j), then

n ·mi jk = m̃i jk = m̃σ(i)σ ( j)σ (k) = n ·mσ(i)σ ( j)σ (k),

so by Proposition 7, σ is a symmetry of C0.

Finally, we show that 00 is centered. To show that the origin [0, 0, . . . , 0] is within the convex polytope
C00 is almost immediate, since the origin sits on each hyperplane xi − x j = 0. Each such hyperplane satis-
fies the condition −µ j i ≤ xi − x j ≤ µi j because µi j , µ j i ≥ 0 as sums of nonnegative structural invariants.

Now we want to show that each symmetry of C00 fixes the origin. Note that since m̃i jk = n ·mi jk ,
the symmetries of C0 are the same as the symmetries of C00 . Given a symmetry σ ∈ Sn of C00 , by
Proposition 7 we obtain a representative ξσ ∈N (00), where ξσ = (παi δσ(i) j ) and αi =µi1−µσ(i)σ (1)= 0,
since we have just shown that µi j = µσ(i)σ ( j) for all i, j ≤ n. Therefore, ξσ is a permutation matrix and
ξ ∈ Mn(R)×. Hence by [12], ξσ ∈ Mn(R)× ⊆ k×Mn(R)× = N (Mn(R)). Conjugation by ξσ will fix
Mn(R), and therefore the σ will fix the vertex [0, 0, . . . , 0] associated to Mn(R). Since this holds for
every symmetry of C00 , we know 00 is by definition centered. �

Example 4. Let 0 be the tiled order with

M0 =

0 0 −2
1 0 −2
3 3 0

 ,
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[0,2,-1] [0,2,0] [0,2,1] [0,2,2] [0,2,3]

[0,1,-2] [0,1,-1] [0,1,0] [0,1,1] [0,1,2] [0,1,3]

[0,0,-2] [0,0,-1] [0,0,0] [0,0,1] [0,0,2]

[0,-1,-3] [0,-1,-2] [0,-1,-1] [0,-1,0] [0,-1,1] [0,-1,2]

Figure 4. Polytopes from Example 4, with C0 shown in blue and C00 in red.

with C0 depicted in Figure 4 in blue. By Proposition 7, a representative ξσ in the normalizer of 0 is

ξσ =

 0 1 0
0 0 π−2

π3 0 0

=
1 0 0

0 π−2 0
0 0 π3

0 1 0
0 0 1
1 0 0

 .
The associated tiled order is 00 with

M00 =

0 1 2
2 0 1
1 2 0

 ,
with convex polytope depicted in Figure 4 in red. Since ν12 = ν23 = ν31, ν13 = ν21 = ν32, we get a
representative of the normalizer

ξσ =

0 1 0
0 0 1
1 0 0

 .
For n = 2, Hijikata [7] showed that if 0 is nonmaximal, then N (0)/k×0× ∼= Z/2Z. For n = 3,

N (0)/k×0× ⊆ S3 and in fact all subgroups of S3 are realizable as symmetry groups of convex polytopes
of tiled orders; we have seen two such subgroups in Examples 2 and 3. As n increases, there are however
a number of subgroups of Sn that are not realizable as the symmetry group of C0 . In particular, we have
the following easy corollary to Theorem 8:

Corollary 9. Suppose we have a tiled order 0 and φ :N (0)→ Sn the homomorphism defined earlier. If
H is a 2-transitive subgroup of Sn , then H ⊆ φ(N (0)) implies N (0)/k×0× ∼= Sn .

Proof. Let 00 = (p
µi j ) be the associated centered order of 0. H being 2-transitive means that given any

pairs (i, j), (k, l) with i 6= j and k 6= l, there exists σ ∈ H such that σ(i) = k and σ( j) = l. Since H
is contained in the image of the normalizer, µi j = µσ(i)σ ( j) = µkl . Therefore, all of the off-diagonal
exponents are equal and µi j = µσ(i)σ ( j) for all σ ∈ Sn , so N (00)/k×0×0 ∼=N (0)/k×0× ∼= Sn . �

In this section we have shown that we can completely determine the normalizer of a tiled order by
examining the exponents of its associated centered order. By Theorem 8, a refined algorithm to find
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elements in the normalizer is to go through the n2
− n off-diagonal elements to check for which σ ∈ Sn

we have µi j =µσ(i)σ ( j). This is of course a very small improvement, since we still have to check the above
relations for elements σ ∈ Sn . In the next section we realize the symmetries of C0 as the automorphism
group of a directed valued multigraph, which can add to the efficiency of the above algorithm.

4. The normalizer as the automorphisms of a valued quiver

For our main algorithm, we will make use of a realization of the normalizer of a centered tiled order as
the automorphism group of a certain valued directed multigraph, also known as a valued quiver.

We construct the link graph of 0 = (pνi j ) as defined by Müller in [9]. Let M1,M2, . . . ,Mn be the
maximal 2-sided ideals of 0. It can be shown that M` = (p

ri j ), where ri j = νi j if ` 6= i, j , and r`` = 1.
The vertices of the link graph are labeled by the set {1, 2, . . . , n}, and there is an arrow α : i→ j when
Mj Mi 6= Mj ∩Mi and the value associated to the arrow α is v(α)= νi j .

Remark. There is an equivalent way to define the link graph, by projective covers of the Jacobson
radicals for the projective left 0-lattices. However, these directed multigraphs have the arrows pointed
the opposite direction. For more information, see [15] for the construction of the graphs and [2] for the
proof of the equivalence of the two constructions.

To compute the link graph, we reproduce the following result from [3]:

Lemma 10 (Fujita, Oshima [3]). Given a tiled order 0, there is an arrow i → j in Qv(0) if m jki > 0
for all k 6= i, j , and there is an arrow i→ i if miki > 1 for all k 6= i .

Proof. See [3, p. 578]. However, note that Fujita and Oshima follow a convention where the arrows are
pointed in the opposite direction. �

In [6, Lemmas 1 and 3], Haefner and Pappacena identify a subgroup of the automorphisms of the
unvalued quiver Q(0) with monomial representatives of N (0)/k×0×, which we have already found to
be in bijection with the symmetries of C0. In [6, Theorem 5], they prove that σ ∈ Aut(Q(0)) ⊆ Sn is
liftable to a symmetry of C0 if the system

xi − x j = νi j − νσ(i)σ ( j), i < j,

has a solution x = (x1, . . . , xn) ∈ Zn.
We can instead consider automorphisms of the valued quiver Qv(0). While as shown in [6, Exam-

ple 2], the symmetries of C0 don’t always give us an automorphism of Qv(0), they do when we have a
centered tiled order:

Theorem 11. Given a centered tiled order 00 = (p
νi j ), there is a bijection between Aut(Qv(00)) and the

symmetries of C00 .

Proof. Let σ ∈ Aut(Qv(00)). Then σ ∈ Aut(Q(00)) is also an automorphism of the unvalued quiver, and
Haefner and Pappacena have shown in [6, Theorem 5] that σ is liftable to a symmetry of C00 if and only
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if the linear system
xi − x j = νi j − νσ(i)σ ( j), i < j,

has a solution x = (x1, . . . , xn) ∈ Zn. Since σ ∈Aut(Qv(00)), for any valued arrow α : i→ j , there is an
arrow β : σ(i)→ σ( j), and its value is v(β)= v(α). Since v(α)= νi j and v(β)= νσ(i)σ ( j), this implies
νi j = νσ(i)σ ( j) for all i, j ≤ n, so the system above has a solution (0, 0, . . . , 0) ∈ Zn. Therefore, by [6],
σ lifts to a symmetry of C00 .

Now suppose σ is a symmetry of C00 . By [6, Lemma 1], σ is an automorphism of the unvalued quiver
Q(00), so for a given arrow α : i → j , there is an arrow β : σ(i)→ σ( j). To show that σ is also an
automorphism of the valued quiver Qv(00), we need in addition that v(β)= v(α). Since 00 is centered,
we have from Theorem 8 that νi j = νσ(i)σ ( j). But v(α)= νi j and v(β)= νσ(i)σ ( j), so the result follows. �

As described in Theorem 11, given the valued quiver of a centered order, we can determine the symme-
tries of C0 and therefore representatives of the normalizer N (0)/k×0× by finding the automorphisms
of the valued quiver. First note that given two vertices i and j , an automorphism of the quiver can only
permute them if the incoming arrows of i have the same values as the incoming arrows of j , and the
same holds for outgoing arrows. Therefore, for each vertex i , we can associate two multisets, one with
values for incoming arrows, and the other with values for outgoing arrows. Then we need only look for
elements in Sn that would permute both multisets when permuting vertices.

Finally, we summarize the algorithm, where given a tiled order0= (pνi j )⊆Mn(k), we find N (0)/k×0×

as a subgroup of Sn . We illustrate each step with an example.

Algorithm. (1) For a given tiled order 0 with exponent matrix M0 = (νi j ) and structural invariants
{mi jk}1≤i, j,k≤n , compute its associated centered order 00 with exponent matrix M00 = (µi j ), where
µi j =

∑n
k=1 mi jk .

Example 5. Let 0 have exponent matrix

M0 =


0 1 3 3 1
2 0 2 3 1
0 0 0 2 1
0 1 1 0 1
2 2 2 2 0

 .
00 is given by

M00 = (µi j )=


0 5 10 10 5
10 0 5 10 5
5 5 0 10 10
5 10 5 0 10
10 10 5 5 0

 .
(2) Find the valued quiver of 00:

(a) The vertices are 1, 2, . . . , n.
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(b) Let m̃ik j = µik +µk j −µi j = n ·mik j . For i 6= j , there is an arrow α : i → j if m̃ik j > 0 for all
k 6= i, j . There is an arrow α : i→ i if m̃iki > 1 for all k 6= i .

(c) Given an arrow α : i→ j , set v(α)= µi j .

We can represent Qv(00) by the n× n matrix M(Qv(00)) = (ai j ), where ai j is blank if there is no
arrow from i to j , and ai j = µi j if there is an arrow α : i→ j and v(α)= µi j .

Example 5 (continued). The quiver Qv(00) is given by the matrix
0 10 10
10 0 5

5 0 10 10
5 0 10

10 10 0

 .
(3) For each vertex i , let Ii be the multiset of incoming arrow values and Oi be the multiset of outgoing
arrow values. Partition the sets {Ii }

n
i=1 and {Oi }

n
i=1 into equal multisets.

Example 5 (continued). The multisets Ii are the columns of the above matrix, and the multisets Oi are
the rows. Note that

I1 = I4 = I5 = {0, 10, 10}, I2 = {0, 5, 10} and I3 = {0, 5, 5, 10},

so we partition the Ii ’s into {I1, I4, I5}, {I2} and {I3}. Since

O1 = O5 = {0, 10, 10}, O2 = O4 = {0, 5, 10} and O3 = {0, 5, 10, 10},

we partition the Oi ’s into {O1, O5}, {O2, O4} and {O3}.

(4) Consider the partition of the Ii ’s. An automorphism of the quiver can only permute vertices with the
same values for incoming arrows, so if the sets in the partition have lengths l1, l2, . . . , lq ,

∑q
j=1 lj = n,

then the normalizer N (0)/k×0× is a subgroup of Sl1 × Sl2 × · · ·× Slq ⊆ Sn , where each Sli is a copy of
the symmetric group on li elements.

Now consider the partition of the Oi ’s. Similarly, an automorphism of the quiver can only permute ver-
tices with the same values for outgoing arrows, so N (0)/k×0× is a subgroup of St1× St2×· · ·× Str ⊆ Sn ,
where t1, t2, . . . , tr are the lengths of the sets in the partition of the Oi ’s and

∑r
j=1 tj = n.

Therefore, the normalizer N (0)/k×0× is a subgroup of (Sl1 × Sl2 ×· · ·× Slq )∩ (St1 × St2 ×· · ·× Str ).

Example 5 (continued). From the partitions in (4), we get that N (0)/k×0× ⊆ S{1,4,5}, where as usual
S{1,4,5} is the symmetric group on the set {1, 4, 5}. Similarly, we get N (0)/k×0× ⊆ S{1,5} × S{2,4}.
Therefore,

N (0)/k×0× ⊆ S{1,4,5} ∩ (S{1,5}× S{2,4})= S{1,5}.

(5) Check for which elements σ in the intersection found in (4) we have ai j = aσ(i)σ ( j), where ai j are
the entries in the matrix defined in (2). The union of these elements is the normalizer N (0)/k×0×.
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Example 5 (continued). We need to check whether ai j = aσ(i)σ ( j) for σ = (1, 5). Since a15 is blank,
but a51 = 10, we conclude that σ is not a symmetry of C0, so N (0)/k×0× has to be trivial.

Remark. We now describe the modifications of our algorithm when 0 is degenerate, so some of the
columns correspond to the same homothety classes of lattices. When we create the valued quiver in
step (2), if columns Pi and Pj correspond to the same homothety class, we identify vertices i and j
together. Therefore, after computing in step (5) the subgroup H = {σ ∈ Sn | ai j = aσ(i)σ ( j)}, where ai j

are the entries in M(Qv(00)), the normalizer N (0)/k×0× is the quotient of H by the product of the
symmetric groups that permute each set of equivalent vertices.

Acknowledgements

The author would like to thank her advisor Thomas Shemanske for helpful conversations and the idea
for the proof of Proposition 3, and the reviewers for their useful comments.

References

[1] Peter Abramenko and Kenneth S. Brown, Buildings: theory and applications, Graduate Texts in Mathematics, no. 248,
Springer, 2008. MR 2439729

[2] Hisaaki Fujita, A remark on tiled orders over a local Dedekind domain, Tsukuba J. Math. 10 (1986), no. 1, 121–130.
MR 846423

[3] Hisaaki Fujita and Akira Oshima, A tiled order of finite global dimension with no neat primitive idempotent, Comm.
Algebra 37 (2009), no. 2, 575–593. MR 2493803

[4] Hisaaki Fujita and Hiroshi Yoshimura, A criterion for isomorphic tiled orders over a local Dedekind domain, Tsukuba J.
Math. 16 (1992), no. 1, 107–111. MR 1178668

[5] Paul Garrett, Buildings and classical groups, Chapman & Hall, London, 1997. MR 1449872
[6] Jeremy Haefner and Christopher J. Pappacena, Automorphisms of tiled orders, Linear Algebra Appl. 347 (2002), 275–282.

MR 1899894
[7] Hiroaki Hijikata, Explicit formula of the traces of Hecke operators for 00(N ), J. Math. Soc. Japan 26 (1974), 56–82.

MR 0337783
[8] Joachim Lambek, Lectures on rings and modules, 3rd ed., Amer. Math. Soc., Providence, RI, 2009.
[9] Bruno J. Müller, Localization in fully bounded Noetherian rings, Pacific J. Math. 67 (1976), no. 1, 233–245. MR 0427351
[10] Arnold Pizer, On the arithmetic of quaternion algebras, II, J. Math. Soc. Japan 28 (1976), no. 4, 676–688. MR 0432600
[11] Wilhelm Plesken, Group rings of finite groups over p-adic integers, Lecture Notes in Mathematics, no. 1026, Springer,

1983. MR 724074
[12] I. Reiner, Maximal orders, London Mathematical Society Monographs, no. 5, Academic, London, 1975. MR 0393100
[13] Thomas R. Shemanske, Split orders and convex polytopes in buildings, J. Number Theory 130 (2010), no. 1, 101–115.

MR 2569844
[14] Thomas R. Shemanske, Normalizers of graduated orders, preprint, 2016.
[15] A. Wiedemann and K. W. Roggenkamp, Path orders of global dimension two, J. Algebra 80 (1983), no. 1, 113–133.

MR 690707
[16] Hans Zassenhaus, Graduated orders, preprint, 1975.

Received 28 Feb 2018. Revised 12 Jun 2018.

ANGELICA BABEI: angelica.babei.gr@dartmouth.edu
Department of Mathematics, Dartmouth College, Hanover, NH, United States

msp

http://dx.doi.org/10.1007/978-0-387-78835-7
http://msp.org/idx/mr/2439729
http://dx.doi.org/10.21099/tkbjm/1496160396
http://msp.org/idx/mr/846423
http://dx.doi.org/10.1080/00927870802254199
http://msp.org/idx/mr/2493803
http://dx.doi.org/10.21099/tkbjm/1496161833
http://msp.org/idx/mr/1178668
http://dx.doi.org/10.1007/978-94-011-5340-9
http://msp.org/idx/mr/1449872
http://dx.doi.org/10.1016/S0024-3795(01)00558-4
http://msp.org/idx/mr/1899894
http://dx.doi.org/10.2969/jmsj/02610056
http://msp.org/idx/mr/0337783
http://dx.doi.org/10.2140/pjm.1976.67.233
http://msp.org/idx/mr/0427351
http://dx.doi.org/10.2969/jmsj/02840676
http://msp.org/idx/mr/0432600
http://dx.doi.org/10.1007/BFb0071558
http://msp.org/idx/mr/724074
http://msp.org/idx/mr/0393100
http://dx.doi.org/10.1016/j.jnt.2009.07.002
http://msp.org/idx/mr/2569844
http://dx.doi.org/10.1016/0021-8693(83)90021-2
http://msp.org/idx/mr/690707
mailto:angelica.babei.gr@dartmouth.edu
http://msp.org


VOLUME EDITORS

Renate Scheidler
University of Calgary
Calgary, AB T2N 1N4

Canada

Jonathan Sorenson
Butler University

Indianapolis, IN 46208
United States

The cover image is based on a design by Linh Chi Bui.

The contents of this work are copyrighted by MSP or the respective authors.
All rights reserved.

Electronic copies can be obtained free of charge from http://msp.org/obs/2
and printed copies can be ordered from MSP (contact@msp.org).

The Open Book Series is a trademark of Mathematical Sciences Publishers.

ISSN: 2329-9061 (print), 2329-907X (electronic)

ISBN: 978-1-935107-02-6 (print), 978-1-935107-03-3 (electronic)

First published 2019.

msp

MATHEMATICAL SCIENCES PUBLISHERS

798 Evans Hall #3840, c/o University of California, Berkeley CA 94720-3840

contact@msp.org http: //msp.org

http://msp.org/obs/2
mailto:contact@msp.org
mailto:contact@msp.org
http://msp.org


THE OPEN BOOK SERIES 2

Thirteenth Algorithmic Number Theory Symposium

The Algorithmic Number Theory Symposium (ANTS), held biennially since 1994, is the premier inter-
national forum for research in computational number theory. ANTS is devoted to algorithmic aspects of
number theory, including elementary, algebraic, and analytic number theory, the geometry of numbers,
arithmetic algebraic geometry, the theory of finite fields, and cryptography.

This volume is the proceedings of the thirteenth ANTS meeting, held July 16-20, 2018, at the University
of Wisconsin-Madison. It includes revised and edited versions of 28 refereed papers presented at the
conference.

Edited by Renate Scheidler and Jonathan Sorenson

CONTRIBUTORS
Simon Abelard
Sonny Arora
Vishal Arul
Angelica Babei
Jens-Dietrich Bauch
Alex J. Best
Jean-François Biasse
Alin Bostan
Reinier Bröker
Nils Bruin
Xavier Caruso
Stephanie Chan
Qi Cheng
Gilles Christol
Owen Colman
Edgar Costa
Philippe Dumas
Kirsten Eisenträger
Claus Fieker
Shuhong Gao

Pierrick Gaudry
Alexandre Gélin
Alexandru Ghitza
Laurent Grémy
Jeroen Hanselman
David Harvey
Tommy Hofmann
Everett W. Howe
David Hubbard
Kiran S. Kedlaya
Thorsten Kleinjung
David Kohel
Wanlin Li
Richard Magner
Anna Medvedovsky
Michael Musty
Ha Thanh Nguyen Tran
Christophe Ritzenthaler
David Roe

J. Maurice Rojas
Nathan C. Ryan
Renate Scheidler
Sam Schiavone
Andrew Shallue
Jeroen Sijsling
Carlo Sircana
Jonathan Sorenson
Pierre-Jean Spaenlehauer
Andrew V. Sutherland
Nicholas Triantafillou
Joris van der Hoeven
Christine Van Vredendaal
John Voight
Daqing Wan
Lawrence C. Washington
Jonathan Webster
Benjamin Wesolowski
Yinan Zhang
Alexandre Zotine

A
N

T
S

X
III:

Thirteenth
A

lgorithm
ic

N
um

ber
Theory

Sym
posium

Scheidler,Sorenson
O

B
S

2


	1. Introduction
	2. Preliminaries
	3. Centered orders
	4. The normalizer as the automorphisms of a valued quiver
	Acknowledgements
	References
	
	

