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Numerical computation of endomorphism rings of Jacobians

Nils Bruin, Jeroen Sijsling, and Alexandre Zotine

We give practical numerical methods to compute the period matrix of a plane algebraic curve (not
necessarily smooth). We show how automorphisms and isomorphisms of such curves, as well as the
decomposition of their Jacobians up to isogeny, can be calculated heuristically. Particular applications
include the determination of (generically) non-Galois morphisms between curves and the identification
of Prym varieties.

1. Introduction

Let k be a field of characteristic O that is finitely generated over (0. We choose an embedding of & into C.
In this article, we consider nonsingular, complete, absolutely irreducible algebraic curves C over k of
genus g. We represent such a curve C by a possibly singular affine plane model

5:f(x,y)=0, where f(x,y) € k[x, y]. (1-1)

Associated to C is the Jacobian variety J = Jac(C) representing Pic’(C). Classical results by Abel and
Jacobi establish
J(C) ZH’(Ce, Q0)*/Hi(C(0), 7) = C¥/ Q7*,

for a suitable g x 2g matrix €2, called a period matrix of C.

Let J; = Jac(Cy) and J, = Jac(C>) be two such Jacobian varieties. The Z-module Homg (J, J») of
homomorphisms defined over the algebraic closure k of k is finitely generated and can be represented
as the group of C-linear maps C8! — C$2 mapping the columns of €2; into £2,752. As described in [10,
§2.2], we can heuristically determine homomorphism modules, along with their tangent representations,
from numerical approximations to €21, 2. These can then serve as input for rigorous verification as in
[loc. cit.].

In this article we consider the problem of computing approximations to period matrices for arbitrary
algebraic curves for the purpose of numerically determining homomorphism modules and endomorphism
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rings. We also describe how to identify the (finite) symplectic automorphism groups in these rings,
and with that the automorphism group of the curve. We give several examples of how the heuristic
determination of such objects can be used to obtain rigorous results.

There is extensive earlier work on computing period matrices for applications in scientific computing
to Riemann theta functions and partial differential equations. For these applications, approximations that
fit in standard machine precision tend to be sufficient. Number-theoretic applications tend to need higher
accuracy and use arbitrary-precision approximation. Hyperelliptic curves have received most attention;
see for instance van Wamelen’s [28] implementation in Magma. In practice it is limited to about 2000
digits. Recent work by Molin and Neurohr [23] can reach higher accuracy and also applies to superelliptic
curves.

For general curves, a Maple package based on work by Deconinck and van Hoeij [12] computes period
matrices at system precision or (much more slowly) at arbitrary precision. Swierczewski’s reimplementa-
tion in SageMath [26] only uses machine precision and no high-order numerical integration. During the
writing of this article, another new and fast Magma implementation was developed by Neurohr [24]. See
the introduction of [24] for a more comprehensive overview of the history and recent work on the subject.

Our approach is similar to the references above (in contrast to, for instance, the deformation approach
taken in [25]) in that we basically use the definition of the period matrix to compute an approximation.

Algorithm 1-2 (compute approximation to period matrix).
Input: f asin (1-1) over a number field and a given working precision.
Output: Approximation of a period matrix of the described curve.
(1) Determine generators of the fundamental group of C (Section 2C).
(2) Derive a symplectic basis {aq, ..., o, B1, ..., Bg} of the homology group H;(C(C), Z) (Section 2D).
(3) Determine a basis {w1, ..., wg} of the space of differentials HO(C¢, Qlc) (Section 3A).
(4) Approximate the period matrix Q = ( f o, @is f 8 w,-)i’j using numerical integration (Section 3B).
We list some notable features of our implementation.

(a) We use certified homotopy continuation [19] to guarantee that the analytic continuations on which
we rely are indeed correct. This allows us to guarantee that increasing the working precision suffi-
ciently will improve accuracy.

(b) We base our generators of the fundamental group on a Voronoi cell decomposition to obtain paths
that stay away from critical points. This is advantageous for the numerical integration.

(c) We determine homotopy generators by directly lifting the Voronoi graph to the Riemann surface
via analytic continuation and taking a cycle basis of that graph. This avoids the relatively opaque
procedure [27] used in [12; 24].

(d) We provide an implementation in a free and open mathematical software suite (SageMath version
8.0+), aiding verification of the implementation and adaptation and extension of its features.
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We share the use of Voronoi decompositions with [28]. This is no coincidence, since Bruin suggested
its use to van Wamelen at the time, while sharing an office in Sydney, and was eager to see its use tested for
general curves. Dealing with hyperelliptic and superelliptic curves, [28; 23] use a shortcut in determining
homotopy generators. The explicit use of a graph cycle basis in feature (c) above, while directly suggested
by basic topological arguments, is to our knowledge new for an implementation in arbitrary precision.

The runtime of these implementations is in practice dominated by the numerical integration. The
complexity for all these methods is essentially the same; see [24, §4.8] for an analysis, as well as a fairly
systematic comparison. For a rough idea of performance we give here some timings for the computation
of period matrices of the largest genus curves in each of our examples. Timings were done using Linux
on a Intel Core 17-2600 3.40 GHz processor, at working precision of 30 decimal digits, 100 binary digits:

curve Maple 2018 SageMath 8.3.beta0
C from Example 5A 99.6 sec 45.5 sec
C from Example 5B 133.2 sec 8.59 sec
D from Example 5C 119.2 sec 12.8 sec

With recent work on rigorous numerical integration [17], which is now also available in SageMath, it
would be possible to modify the program to return certified results. While this is worthwhile and part of
future work, rigorous error bounds would make little difference for our applications, since we have no
a priori height bound on the rational numbers we are trying to recognize from floating point approxima-
tions. One of our objectives is to provide input for the rigorous verification procedures described in [10].

Our main application is to find decompositions of Jac(C) via its endomorphism ring End(J) =
End;(J) = Homg (J, J). Idempotents of End(J) give rise to isogenies to products of lower-dimensional
abelian varieties [5, Chapter 5; 18]. Furthermore, since End(J) has a natural linear action on HO(C, @ IC)*,
idempotents induce projections from the canonical model of C in PH’(C, Qé)* to projective spaces of
smaller dimension. For composition factors arising from a cover ¢ : C — D, the corresponding projection
factors through ¢, so we can recover ¢ from it. In the process, we verify ¢ rigorously, as well as the
numerically determined idempotent.

Finally, having determined End(J), we can compute the finite group automorphisms of J that are fixed
by the Rosati involution. Its action on HO(C, Qlc)* gives, via the Torelli theorem [21, Theorem 12.1],
a representation of the automorphism group Aut(C) = Aut;(C) of C on a canonical model. There
are other approaches to computing automorphism groups of curves, for instance [15]. The approach
described here naturally finds a candidate for the geometric automorphism group (members of which
are readily rigorously verified to give automorphisms) whereas more algebraically oriented approaches,
such as the one in [15], tend only to find the automorphisms defined over a given base field or have
prohibitive general running times. We describe the corresponding algorithm in Section 4B.

These results are applied to numerically identify some Prym varieties in higher genus. In particular,
we find isogeny factors Jac(D) of Jacobians Jac(C) that do not come from any morphism C — D, or
come from a morphism that is not a quotient by automorphisms of C.
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2. Computation of homology

We compute a homology basis for C(C) from its fundamental group. We obtain generators for this group
by pulling back generators of the fundamental group of a suitably punctured Riemann sphere covered
by C. Such pullbacks can be found by determining the analytic continuations of appropriate algebraic
functions. In order to make these continuations amenable to computation, we use paths that stay away
from any ramification points.

The function x on C induces a morphism x : C — P! and therefore expresses C as a finite (ramified)
cover of P! of degree n say. We collect terms with respect to y and write

F,Y) = [y + fumt )Y+ fo(x),

where fo(x), ..., fu(x) € k[x], with f,(x) # 0. We write P!(C) = C U {oo}, and define the finite critical
locus of x as

S ={x e C:disc,(f)(x) =0}.
We set Soo = S U {00}, so that x induces an unramified cover C — x ! (Ss) of C—S.

2A. Fundamental group of C — S. We describe generators of the fundamental group of C — S by cycles
in a planar graph that we build in the following way.

We approximate the circle with center co = (1/#S) ) s and radius 2 max,es|s — co| using a regular
polygon with vertices, say, s{, ..., s;. Then we compute the Voronoi cell decomposition (see, e.g., [2])
of C with respectto §' = SU {si, - sé}. This produces a finite set of vertices V = {vy, ..., v} CC
and a set E of line segments ¢;; between v;, v; € V such that the regions

Fo={xeC:|x—s|<|x—s'|forany s’ € §' — {s}}

have boundaries consisting of e;;, together with some rays for unbounded regions. We define F, =
Uses—s Fs- Then we see that F; for s € S has a finite boundary, giving a loop separating s from the
rest of S.o. See Figure 1 for an illustration of the resulting graph for the curve C : y> = x> —x — 1. It
illustrates the set S = s1, 52, 53, together with the additional points si, R sé, and the vertices vy, ..., V1]
and edges between them, bounding the Voronoi cells Fj.

Lemma 2-1. (i) The boundaries of the regions F; for s € Ss, provide cycles that generate H'(C — S, 7).
(ii) The fundamental group 71 (C — S, v;) is generated by cycles in the graph (V, E).

Proof. The first claim follows because the boundaries exactly form loops around each individual point s.
The second claim follows because the graph is connected. Hence, we can find paths that begin and end
in v; and (because of the first claim) provide a simple loop around a point s € Su. (]

2B. Lifting the graph via homotopy continuation. Each of our vertices v; € C has exactly n preimages

vl.(]), o vl.("), determined by the n distinct simple roots of the equation f (v;, y) =0. We can parametrize
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Figure 1. Paths for C : y2 =x3

certified homotopy continuation.

— x — 1. The dots marking the edges indicate the step size used for the

M )

each edge e;; from our graph by x(¢) = (1 —t)v; +tv; for ¢ € [0, 1]. We lift ¢;; to paths € e €

using the branches y®(¢) defined by

Fa@, yP@)=0 and y®©0) =y®).

Since e;; stays away from the critical locus, the function y® () is well defined by continuity. Moreover,
(k)
ij
Given k, we have y® (1) = v’]‘. for some k’. Hence, every edge e;; determines a permutation o;; such
. 1 (k . -
that 0;; (k) = k’. The lifted edge el.(;‘) connects vi(k) to v,Ea’( ) We write (V’, E") for this lifted graph

on C(C). If we split up the path in sufficiently small steps, we can determine these permutations.

it is analytic in a neighborhood of e

Lemma 2-2. With the notation above and for given i, j, we can algorithmically determine a subdivision
O=to<th<tra<- <ty; =1

and real numbers ¢y, . . ., Emij—1 such that for t, m satisfying t,, <t < t,;+1, we have |y(k/)(t) — y(k)(tm)| <
em if and only if kK’ = k.

Proof. We construct the #,,, &, iteratively, starting with m = 0. We set
Em = %min{|y(k1)(tm) _ y(kz)(tm)| . kl ;é kz}

Using [19, Theorem 2.1], we can determine from f(x(z), y), €, and x(¢,,) a value § > 0 such that for
values ¢ satisfying #,, <t < t, + & we have that |y(k) (t) — y(k)(tm)| < &,. It follows that we can set
tm+1 = min(l, #,, + 8). Inspection of the formulas for § give us that if the distance of any critical point
from the path is positive, then there is a finite m such that 7, = 1. |
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Remark 2-3. In Figure 1, the dots on the edges mark the sequence x (), x(#1), - . ., X (#m,;). In particular,
on the edge from vy to vjp one can see that as the distance to the branch points s;, s3 gets smaller, the
step sizes are reduced accordingly.

Lemma 2-4. Given & < &y, t With ty, <t < tyy1, and y, with |, — y® (tn)| < €, we can use Newton
iteration to compute  such that |5 — y® ()| < e.

Proof. We use Newton iteration to approximate a root of f (¢, y), with initial value y,,. We are looking
for the unique root that lies within a radius of ¢, of the initial value. If at any point the Newton iteration
process escapes this disk, or if the iteration does not converge sufficiently quickly, we insert the point
(tm +t)/2 and restart. We know that if Newton iteration converges to a value in the disk, it must be the
correct value. Furthermore, continuity implies that convergence will occur if | — ¢,,| is small enough. [

Since x(#p) ¢ S we can use standard complex root-finding algorithms on f (x(fy), y) =0, to find approx-
imations y(‘)") to any desired finite accuracy. We then use Lemma 2-4 iteratively to find an approximation
i,(,f) to y®(z,), foreachm =1, ..., mi;.

The Voronoi graph (V, E) generates the fundamental group of C — S, so the lifted graph (V’, E')
generates the fundamental group of the unramified cover C(C) — x 71 (Ss), and therefore also of C(C).
We have assumed that C is an absolutely irreducible algebraic curve, so the graph is connected.
Remark 2-5. For computing integrals along vi(;() in Section 3B, we store for each relevant edge e;; the
vectors {(ty, &m, i,(,,l ) e, i,(,f' )) :m € {0, ...,m;;}}. With this information we can quickly, reliably, and
accurately approximate y® (¢) for 7 € [0, 1] using Lemma 2-4.

2C. Computing the monodromy of C — P1. We do not need this in the rest of the paper, but a side
effect of computing the lifted graph is that we can also compute the monodromy of the cover C — P!,
To any path in the Voronoi graph we associate a permutation by composing the permutations associated
with the constituent edges. For example, to the path p = (v, v2, v3) we associate the permutation
0p = 012023 (assuming that our permutations act on the right). Choosing, say, v as our base point, this
provides us with a group homomorphism 771 (C — S, v;) — Sym(n). The image gives the group of deck
transformations of the cover or, in terms of field theory, a geometric realization of the Galois group of
the degree n field extension of C(x) given by C(x)[y]/(f(x, y)). In particular, by taking a path that
forms a loop around a single point s € C U {oo}, we can obtain the local monodromy of s. The cycle
type of the corresponding permutation gives the ramification indices of the fiber over s. In particular, if
the permutation is trivial, then C — P! is unramified over s.

2D. Symplectic homology basis. Since C(C) is a Riemann surface, it is orientable and hence we have a
symplectic structure on its first homology. The pairing on cycles can be computed in the following way.
Suppose that o, 8 are two paths intersecting at v(()l) , and that o contains the segment vgl) — v(()l) — vél)
and that 8 contains the segment vgl) — v(()l) — vftl). We define

(@, B),m = (e, )iy + (e, )Y, and (o, B) = e, B,

[N}
Yo
v
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Figure 2. Examples of the intersection pairing.

(()1), and otherwise

where (o, B), 1» =0 if « or B do not pass through v
0

0 if v3 =v; or vz = vy,
(o, B )ivr}]) = % if vy, v3, vy are counterclockwise oriented around vy,
’ —% if vy, v3, vy are clockwise oriented around vy,
0 if v3=v; or vy = vy,
(o, B )3% = % if vy, V2, v4 are counterclockwise oriented around vy,
’ —% if vy, va, v4 are clockwise oriented around vg.

At vertices where «, 8 meet transversely, this is clearly the usual intersection pairing on H;(C(C), Z).
A deformation argument verifies that the half-integer weights extend it properly to cycles with edges in
common. An illustration of this intersection pairing is given in Figure 2.

Lemma 2-6. By applying an algorithm by Frobenius [14, §7] we can find a Z-basis ay, . . ., ag, B1, ..., Bg
Jor Hi(C(C), 2) such that (a;, aj) = (B, B;j) = 0 and (a;, B;) = §ij.

Proof. We first compute a cycle basis for the lifted graph (V’, E’) described in Section 2B, say y1, ..., ¥»
and compute the antisymmetric Gram matrix G, = ((¥;, ¥;));;. Frobenius’s algorithm yields an integral
transformation B such that BG, BT is in symplectic normal form, i.e., a block diagonal matrix with g

blocks
0 4
(—¢ 0)’
possibly followed by zeros, with d | d; | - - - | dg. Because C(C) is a complete Riemann surface, we
know that dj =--- =d, =1 and that g is the genus of C(C). The matrix B gives us ai, B, ..., og, B
as Z-linear combinations of our initial cycle basis yi, ..., yr. ([

3. Computing the period lattice

3A. A basis for H'(C, @(). From the adjunction formula [1] we know that H*(C, Q(.) is naturally a
subspace of the span of
{ hdx

— = h=x'yl withOfi,jandi+j§n—3}.
ayf(%)’)
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If the projective closure of Cis nonsingular, then H’(C, QIC) is exactly this span. If C has only singular-
ities at the projective points (1:0:0), (0:1:0),(0:0:1), and f satisfies some easily tested genericity
conditions then Baker’s theorem [4] states that we can take those (7, j) for which (i +1, j+1) is an interior
point to the Newton polygon of f(x, y). In even more general situations, the adjoint ideal [1, Appendix A,
§2] specifies exactly which subspace of polynomials g corresponds to the regular differentials on C. We
use Baker’s theorem when it applies and otherwise rely on Singular [11] to provide us with a basis

wi=—7——:i=1,...,gy CH(C, Q7).

ay f(xa )’)
3B. Computing the period matrix. Given a basis wi, ..., wg for HO(C, Q}:) and a symplectic basis
at, ..., g, Bi, ..., By for H(C(C), Z), the corresponding period matrix is

Qa5=(9a|95)=(/ w;

J

h,),

The resulting period lattice is the Z-span A = szaﬂz% of the columns in C8. As an analytic space,
the Jacobian of C is isomorphic to the complex torus C8/A. Our paths consist of lifted line segments,
so we numerically approximate the integrals along the edges e ) that occur in our symplectic basis
and compute 2,4 by taking the appropriate Z- hnear comblnatlons of these approximations. To lighten
notation we describe the process for the edge e . As in Section 2B we parametrize the edge by

x(@t)=A=0v+tv

and with the stored information (see Remark 2-5), we can quickly compute y® (¢) for given values of ¢.

We obtain
/ 0 = (vy — v1)f _hix(@®)y () gt
e 0 0y f(x(@), y(®))

12

Note that our integrand is holomorphic, so well suited for high order integration schemes such as Gauss—
Legendre and Clenshaw—Curtis. We implemented Gauss—Legendre with relatively naive node computa-
tion. While in our experiments this was sufficient, there is the theoretical drawback that for very high
order approximations, the determination of the integration nodes becomes the dominant part. There are
sophisticated methods for obtaining the nodes with a better complexity [6]. Alternatively, quadrature
schemes like Clenshaw—Curtis may need more evaluation nodes to obtain the same accuracy, but allow
for faster computation of these nodes.

Rather than compute guaranteed bounds, we have settled on a standard error estimation scheme, as
described in, for instance, [3, §5] to adapt the number of evaluation nodes. Since our applications will

not provide proven results anyway, this is sufficient for our purposes.

Remark 3-1. There is a split in literature on how to order the symplectic basis for the period matrix.

With the normalization we use, one gets that

Q' =0192"2) =117
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where 7 is a Riemann matrix, i.e., a symmetric matrix with positive definite imaginary part. Here t
represents the corresponding lattice in Siegel upper half space. In [5], the period matrix is taken to be Qg,.

4. Homomorphism and isomorphism computations

4A. Computing homomorphisms between complex tori. Let C; and C; be two curves with Jacobians J;
and J,. Let 1, 2, be period matrices such that J; (C) =C8'/ Q2 178" and J,(C) =C#: / Q,7%82 a3 analytic
groups.

A homomorphism ¢ : J; — J, induces a tangent map H°(C, Qlcl)* — HY(C,, Qlcz)* and a map
on homology H (Cy, Z) — H (C,, Z). After a choice of bases, these correspond to matrices 7 =
Ty € My, o, (C) and R = Ry € M>g, 2,4, (Z), which we call the tangent representation and the homology
representation of ¢.

Proposition 4-1. Let ¢ : J| — J» be a homomorphism and let T, R be the induced matrices described
above.
(i) The matrices T = Ty and R = Ry satisfy T Q21 = S, R.
(ii) A pair (T, R) as in (i) comes from a uniquely determined homomorphism ¢ : J| — J;.
(ii1) Either of the elements T and R in (i) is determined by the other.

(iv) If the curves C and C, as well as the chosen bases of differentials and ¢ are defined over k C Q,
then the matrix T is an element of My, o, (k).

Proof. These results are in [5, §1.2]. Writing Q2 for the elementwise complex conjugate of 2, we
remark for part (iii) that we can determine R from 7 by considering

TR\ (@
(T_Q1> B (5_22> K 2

since the first matrix on the right-hand side of (4-2) is invertible. Conversely, we can determine 7 from R
by considering the first g; columns on either side of 72 = ;R since the corresponding matrices are
invertible. U

We seek to recover these pairs (7', R) numerically. This question was briefly touched upon in [7, §6.1],
and before that in [28, §3], but here we give some more detail.

Lemma 4-3. Given approximations of 21, Q2 to sufficiently high precision, we can numerically re-
cover a Z-basis for Hom(Jy, J»), represented by matrices R € Mag, 26,(Z) and T € Mg, o (C) as in
Proposition 4-1.

Proof. Following Remark 3-1, we can normalize €2; to be of the form (1 | ;). We write

R= (lC)' i) , where D, B,C, A€ My, , (Z).

Then T = D + 1, C, and
B+1A=(D+10)1.
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Considering real and imaginary parts separately, we obtain m = 2g; g, equations with real coefficients
in n = 4g g integer variables, denoted by M € M,, ,(R). We recognize integer solutions that are small
compared to the precision to which we calculated 7y, 7, in the following way. Observe that such solutions
correspond to short vectors in the lattice generated by the columns of (7 | e ~! M), where ¢ is some small
real number. The LLL algorithm can find such vectors, and we keep the ones that lie in the kernel to the
specified precision.

If sufficient precision is used, then we obtain a basis for Hom(J;, J») in this way. (Heuristically, any
approximation to high precision will do.) Proposition 4-1 shows how to recover the tangent representation
T from the corresponding homology representations R. O

Remark 4-4. An important tuning parameter for applications of LLL is the precision. We have an
(estimated) accuracy of the entries in the matrix M. We choose & such that e~' M has accuracy to
within 0.5. If we have computed the period matrices to a precision of b bits, then M contains about
2g1g2b bits of information. We would therefore expect that the entries in the LLL basis have entries of
size about (2g1g2b)/(4g1g2) = b/2. We only keep vectors that have entries of bit size at most half that.

In the context of Proposition 4-1(iv), the algebraic entries of T can be recognized by another applica-
tion of the LLL algorithm; the SageMath implementation number_field_elements_from_algebraics can
be used to this end, for example. We emphasize that in order to recover this algebraicity, we need the
original period matrices ©; with respect to a basis of H(C, Qlc) defined over Q. A differential basis for
which the period matrix takes the shape (1 | ;) usually has a transcendental field of definition.

For a Jacobian J, the natural principal polarization gives rise to the Rosati involution on End(J)
[5, §5.1]. We choose a symplectic basis for H;(C(C), Z) and denote the standard symplectic form by

017
E = (—I 0) € Mzg,gg(Z).

Proposition 4-5. Let ¢ : J — J be an endomorphism with corresponding pair (T, R) as in Proposition
4-1(i). Then the Rosati involution ¢* of ¢ corresponds to the pair (T™, RT) with

R = —ER'E.

Proof. Since we chose our homology basis to be symplectic, the Rosati involution of the endomor-
phism corresponding to R corresponds to the adjoint with respect to the pairing defined by E, which is
ER'E-'=—ER'E. O

Remark 4-6. Proposition 4-1(iii) shows how to obtain T% from RT.

Recall [5, Chapter 5] that any polarized abelian variety allows a decomposition up to isogeny
J~T]Af (4-7)
i

into powers of simple polarized quotient abelian varieties A;.
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Corollary 4-8. Let J be the Jacobian of a curve C, and let Q2 be a corresponding period matrix. If we
know 2 to sufficiently high precision, then we can numerically determine the factors in (4-7). Further-
more, if J is defined over Q, we can numerically determine a field of definition for each of the conjectural
factors A;.

Proof. Using Lemma 4-3 we can compute generators for End(J). We can then determine symmetric
idempotent matrices e € Mpg 2,(Q) by using meataxe algorithms, or alternatively by directly solving
e = e in the subring of End(J) fixed by the Rosati involution. The columns of Qe span a complex torus
of smaller dimension. By [18] all isogeny factors of J occur this way.

In order to find a field of definition, we can determine the matrix 7 corresponding to e and recognize
its entries as algebraic numbers. Then [18] shows that the image of the projection T is still polarized,

and defined over the corresponding field. U

4B. Computing symplectic isomorphisms. When g; = g>, Lemma 4-3 allows us to recover possible
isomorphisms between J; and J;, as these correspond to the matrices R with det(R) = +£1.

In particular, this gives us a description of the automorphism group of a Jacobian variety J as the
subgroup of elements of End(J) with determinant 1. This group can be infinite. However, note that we
have principal polarizations on J; and J,. We take symplectic bases for the homology of both Jacobians,
and let o : J; — J be an isomorphism, represented by R € M, 2,(Z).

Definition 4-9. We say that « is symplectic if we have R'"E;R = E.

Remark 4-10. More intrinsically, the definition demands that the canonical intersection pairings E
and E; on H(Cy, Z) and H{(C», Z) satisfy oa*Ey, = Ej.

The symplectic automorphisms of J form a group, which is called the symplectic automorphism group
Aut(J, E) of the principally polarized abelian variety (J, E).

Theorem 4-11. Suppose that C is a smooth curve of genus at least 2. Then we have the following:
(i) The symplectic automorphism group of J is finite.

(1) There is a canonical map Aut(C) — Aut(J, E). If C is nonhyperelliptic, then this map is an
isomorphism; otherwise it induces an isomorphism Aut(C) = Aut(J, E)/{(—1).

Proof. Part (i) is [5, Corollary 5.1.9], and (ii) is the Torelli theorem [21, Theorem 12.1]. O

This shows we can recover Aut(C) from Aut(J, E). In fact, from the linear action of the symplectic
automorphism on HO(C, Qé)* we can recover its action on a canonical model of C in PH(C, QIC)*.
For nonhyperelliptic curves this realizes the isomorphism Aut(J, E)/(—1) =~ Aut(C) explicitly. For
hyperelliptic curves it recovers the reduced automorphism group, which can in fact be determined more
efficiently by purely algebraic methods, as described in [20].

If C is defined over Q, then we can verify that the numerical automorphisms thus obtained are correct
by working purely algebraically: by Proposition 4-1(iv) we obtain an algebraic expression for 7. We
can then check by exact calculation that it fixes the defining ideal of the canonical embedding of C.
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More generally, given two Jacobians J; and J,, we can determine the numerical symplectic isomor-
phisms between them. To this end, one proceeds as in the proof of [5, Theorem 5.1.8]: we have

R'E;R=E, (4-12)
or
(E;'R'E)R=1. (4-13)
In particular, we get
tr((E; 'R"E2)R) = 2¢ (4-14)

for the common genus g of C; and C,. Let B ={By, ..., B;} be a Z-basis of Hom(J;, J;). Then we
can write

d
i=1
The positivity of the Rosati involution implies that the set of solutions Ay, ..., Ay of (4-14) is finite.

Explicitly, these can be obtained by using the Fincke—Pohst algorithm [13]. For the finite set of solutions
thus obtained, we check which yield matrices R in (4-15) that numerically satisfy (4-13). These matrices
constitute the homology representations R of numerical isomorphisms J; — J>. From this, we can obtain
the corresponding tangent representations 7' by Proposition 4-1(iii), and we can verify these algebraically
as above.

Remark 4-16. Using the same methods, one can determine the maps C; — C; of a fixed degree d by
finding the « for which o, E1 = d E;. This is especially useful if the genus g, of C, is larger than 2, since
then we can bound d by (2g1 —2)/(2g2 — 2).

In this way, we obtain the following pseudocode.
Algorithm 4-17 (compute isomorphisms between curves).

Input: Planar equations f, f> for two curves Cy, Cy, as well as a given working precision.

Output: A numerical determination of the set of isomorphisms C; — C».

(1) Check if g(Cy) = g(C>) and that either both curves are hyperelliptic or both are nonhyperelliptic;
if not, return the empty set.

(2) If Cy and C, are both hyperelliptic, use the methods in [20].
(3) Otherwise, determine the period matrices Py, P, of Cy, C; to the given precision, using Algorithm 1-2.

(4) Using Lemma 4-3 (see also [7, §6.1]), determine a Z-basis of Hom(Jy, J2) C M>g 2¢(Z) represented
by integral matrices R € Mg 2,(Z).

(5) Using Fincke—Pohst, determine the finite set S = {R € Hom(Jy, J3) | tr((El_1 R'E>)R) =2g].

(6) Using the canonical morphisms with respect to the chosen bases of differentials, return the subset
of elements of S that indeed induce an isomorphism C; — Cj.
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5. Examples

The examples in this section can be found online at [9] or in an online supplement.

Example SA. Consider the curve
C :4x8% —54x7y — 729x* 4+ 108x° y> +39366x2 — 54xy° — 531441.

This is a nonhyperelliptic curve of genus 6. Theorem 4-11 shows that, at least numerically, its geometric
automorphism group is of order 2 and generated by the involution ¢ : (x, y) — (—x, —y). Lemma 4-3
shows that its numerical geometric endomorphism ring is of index 6 in Z x Z x Z.

The quotient of C by its automorphism group gives a morphism of degree 2 to the genus 2 curve

D1:y2:x6—x5+1.

This corresponds to the symmetric idempotent e; = 1 — (1 +¢)/2 in the endomorphism algebra, whose
tangent representation has numerical rank 4. Numerically, there are two other such symmetric idempo-
tents e;, e3. Together, their kernels span H; (C(C), Z), and all of these are of dimension 4 =2 - 2. This
means that along with A; = Jac(D) there should be two other 2-dimensional abelian subvarieties A;, A3
of Jac(C) such that

Jac(C) ~ A1 x Ay X As.

‘We now describe the abelian varieties A, and As.

The tangent representation of an idempotent e; corresponding to a factor A; has dimension 4. Its kernel
is therefore a subspace W; of H(C, QIC)* of dimension 2. If the idempotent ¢; is induced by a map of
curves p : C — D;, then W; = p*HO(D,-, Q})i)* for some curve D; and some projection p : C — D,;.

By composing the canonical map with the projection to the projective line PW;, all the idempotents e;
give rise to a cover C — PW;. Now if ¢; is induced by a projection C — D; at all, then D; is a subcover
of this map C — PW;. It turns out that all ¢; give rise a subcover of the degree 6 non-Galois cover

C > [F"l,
(x,y) = y/x.
A monodromy calculation gives the Galois closure Z — P! of this cover: its Galois group G is dihedral
of order 12. In particular, considering the subgroups of G that properly contain the degree 2 subgroup
corresponding to C — P!, we see that there exist exactly two nontrivial subcovers p; : C — D; and
p2:C — Dj of C — P!. These subcovers have degree 2 and degree 3, respectively.
The curves D and D, are both of genus 2. The first subcover p; is a quotient of C and corresponds

to the curve D above. The second subcover p; is not a quotient of C, but using Galois theory for the
normal closure still furnishes us with a defining equation of D,, namely

D> : y* = —16x° — 40x* 4+ 32x3 + 88x% — 32x — 23.

We take A to be the Jacobian of D;.
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Since we have exhausted all subcovers of the Galois closure Z — P!, we conclude that A3 does not
arise from a cover C — Ds. Still, using analytic methods we find that numerically the subvariety Aj is
simple and admits a (unique) principal polarization. It is therefore the Jacobian of a curve D3 of genus 2.
Calculating the Igusa invariants numerically, we reconstruct

D3:y2=x6+3x4+3x2+x+1.

We can numerically check that there is a morphism of abelian varieties Jac(C) — Jac(D3) that is compat-
ible with the polarizations on both curves. A computation on homology again shows that this morphism
cannot come from a morphism of curves C — Ds; if it did, the degree of such a morphism would
have to be 6, which is impossible in light of the Riemann—Hurwitz formula. An explicit correspondence
between C and D3 can in principle be found by using the methods in [10]; however, this will still be a
rather involved calculation, which we have therefore not performed yet.

Example 5B. Consider the plane model
C:f(x,y)=1+Txy+21x2y* +35x3y® +28x*y* +2x" 42y’ =0

of the Macbeath curve from [16], which is due to Bradley Brock. Its automorphism group is isomorphic
to PSL;(Fg) and has order 504. We illustrate that the algorithm described in Section 4B indeed recovers
that Aut(C) is isomorphic to PSL;(Fg), that C is indeed the Macbeath curve, and moreover that all the
automorphisms of C are already defined over the cyclotomic field Q(&7).

From the adjoint ideal computed by Singular [11] we find a Q-rational basis of 7 global differentials
of the form hw, where w = % dx and where 5 is one of

{hi,...,h7} = {4x2y2+3xy—|— 1, 2y5 —x3y —xz, 2xy4—|—x4+y3,
4x2y3 +3xy? + v, 4x3y? +3x%y 4+ x, 20ty + y 413, 26° — xy? — 2.

We can determine a corresponding period matrix to binary precision 100 after about a minute’s calcula-
tion, and find the corresponding numerical symplectic automorphism group. It indeed has cardinality
1008, and its elements are well approximated by relatively simple matrices in the cyclotomic field
Q(¢&7) that also generate a group G C GL7(Q(¢&7)) of order 1008 with G N Q(¢7)* = (—1) and with
G/(—1)= PSLZ(IF;). In practice this is of course indication enough that the automorphism group has
been found.

To prove this, we choose two elements 77, T, of G. The first of these is the diagonal matrix with entries
{1, §72, ;‘74 , {76, &7, {73, {75}; the other has relatively modest entries but is still too large to write down here.
We check that these matrices generate a subgroup of G of cardinality 504 that projects isomorphically
to G/(—1). If we show that 77 and 75 indeed correspond to automorphisms of C, then our claims will
be proved, since any curve of genus 7 with (at least) 504 automorphisms is birational to the Macbeath

curve.



NUMERICAL COMPUTATION OF ENDOMORPHISM RINGS OF JACOBIANS 169

To verify this claim, one can use the canonical embedding of C with respect to the given basis of
global differentials {/;w}. Alternatively, one observes that

x =hs/hy, y=ha/h.

This means that after applying one of the transformations 77, 7> to the basis of global differentials to
obtain the linear transformations {7;(h;w)};, we can recover corresponding transformations x" and y’
in x and y via

x' =T (hsw)/ Ti (h o), Y = Ti(haw)/ Ti (h ).
For T;, we get

x/:§7x’ y/:§76y’

while when evaluating natively for 7, we get two decidedly unpleasant rational expressions the degree
of whose denominator and numerator both equal 5. In either case, we can check that the correspond-
ing substitutions leave the equation for C invariant, which provides us with the desired verification of
correctness of T7 and 7>.

Example SC. This example illustrates the value of being able to verify isogeny factors of Jacobians
numerically. We consider a genus 4 curve C and an unramified double cover & : D — C. Then D is of
genus 7, and Jac(D) is isogenous to Jac(C) x A for some 3-dimensional abelian variety A. The theory
of Prym varieties shows that we can take A to be principally polarized. It follows that generally A is a
quadratic twist of a Jacobian of a genus 3 curve F. In [22] W. P. Milne constructs a plane quartic F from
a genus 4 curve C with data that amounts to specifying an unramified double cover of C. One would
guess that Jac(F) is indeed the Prym variety of D/C. Here we check this numerically for a particular
example. See [8] for a modern, systematic treatment of this construction.
Let C be the canonical genus 4 curve in P3, described by I'; = I's = 0, where

M =x24xy+y>+3xz4+ 22 —yw+w?, IM's=xyz+xyw+xzw+ yzw.
A plane model for this curve is given by
5:y4w2—y3w3+y2w4+2y4w—y3w2+2yw4+y4—2y2w2+yw3+w4—y2w—yw2+y2+2yw+w2=O.

Since I'; has four nodal singularities in general position, it is a Cayley cubic. It admits a double cover
unramified outside the nodes, obtained by adjoining the square root of the Hessian of I'3. Since C
does not pass through the nodes, this induces an unramified double cover D of C. It is geometrically
irreducible and admits a plane model

D utv* = 3utv? +ut — PP — 20 + 0 — u? + 3uvd + 2uv + ot 0P+ 1=0.

Milne’s construction yields a plane quartic

F:55* 42853t +2853 +475%12+ 765t +44s> + 345> +8251>+665t + 185+ 1614 +3413+322+181+1=0.
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Numerical computation shows that End(Jac(C)) = Z and that End(Jac(F)) = Z, which can be confirmed
by the £-adic methods in [10]. It follows that Hom(Jac(F'), Jac(C)) = 0. Furthermore, we find that
Hom(Jac(C), Jac(D)) and Hom(Jac(F), Jac(D)) are 1-dimensional, so it follows that Jac(D) ~ Jac(C) x
Jac(F) and that Jac(F) lies in the Prym variety of the cover D — C. Thus, we obtain numerical evidence
that Milne indeed provides a construction of a curve F' generating the Prym variety.
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