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We introduce a special class of supersingular curves over Fp2 , characterized by the existence of noninteger
endomorphisms of small degree. We prove a number of properties about this set. Most notably, we can
partition this set into subsets such that curves within each subset have small-degree isogenies between
them, but curves in distinct subsets have no small-degree isogenies between them. Despite this, we show
that isogenies between distinct subsets can heuristically be computed efficiently, giving a technique for
computing isogenies between certain prescribed curves that cannot be efficiently found by searching on
`-isogeny graphs.

1. Introduction

Given an elliptic curve E over a field k, let End(E) denote the ring of endomorphisms of E that are
defined over k. The curve E is supersingular if End(E) is noncommutative; this can only occur if E
is defined over Fp2 for some prime p [19, Theorem V.3.1]. The set SS(p) of all supersingular curves
up to Fp-isomorphism can be quite complicated, but in this paper we define subsets of SS(p) which are
relatively straightforward to compute with and to classify.

Definition 1.1. Given M < p, an elliptic curve E over a finite field of characteristic p is M-small (we
also say that the j-invariant of E is M-small) if there exists α ∈ End(E) with degα ≤ M such that α
is not multiplication by an integer. The set of Fp-isomorphism classes of supersingular M-small curves
over Fp2 is denoted SSM(p).

Assume for the rest of this paper that p ≥ 5. We will study the structure of the set SSM(p) of
supersingular M-small curves, and in particular, we will discuss the following properties of this set:

(a) If M <
√

p/2, the set SSM(p) of M-small supersingular curves partitions into O(M) subsets, each
connected by small-degree isogenies, such that there is no isogeny of degree less than

√
p/(2M)

between distinct subsets (Theorem 1.3).
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(b) The endomorphism rings of M-small supersingular curves, and isogenies between any two of them,
can heuristically be computed in time polynomial in M and log p (Section 7).

Let us state point (a) more precisely. Given an elliptic curve E over Fp2 , let E (p) denote its image
under the p-th power Frobenius map (x, y) 7→ (x p, y p). If E is defined over Fp, then E = E (p); otherwise
we have E = (E (p))(p) and so this map will swap conjugate pairs of curves.1

Definition 1.2. Let E and E ′ be supersingular elliptic curves over Fp2 . The distance from E to E ′,
denoted d(E, E ′), is the minimum degree of an isogeny E→ E ′ or E→ E ′(p) defined over Fp.

By basic properties of isogenies (e.g., [19, Chapter III]), log d is a pseudometric on the set of super-
singular curves over Fp2 , and it descends to a metric on the set of Galois orbits {E, E (p)}.

Given a positive integer M and a fundamental discriminant D, we can define the following subset
of SSM(p):

T M
D := {E ∈ SS(p) :Q(α)∼=Q(

√
D) for some α ∈ End(E)−Z with degα ≤ M}.

Theorem 1.3. Let M be a positive integer. Then SSM(p) is a union

SSM(p)=
⋃
D

T M
D ,

of nonempty subsets T M
D , indexed by fundamental discriminants −4M ≤ D < 0 which are not congruent

to a square mod p. These sets have the following properties:

(a) If E, E ′ are in distinct subsets T M
D 6= T M

D′ , then

d(E, E ′)≥
√

p
2M

.

(b) If E, E ′ are in the same T M
D , then there is a sequence E = E0, E1, . . . , Er = E ′ of elements of T M

D

such that

d(Ei−1, Ei )≤
2
3

√
3M

for all i = 1, . . . , r . We can take r ≤ 3, or alternatively, we can take r ≤ 3 log2
( 2

3

√
3M

)
and require

all d(Ei−1, Ei ) to be prime.

Remark 1.4. If M < 1
2
√

p, then Theorem 1.3(a) implies that the sets T M
D are disjoint, and hence form

a partition of SSM(p).

Figure 1 illustrates Theorem 1.3 for p= 20011 and M = 12. In particular, since
√

20011/(2 ·12)≈ 5.9,
Theorem 1.3(a) predicts that curves in distinct sets T M

D are at least two steps apart in the graph. Also,
as the primes less than 2

3

√
3 · 12 are 2 and 3, Theorem 1.3(b) predicts that the sets T M

D are connected
components of the subgraph of 12-small curves. One can see that both these claims are true in the figure.

1The map E → E(p) on supersingular curves is called the “mirror involution” in [1], where the relationship between
conjugate pairs, along with many other structural properties of supersingular isogeny graphs, is studied in detail.
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Figure 1. Supersingular curves in characteristic 20011 with conjugate pairs {E, E (p)
} identified.

The 12-small curves are highlighted and labeled with the smallest degree of a noninteger endo-
morphism. The sets T M

D from Theorem 1.3 are indicated. Two curves E, E ′ are connected by an
edge if there is an isogeny E→ E ′ of degree 2 or 3. Data computed using Magma, plotted using
Mathematica.

If we think of M minus the degree of the smallest noninteger endomorphism as a measure of elevation,
then the set of supersingular curves can be thought of as an archipelago. The M-small curves are above
sea level, and hence are easy to find and to study (Section 2). Each set T M

D is an island: curves on the same
island are close enough to walk between, but distinct islands are very far from each other. We shall see
in Section 5 that the islands T M

D are closely related to the craters of isogeny volcanoes (which appear in
ordinary isogeny graphs [22] and in oriented supersingular isogeny graphs [7; 16]), so perhaps we can say
that this archipelago was formed by volcanic activity! In Section 7 we will construct “airports” that allow
us to efficiently travel between the islands, allowing us to find isogenies between any two M-small super-
singular curves. Unfortunately, most supersingular curves remain deep underwater, shrouded in mystery.

The fact that the sets T M
D are connected by small-degree isogenies (as described in Theorem 1.3(b))

will not be evident if we only consider isogenies of a single prime degree. In fact, if ` is a small prime,
then under relatively mild conditions on M (Remark 6.2), there are two M-small curves that are connected
by a degree ` isogeny, but such that any isogeny of degree relatively prime to ` will have degree greater
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than p`/(4M). So if we exclude isogenies of degree divisible by ` for any sufficiently small prime `,
the sets T M

D will no longer be connected by short paths.

1A. Motivation. We say that a supersingular elliptic curve E over Fp2 is “hard” if it is computationally
infeasible to compute its endomorphism ring. A number of applications in cryptography (e.g., [9]) need
an explicit hard curve E where no one, including the party who generated the curve, can compute its
endomorphism ring. Currently, there is no known method to generate such a curve.

To illustrate the problem, suppose p ≡ 2 (mod 3) and let E0 be the supersingular curve with j-
invariant 0. One can generate a large number of supersingular curves by starting at E0 and taking a
random walk along the graph of degree ` isogenies for some small prime `. However, for any curve E
found in this way, we can compute End(E) using the isogeny path from E0 to E .

We may consider using the set of M-small supersingular elliptic curves, for some polynomial size M,
as a candidate set of explicit hard curves. If E is a typical M-small curve, then point (a) tells us that
E could not reasonably be found by searching from E0 on `-isogeny graphs for any small primes `.
A priori, this might suggest that it would be difficult to compute the isogeny path from E0 to E , and
therefore there is hope that the endomorphism ring of E will remain unknown.

However, point (b) suggests that this is likely not the case, and that a hard curve will not be M-
small. By the classification results of Section 2, this rules out using roots of low-degree Hilbert class
polynomials as a reasonable candidate for a method of constructing hard curves. It remains an open
problem to construct a single explicit hard supersingular curve.

1B. Organization. We briefly discuss how to generate M-small curves in Section 2, and begin the proof
of Theorem 1.3 with Lemma 2.3. An overview of some concepts we will need from the theory of
quaternion algebras2 can be found in Section 3. In Section 4 we define a notion of distance for maximal
orders of quaternion algebras, and use it to prove Theorem 1.3(a). We review the theory of orientations
of supersingular curves in Section 5 and use this theory to prove Theorem 1.3(b). In Section 6 we show
that certain isogenies of degree ` cannot be replaced by short isogenies of degree relatively prime to `.
We finish by describing an algorithm for computing isogenies between elliptic curves in Section 7.

A list of (mostly standard) results on the sizes of various sets of M-small curves can be found in an
appendix, available with the unpublished version of this paper [15].

2. Hilbert class polynomials and M-small curves

Most well-known examples of supersingular curves are M-small for relatively small values of M. For
instance, supersingular curves with a nontrivial automorphism are 1-small. This includes the curve
y2
= x3
+x with j -invariant 1728 when p≡ 3 (mod 4), and the curve y2

= x3
+1 with j -invariant 0 when

p ≡ 2 (mod 3). More generally, Bröker in [2] proposes a general algorithm for producing a supersingular

2Many prior papers on supersingular isogenies use the structure of quaternion algebras to study supersingular isogenies; see
for instance [13] and [10].
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curve over an arbitrary finite field. We will show that his algorithm returns M-small curves, and then
discuss how to generalize his approach to generate all M-small curves.

A ring O is a quadratic order if it is a finite-index subring of the ring of integers OK of some imaginary
quadratic field K. To each quadratic order O, we can associate its Hilbert class polynomial HO(x) ∈ Z[x],
which has the property that z ∈ C is a root of HO if and only if z is the j-invariant of an elliptic curve Ẽ
over C with endomorphism ring isomorphic to O [8, Proposition 13.2]. The degree of HO equals the
class number of O.

Bröker’s algorithm [2, Algorithm 2.4] proceeds as follows. To construct a supersingular curve over Fp

with p ≡ 1 (mod 4),3 one first finds a small prime q ≡ 3 (mod 4) with Legendre symbol (−q/p)=−1.
We compute the Hilbert class polynomial HOK (x) for K =Q(

√
−q), and find a root of HOK (x) (mod p)

in Fp. The condition (−q/p) = −1 then guarantees that this root is the j-invariant of a supersingular
curve. This algorithm generates M-small curves for a reasonably small value of M, as the following
proposition shows.

Proposition 2.1. The supersingular curves found by Algorithm 2.4 of [2] are ((q+1)/4)-small. Assuming
GRH, they are M-small for M = O(log2 p).

Proof. The output of the algorithm is a curve E over Fp with the following property: there is curve Ẽ
over the Hilbert class field of Q(

√
−q) such that End(Ẽ) ∼= OK , and E is the reduction of Ẽ modulo

some prime of OL . In particular, (1+
√
−q)/2 ∈OK is a noninteger endomorphism of Ẽ . The reduction

map End(Ẽ)→ End(E) is a degree-preserving injection [20, Proposition II.4.4], so End(E) contains a
noninteger endomorphism of norm (q + 1)/4, proving that E is ((q + 1)/4)-small. As discussed in the
proof of [2, Lemma 2.5], under GRH we can take q = O(log2 p). �

A natural generalization of Bröker’s algorithm is to compute all roots (not just those in Fp) of HO(x)
(mod p), for all imaginary quadratic orders O with sufficiently small discriminant. By Proposition 2.2,
this process can be used to generate the set of all M-small elliptic curves. Note that if M is an integer,
then an imaginary quadratic order O has discriminant |discO| ≤ 4M if and only if O−Z has an element
with norm at most M.

Proposition 2.2. Let M ∈Z satisfy 3≤M < p, let E be an elliptic curve over a finite field of characteristic
p, and let z ∈ Fp be the j-invariant of E. Then E is M-small if and only if HO(z)= 0 for some quadratic
order O with discriminant −4M ≤ discO < 0. In this setting End(E) contains an isomorphic copy of O,
and E is supersingular if and only if p does not split in the field of fractions of O.

The proof is analogous to that of Proposition 2.1, applying Deuring’s lifting theorem [14, Theo-
rem 13.14] to show that every M-small curve arises in this way. This result allows us to prove the
first portion of Theorem 1.3.

Lemma 2.3. The sets T M
D appearing in Theorem 1.3 are nonempty, and their union is SSM(p).

3For p = 2, the curve y2
+ y = x3 is supersingular, and for p ≡ 3 (mod 4) the curve y2

= x3
+ x is supersingular.
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Proof. Given any fundamental discriminant −4M ≤ D < 0 with (D/p) = −1, p does not split in
the quadratic field K with discriminant D. So by Proposition 2.2, the roots of HOK (x) (mod p) are
j-invariants of M-small supersingular curves in T M

D .
Now consider E ∈SSM(p). By Proposition 2.2, End(E) contains a quadratic order O with discriminant
−4M < discO < 0, and p does not split in the field of fractions of O. Letting D be the discriminant of
the field of fractions of O, we hence have −4M ≤ D < 0 and (D/p)=−1. Since M is an integer, O−Z

contains an element with norm at most M, so that E ∈ T M
D . �

3. Maximal orders of quaternion algebras

Unless otherwise cited, all the material in this section can be found in [25].
There is a quaternion algebra B over Q, unique up to isomorphism, that ramifies exactly at p and∞.

For p 6= 2, we can take

B := {w+ xi + y j + zk : w, x, y, z ∈Q}, i2
=−q, j2

=−p, i j =− j i = k

for an appropriate integer q depending on p (mod 8) [17, Proposition 5.1].
Given α = w+ xi + y j + zk ∈ B, we define its conjugate, α := w− i x − j y− kz, its reduced norm,

nrd(α) := αα = w2
+ qx2

+ py2
+ qpz2, and its reduced trace, trd(α) := α+α = 2w. Any α ∈ B is the

root of a polynomial

x2
− trd(α)x + nrd(α)

with rational coefficients; if α /∈Q, this is the minimal polynomial of α. Any α /∈Q generates an imaginary
quadratic subfield Q(α)⊆ B. Conversely, an imaginary quadratic field K embeds into B if and only if p
does not split in K [25, Proposition 14.6.7], or equivalently, if the Legendre symbol ((disc K )/p) is not
equal to 1.

An ideal I ⊆ B is a subgroup under addition which is generated by a basis of B considered as a vector
space over Q. An order O⊆ B is an ideal which contains 1 and is closed under multiplication. An order
is maximal if there are no orders properly containing it. An element α ∈ B with trd(α), nrd(α) ∈ Z is
called integral; α is integral if and only if it is contained in some order of B.

Given an ideal I ⊆ B, we can define left and right orders of I ,

OL(I ) := {x ∈ B : x I ⊆ I }, OR(I ) := {x ∈ B : I x ⊆ I }.

We say that I is a left ideal of O if OL(I )=O, and that I is a right ideal of O′ if OR(I )=O′. In this
scenario we say I links O to O′.

An ideal I that is closed under multiplication is called an integral ideal. An integral ideal is necessarily
contained in its left and right orders, and hence nrd(α) ∈ Z for all α in an integral ideal. Given an integral
ideal I ⊆ B, the reduced norm of I is defined to be

nrd(I ) := gcd{nrd(α) | α ∈ I }.



SUPERSINGULAR CURVES WITH SMALL NONINTEGER ENDOMORPHISMS 13

Given a quadratic order O and a maximal order O⊆ B, we say that O is optimally embedded in O if
O ∼=O∩ K for some subfield K ⊆ B. The map O→ B with image O∩ K is an optimal embedding.

3A. The Deuring correspondence. Let SS(p)⊆ Fp2 denote the set of supersingular curves up to Fp-
isomorphism. Given E ∈ SS(p), End(E) will be isomorphic to a maximal order in B. If E and E (p) are
Frobenius conjugates, then End(E) and End(E (p)) will be isomorphic orders. Aside from this relation,
nonisomorphic curves will always have nonisomorphic endomorphism rings. In fact, we have a bijection,
known as the Deuring correspondence

SS(p)/(E ∼ E (p)) ↔ {maximal orders of B}/∼=

sending E to the set of maximal orders isomorphic to End(E). The degree (resp. trace, resp. dual) of
an endomorphism is equal to the norm (resp. trace, resp. conjugate) of the corresponding element of B,
and composition of endomorphisms corresponds to multiplication of elements of B. Further, if we fix
E ∈ SS(p) and a maximal order OE ∼= End(E), then we have a one-to-one correspondence

{separable isogenies out of E}/∼= ↔ {left ideals of OE }.

An isogeny φ : E→ E ′ will correspond to an ideal I linking OE to some maximal order OE ′ isomorphic
to End(E ′), and degφ = nrd(I ).

4. Large distances between T M
D

We first define a notion of distance between maximal orders and prove some of its properties. We will
then use this notion to prove part (a) of Theorem 1.3.

4A. Distance between maximal orders.

Definition 4.1. Given maximal orders O,O′ ⊆ B, the distance from O to O′, d(O,O′), is any of the
following quantities:

(a) |O :O∩O′| (the index of O∩O′ in O).

(b) |O′ :O∩O′| (the index of O∩O′ in O′).

(c) The smallest reduced norm of an integral ideal linking O to O′.

Lemma 4.2. The three quantities in Definition 4.1 are all equal.

Proof. We observe that these values are equal if and only if the corresponding quantities obtained by
localizing at each prime are all equal [25, Lemma 9.5.7]. There is a unique maximal order at the ramified
prime p, and so all three of the local quantities at p are equal to 1.

For ` 6= p, the statement follows from the theory of the Bruhat–Tits tree [25, Section 23.5]. Specifically,
we have B` ∼= M2(Q`). With respect to an appropriate basis, if we set $ =

(
`
0

0
1

)
, we will have O` =

M2(Z`) and O′` =$
−eO`$

e for some exponent e [25, Lemma 23.5.14]. Then O`$
e
=$ eO′` is the
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linking ideal of smallest reduced norm, and we can check directly that

|O` :O` ∩O
′

`| = |O
′

` :O` ∩O
′

`| = nrd(O`$
e)= `e. �

Note that log d defines a metric on the set of maximal orders of B; the triangle inequality follows
because nrd(I J ) ≤ nrd(I ) nrd(J ) for any compatible ideals I and J [25, Example 16.3.6]. Unlike
distances between elliptic curves, Definition 4.1 is not isomorphism-invariant, but we can relate the two
notions of distance as follows.

Lemma 4.3. Let E and E ′ be supersingular curves. Then

d(E, E ′)=min{d(O,O′) |O∼= End(E),O′ ∼= End(E ′)}.

Proof. By the Deuring correspondence, both sides are equal to

min{degφ | φ : E→ E ′′ for some E ′′ ∈ SS(p) with End(E ′′)∼= End(E ′)}. �

4B. Proof of Theorem 1.3(a). Suppose that E ∈ T M
D and E ′ ∈ T M

D′ . Let O∼= End(E) and O′ ∼= End(E ′)
be maximal orders in B. Thus there exist α ∈O−Z and α′ ∈O′−Z, each with reduced norm at most M.
The quadratic orders

O :=Q(α)∩O and O′ :=Q(α′)∩O

are both optimally embedded in O. Since Q(α) 6∼=Q(α′), O and O′ are distinct. Hence

discO discO′ ≥ 4p,

as a result of the following theorem due to Kaneko.

Theorem 4.4 [12, Theorem 2′]. Let O ⊆ B be a maximal order. If O and O′ are quadratic orders of
imaginary quadratic fields, optimally embedded into O with distinct images, then discO discO′ ≥ 4p. If
in addition O and O′ have isomorphic fields of fractions, then discO discO′ ≥ p2.

Let D denote the discriminant of K =Q(α). Since α ∈O−Z, and the quadratic order O must be of
the form O = Z+ f OK for some positive integer f , we have

nrd(α)≥ NK/Q
( 1

2 f
√

D
)
=

1
4 discO.

Letting d = d(O,O′) = |O′ :O∩O′|, we have dα′ ∈O∩O′ ⊆O. As we did with nrd(α), we can
compute d2 nrd(α′)≥ 1

4 discO′. Hence

d2 M2
≥ d2 nrd(α) nrd(α′)≥ 1

16
discO discO′ ≥ p

4
.

This implies that d(O,O′) ≥
√

p/(2M). Since this bound holds for all maximal orders O ∼= End(E)
and O′ ∼= End(E ′), Lemma 4.3 allows us to conclude that d(E, E ′)≥

√
p/(2M), concluding the proof

of Theorem 1.3(a).
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5. Short paths within T M
D

We first introduce the theory of orientations4 as defined by Colò and Kohel [7]. We then use these results
to prove part (b) of Theorem 1.3.

5A. Orientations.

Definition 5.1. Given a supersingular curve E ∈ SS(p) and an imaginary quadratic field K, a K -
orientation of E is a fixed embedding ι : K ↪→ End(E)⊗Q. Given a quadratic order O ⊆ K, a K -
orientation is a primitive O-orientation if End(E)∩ ι(K )∼=O, or in other words, if ι restricted to O is
an optimal embedding of O in End(E).

Definition 5.2. If E, E ′ ∈ SS(p) have K -orientations ι and ι′, respectively, an isogeny φ : E → E ′ is
K -oriented if

ι′(x)=
1

degφ
φ ◦ ι(x) ◦ φ̂, x ∈ K ,

where φ̂ denotes the dual isogeny of φ.

Let SSO(p) denote the set of elliptic curves equipped with a primitive O-orientation, up to K -oriented
isomorphism. Onuki describes two types of isogenies that we will use to construct paths. First there are
“ascending” isogenies, which can be used to decrease the conductor of the optimally embedded quadratic
order.

Proposition 5.3 [16, Proposition 4.1]. Suppose ` is a prime and f is a positive integer. Let O ⊆ K have
conductor ` f , and O′⊆ K have conductor f . Then for any (E, ι)∈SSO(p), there exists (E ′, ι′)∈SSO′(p)
with a K -oriented isogeny E→ E ′ of degree `.

In order to describe “horizontal” isogenies, we first describe an action of the class group Cl(O)
on SSO(p). Given an invertible ideal a ⊆ O relatively prime to p, and a curve E with a primitive
O-orientation, define the a-torsion subgroup

E[a] :=
⋂
x∈a

ker ι(x).

Up to K -oriented isomorphism, there is a unique elliptic curve (a ∗ E) with a primitive O-orientation
and a separable isogeny φa : E→ (a ∗ E) such that kerφa = E[a] [16, Proposition 3.5]. Since principal
ideals act by endomorphisms, the action (a, E) 7→ a ∗ E is well-defined on ideal classes.

Proposition 5.4 [16, Proposition 3.3 and Theorem 3.4]. Suppose p does not divide the conductor of O.
Either the ideal class group Cl(O) acts transitively on SSO(p), or SSO(p) splits into two conjugate
orbits: (E, ι) is in one orbit if and only if (E (p), ι(p)) is in the other.

4A previous version of this paper took a different approach to proving analogues of Propositions 5.3 and 5.4. While the
underlying ideas are similar, we have found that the language of orientations provides a much cleaner framework for these
results.
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Suppose E ∈ SSO(p) and a is an invertible ideal of O relatively prime to p. The proof of [16,
Proposition 3.5] shows that the dual isogeny of φa has kernel (a ∗ E)[a], and so by the proof of [16,
Proposition 3.6], φ̂a ◦φa has kernel E[aa] = E[N(a)]. Thus

(degφa)2 = deg(φ̂a ◦φa)

= |E[N(a)]| = N(a)2,

so we can conclude that degφa = N(a).

5B. Proof of Theorem 1.3(b). Suppose E, E ′ ∈ T M
D , so there exist α ∈End(E)−Z and α′ ∈End(E ′)−Z

with Q(α)∼=Q(α′). Set K ∼=Q(α).

Ascending isogenies. We may equip E with a K -orientation ι that has image Q(α) ⊆ End(E)⊗Q.
This K -orientation is a primitive O-orientation for some quadratic order O ⊆ K. By Proposition 5.3,
a sequence of K -oriented isogenies of prime degree can take us from E to a curve F ∈ SSOK (p),
successively dividing the conductor of the optimally embedded order by one prime factor at a time.
We can use the fact that α ∈ ι(O) to bound the conductor f of O:

3
4

f 2
≤

f 2
|D|
4
≤ deg(α)≤ M,

so that f ≤ b := 2
3

√
3M . Hence, the isogeny E → F obtained by composing all the prime-degree

isogenies has degree at most b.
In the same way, we can find a sequence of prime-degree isogenies from E ′ to a curve F ′ ∈ SSOK (p),

and the degree of their composition is at most b. Take the dual to obtain an isogeny F ′→ E ′.

Horizontal isogenies. We first consider the case that F and F ′ are in the same orbit under the action of
Cl(OK ). By Proposition 5.4, there is an ideal a of OK such that a ∗ F = F ′. Since this action depends
only on the ideal class, we may take a to have norm at most 1

√
3

√
|D|,5 which is at most b = 2

3

√
3M

since |D| ≤ 4M. Hence there is an isogeny F→ F ′ of degree at most b.
Combining this isogeny with the vertical isogenies found above, the sequence E, F, F ′, E ′ has con-

secutive distances at most b. The curves F and F ′ are in T M
D because they have an optimally embedded

quadratic order strictly larger than O and O′. This shows that we can find a sequence as in Theorem 1.3(b)
with r = 3.

If F and F ′ are in different orbits, first apply Frobenius conjugation to F ′ and E ′ (as well as to the
isogeny connecting them). Then F and F ′(p) are in the same Cl(OK )-orbit, so the argument above shows
that the sequence E, F, F ′(p), E ′(p) has consecutive distances at most b. But by Definition 1.1, replacing
E ′(p) with E ′ does not change distances.

5Minkowski’s bound has the coefficient 2
π instead of 1√

3
, but we get a stronger bound using the Hermite constant γ2 =

2√
3

.
Namely, the fractional ideal a−1 must contain an element x of norm at most γ2(

1
2
√
|D|)N(a)−1, and we can take the ideal

xa∼ a.
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Prime-degree isogenies. We decompose each of the isogenies E → F, F → F ′, and F ′ → E ′ into
isogenies of prime degree. Note that E → F and E ′ → F ′ were defined as compositions of prime-
degree isogenies to begin with, and every curve along the way is in T M

D because the optimally embedded
quadratic order grows at each step. For the isogeny F → F ′, write the ideal a as a product of prime
ideals. We can choose a so that none of its prime ideal factors will be principal, so that they will all have
prime norm. These ideals therefore induce prime-degree isogenies, and their composition is an isogeny
F→ F ′.

Since the isogenies E→ F, F→ F ′, and F ′→ E ′ each have degree b, the full sequence of prime-
degree isogenies

E = E0→ E1→ · · · → Er ∼= E ′

must satisfy

2r
≤

r∏
i=1

d(Ei−1, Ei )≤ b3,

which gives us the bound r ≤ 3 log2 b.
Combining Lemma 2.3, Section 4B, and Section 5B, we have a complete proof of Theorem 1.3.

6. Vertical `-isogenies have no short detours

As discussed in Section 5, M-small curves within a single set T M
D may be given a Q(

√
D)-orientation,

and then connected by “horizontal” or “vertical” isogenies. In this section we prove that if two oriented
curves are connected by a vertical `-isogeny, then there is no short isogeny between them with degree
relatively prime to `.6 As a result, the short paths described in Theorem 1.3(b) will only exist if all
sufficiently small primes are allowed as degrees of isogenies.

Proposition 6.1. Let ` be a prime, M ∈ Z, and β be an imaginary quadratic integer with norm at
most M/`2. Suppose E, E ′ ∈ SSM(p) have Z[β] optimally embedded in End(E) and Z[`β] optimally
embedded in End(E ′). If φ : E→ E ′ is any isogeny with degree relatively prime to `, then

degφ ≥
p`

4M
.

Remark 6.2. Given M ∈ Z and prime `, if SSM/`2
(p) is nonempty then there are E, E ′ ∈ SSM(p)

satisfying the conditions of Proposition 6.1: we can take E ∈ SSM/`2
(p) and follow a “descending” `-

isogeny [16, Proposition 4.1] to E ′.

Proof of Proposition 6.1. Let φ : E → E ′ be an isogeny with degree relatively prime to `. Fix a
maximal order O⊆ B with O∼= End(E). By the Deuring correspondence, φ corresponds to an ideal I
linking O to some maximal order O′ ∼= End(E ′). Since I is a sublattice of O∩O′, nrd(I )2 = |O : I |
[25, Main Theorem 16.1.3] is a multiple of d(O,O′)= |O :O∩O′|. Thus, since nrd(I )= degφ is not
divisible by `, neither is d(O,O′).

6A result of this form does not hold for horizontal isogenies, because a single ideal class may have multiple representatives
with small, relatively prime norms.
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If the optimal embeddings Z[β] ↪→ O and Z[`β] ↪→ O′ were to land in the same subfield of B,
then |O : O∩O′| would be divisible by `, a contradiction. Hence we must have O∩ K ∼= Z[`β] and
O′ ∩ K ′ ∼= Z[β] for distinct but isomorphic fields K and K ′. Let O := O∩ K and O′ := O∩ K ′ both
be optimally embedded in O. Since K and K ′ are isomorphic but distinct, Theorem 4.4 tells us that
discO discO′ ≥ p2.

Letting d := d(O,O′), we have `β ∈O and dβ ∈O′. So just as in Section 4B,

d2`2 nrd(β)2 ≥ 1
16

discO discO′ ≥ p2

16
.

Finally, applying Definition 4.1(c),

degφ = nrd(I )≥ d(O,O′)≥
p

4` nrd(β)
≥

p`
4M

. �

7. Isogenies between M-small supersingular curves

Despite the large distances between M-small curves in distinct subsets T M
D , we show that isogenies

between them can nonetheless be computed efficiently under certain heuristic assumptions. On each
“island” T M

D , we will construct an “airport,” a curve with known endomorphism ring. To find an isogeny
between two M-small curves, we will apply Theorem 1.3(b) to find a path from each curve to the airport
on its respective island, and then compute an isogeny between the airports.

7A. Locating the airports. From our definition of B, we have j2
=−p and i2

=−q for some relatively
small value of q; for p ≡ 3 (mod 4) we can use q = 1, and for p ≡ 1 (mod 4) we can use the same q
as in Proposition 2.1, so that under GRH we have q = O(log2 p). Let K 6=Q(i) be a quadratic field of
discriminant −4M ≤ D < 0. We must make an assumption which we leave unproven, but is plausible
both heuristically and experimentally (see Remark 7.3).

Assumption 7.1. Let α ∈ B satisfy 4α2
= D (if D ≡ 0 (mod 4)) or 4α2

−4α+1= D (if D ≡ 1 (mod 4)).
Then it is feasible to find an integral element β ∈ B with the following property: if n is the denominator
of trd(αβ), then the discriminant of the order Z〈α, nβ〉 can be efficiently factored into primes.7

Lemma 7.2. Assume GRH and an oracle for Assumption 7.1. Given a fundamental discriminant −4M ≤
D < 0 with (D/p)=−1, a maximal order of B containing an integral element α with nrd(α)≤ M and
Q(α)∼=Q(

√
D) can be computed in probabilistic polynomial time in M and log p.

Proof. The computation is as follows. First find x, y, z, w ∈Q such that

(x + y
√

D)2+ q(z+w
√

D)2 =−p. (1)

If we set
γ = pi + qz j + xk and δ = qw j + yk,

7The definition of n guarantees that Z〈α, nβ〉 is in fact an order. Aside from the fact that the discriminant will be divisible by
p2 (since any order is contained in a maximal order), we expect this discriminant to behave in some sense as a “random integer”
as we vary β. In the range of values that seem to arise in practice, integers that can be easily factored are relatively common.
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the proof of [25, Lemma 5.4.7] shows that (γ δ−1)2 = D, giving us an explicit embedding of Q(
√

D)
into B. Let α = 1

2γ δ
−1 or α = 1

2(1+ γ δ
−1), whichever is integral. Then α satisfies the conditions

for Assumption 7.1, so we can use the oracle to find an order containing α and a factorization of its
discriminant. Then use [24, Proposition 4.3.4] to construct a maximal order containing this order. The
resulting maximal order contains α, and so the required conditions are satisfied.

We now discuss the validity and runtime of this process. If we set K = Q(
√

D), there exists an
embedding of K = Q(

√
D) into B [25, Proposition 14.6.7]. This implies that B ⊗Q K is split [25,

Lemma 5.4.7], so there exists a solution v ∈ K (i)× to the relative norm equation NK (i)/K (v)=−p [25,
Theorem 5.4.6(vi)], implying that (1) has a solution.

We can solve (1) using an algorithm due to Simon [21, Algorithm 6.5], which requires computing
the relative class group of K (i)/K, factoring the norms of the generators of the relative class group into
prime ideals of K, factoring p into prime ideals of K, and linear algebra. Under GRH, the discriminant
1 of K (i) ∼= Q(

√
D,
√
−q) is polynomial in M and log p, so the first two of these tasks can be done

in polynomial time.8 Since (D/p)=−1, p is already prime in K, and the necessary linear algebra can
also be done in polynomial time.

Constructing a maximal order containing disc Z〈α, nβ〉 takes polynomial time in log p and the bit-
lengths of α and nβ, assuming the factorization of disc Z〈α, nβ〉 is given, and a probabilistic algorithm
(e.g., [18]) is used for factoring polynomials over finite fields. �

Remark 7.3. We checked Assumption 7.1 experimentally using Magma, by computing the maximal
order of Lemma 7.2 for p = 2256

+ 297 (in this case we can take q = 7), M = 100, and all 62 al-
lowable values of D. We used the function NormEquation to solve the relative norm equation, and
MaximalOrder to find a maximal order containing a given order. In every case, either β = i or β = j
satisfied Assumption 7.1. Constructing all of these maximal orders took 60 seconds on a generic personal
laptop (16 GB RAM, 1.80 GHz CPU).

7B. An algorithm for computing isogenies. We describe an algorithm9 for computing an isogeny be-
tween any two curves E, E ′ ∈ SS(p). In general, the runtime will be exponential in log p, but it is
efficient when E and E ′ are both M-small for relatively small M. Note that the algorithm does not
require knowledge of any noninteger endomorphisms of E or E ′, or even a nontrivial bound on M.

Lemma 7.4. Let M < p be such that E, E ′ ∈ SSM(p) (the value of M may not be known to the algo-
rithm).10 Assuming GRH and an oracle for Assumption 7.1, Algorithm 1 runs successfully in probabilistic
polynomial time in M and log p.

8The (absolute) class groups Cl(K (i)) and Cl(K ) can be computed in probabilistic subexponential time in log|1| [3], and
the relative class group can be efficiently computed from this data using linear algebra [6, Algorithm 7.3.1]. Under GRH,
generators of the relative class group will have (absolute) norm O(log2

|1|) [6, p. 369] and so factoring their (relative) norms
can also be done efficiently.

9This algorithm is primarily a proof of concept; there is a lot of optimization that can be done if it is to be used in practice.
10Every E ∈ SS(p) is M-small for M =

⌊ 1
2 p2/3

+
1
4
⌋

[11, Section 4].
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Algorithm 1: Computing isogenies between supersingular curves.

Input : E, E ′ ∈ SS(p).
Output :An isogeny E→ E ′.

(1) Find the roots in Fp2 of the Hilbert class polynomials HO(x) (mod p), for quadratic orders O of
successively increasing discriminant. Stop when the j-invariant of E is found as a root of
HOE (x) (mod p), for some order OE . Let S denote the set of all roots in Fp2 of all quadratic orders
considered.

(2) Let D be the discriminant of the field of fractions of OE . Compute a maximal order OD ⊆ B as in
Lemma 7.2.

(3) Compute an elliptic curve ED ∈ SS(p) such that End(ED)∼=OD .
(4) Find an isogeny in S from E to ED by breadth-first search. That is, from the current curve, use modular

polynomials to find all curves in S that are connected to the current curve by an isogeny of prime degree
at most

2
3

√
3
⌈ 1

4 |discOE |
⌉
.

Continue until either ED or E (p)
D is found. If E (p)

D is found, replace ED with E (p)
D .

(5) Repeat Steps (1) to (4) for E ′, obtaining a curve ED′ with known endomorphism ring, as well as a path
from E ′ to ED′ .

(6) Compute an isogeny from ED to ED′ .
(7) Compose the isogeny E→ ED (from Step (4)), the isogeny ED→ ED′ (from Step (6)), and the isogeny

ED′→ E ′ (dual of the isogeny from Step (5)).

Proof. First we examine Step (1). Each polynomial HO(x) (mod p) can be computed in O(|discO|1+ε)
time [23, Theorem 1]. The roots of this polynomial in Fp2 can be found by factoring it over Fp, and
keeping the linear and quadratic factors. There is a probabilistic algorithm for factoring which is poly-
nomial time in deg HO(x) and log p [18]. The degree of HO(x) equals the class number of O, which is
O(|discO|1/2+ε). By Proposition 2.2, the j-invariant of E is a root of HOE (x) (mod p) for an order OE

with |discOE | ≤ 4M, so Step (1) computes S and OE in time polynomial in M and log p.
Step (2) requires an oracle for Assumption 7.1 but otherwise runs in polynomial time in M and log p;

note that (D/p) = −1 by Proposition 2.2 so the conditions of Lemma 7.2 are met. There are known
algorithms for performing Steps (3) [10, Proposition 13] and (6) [10, Proposition 7] in polynomial time.

Now consider Step (4). Let M̂ =
⌈1

4 |discOE |
⌉
, so that −4M̂ ≤ discOE < 0. Thus E ∈ T M̂

D , and
ED ∈ T M̂

D by the properties of O described in Lemma 7.2. Since S contains SSM̂(p) by construction,
Theorem 1.3(b) guarantees that Step (4) will find a path from E to either ED or E (p)D . Since the number of
elements of S is polynomial in M, the process can be done in time polynomial in M and log p. Replacing
ED with E (p)D does not change the endomorphism ring, and so Step (6) can still be done. �

7C. Isogenies defined over Fp. Suppose E and E ′ are M-small curves defined over Fp. Some situations,
such as key recovery for the CSIDH protocol [4], require being able to find an Fp-isogeny E→ E ′. While
Algorithm 1 allows us to construct an isogeny between these curves, this isogeny will not necessarily be
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defined over Fp. This is solved by concurrent work of Castryck, Panny, and Vercauteren [5], in which
they provide an algorithm to compute an Fp-isogeny E→ E ′, given the endomorphism rings of E and
E ′ (which can be computed from the isogenies E→ ED and E ′→ ED′ , found in Steps (4) and (5) of
Algorithm 1).
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