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Let $E/\mathbb{F}_q$ be an elliptic curve, and $P$ a point in $E(\mathbb{F}_q)$ of prime order $\ell$. Vélu’s formulæ let us compute a quotient curve $E' = E/\langle P \rangle$ and rational maps defining a quotient isogeny $\phi : E \to E'$ in $\tilde{O}(\ell) \mathbb{F}_q$-operations, where the $\tilde{O}$ is uniform in $q$. This article shows how to compute $E'$, and $\phi(Q)$ for $Q$ in $E(\mathbb{F}_q)$, using only $\tilde{O}(\sqrt{\ell}) \mathbb{F}_q$-operations, where the $\tilde{O}$ is again uniform in $q$. As an application, this article speeds up some computations used in the isogeny-based cryptosystems CSIDH and CSURF.

1. Introduction

Let $E$ be an elliptic curve over a finite field $\mathbb{F}_q$ of odd characteristic, and let $P$ be a point in $E(\mathbb{F}_q)$ of order $n$. The point $P$ generates a cyclic subgroup $\mathcal{G} \subseteq E(\mathbb{F}_q)$, and there exists an elliptic curve $E'$ over $\mathbb{F}_q$ and a separable degree-$n$ quotient isogeny

$$\phi : E \longrightarrow E'$$

with $\ker \phi = \mathcal{G} = \langle P \rangle$;

the isogeny $\phi$ is also defined over $\mathbb{F}_q$. We want to compute $\phi(Q)$ for a point $Q$ in $E(\mathbb{F}_q)$ as efficiently as possible.

If $n$ is composite, then we can decompose $\phi$ into a series of isogenies of prime degree. Computationally, this assumes that we can factor $n$, but finding a prime factor $\ell$ of $n$ is not a bottleneck compared to the computation of an $\ell$-isogeny by the techniques considered here. We thus reduce to the case where $n = \ell$ is prime.
Vélu introduced formulæ for φ and E’ (see [56] and [38, §2.4]): for E defined by \( y^2 = x^3 + a_2x^2 + a_4x + a_6 \) and \( \ell \geq 3 \), we have

\[
\phi : (X, Y) \mapsto \left( \frac{\Phi_G(X)}{\Psi_G(X)^2}, \frac{Y\Omega_G(X)}{\Psi_G(X)^3} \right)
\]

where

\[
\Psi_G(X) = \prod_{s=1}^{(\ell-1)/2}(X - x([s]P)), \\
\Phi_G(X) = 4(X^3 + a_2X^2 + a_4X + a_6)(\Psi_G'(X)^2 - \Psi_G(X)^2) \\
- 2(3X^2 + 2a_2X + a_4)\Psi_G'(X)\Psi(X) + (\ell X - \sum_{s=1}^{\ell-1} x([s]P))\Psi_G(X)^2, \\
\Omega_G(X) = \Phi_G'(X)\Psi_G(X) - 2\Phi_G(X)\Psi_G'(X).
\]

The obvious way to compute \( \phi(Q) \) is to compute the rational functions shown above, i.e., to compute the coefficients of the polynomials \( \Psi_G, \Phi_G, \Omega_G \); and then evaluate those polynomials. This takes \( \widetilde{O}(\ell) \) operations. (If we need the defining equation of \( E' \), then we can obtain it by evaluating \( \phi(Q) \) for a few \( Q \) outside \( G \), possibly after extending \( F_q \), and then interpolating a curve equation through the resulting points. Alternatively, Vélu gives further formulæ for the defining equation.) We emphasize, however, that the goal is not to compute the coefficients of these functions; the goal is to evaluate the functions at a specified point.

The core algorithmic problem falls naturally into a more general framework: the efficient evaluation of polynomials and rational functions over \( F_q \) whose roots are values of a function from a cyclic group to \( F_q \).

Fix a cyclic group \( G \) (which we will write additively), a generator \( P \) of \( G \), and a function \( f : G \to F_q \). For each finite subset \( S \) of \( \mathbb{Z} \), we define a polynomial

\[
h_S(X) = \prod_{s \in S} (X - f([s]P)),
\]

where \([s]P\) denotes the sum of \( s \) copies of \( P \). The kernel polynomial \( \Psi_G(x) \) above is an example of this, with \( f = x \) and \( S = \{1, \ldots, (\ell - 1)/2\} \). Another example is the cyclotomic polynomial \( \Phi_n \), where \( f \) embeds \( \mathbb{Z}/n\mathbb{Z} \) in the roots of unity of \( F_q \), and \( \Phi_n(X) = h_S(X) \) where \( S = \{i \mid 0 \leq i < n, \gcd(i, n) = 1\} \). More generally, if \( f \) maps \( i \mapsto \zeta^i \) for some \( \zeta \), then \( h_S(X) \) is a polynomial whose roots are various powers of \( \zeta \); similarly, if \( f \) maps \( i \mapsto i\beta \) for some \( \beta \), then \( h_S(X) \) is a polynomial whose roots are various integer multiples of \( \beta \).

Given \( f \) and \( S \), then, we want to compute \( h_S(\alpha) = \prod_{s \in S} (\alpha - f([s]P)) \) for any \( \alpha \) in \( F_q \). One can always directly compute \( h_S(\alpha) \) in \( O(\#S) \) \( F_q \)-operations; this is the standard way to compute \( \Psi_G(\alpha) \). But if \( S \) has enough additive structure, and if \( f \) is sufficiently compatible with the group structure on \( G \), then we can compute \( h_S(\alpha) \) in \( \widetilde{O}(\sqrt{\#S}) \) \( F_q \)-operations, as we will see in §2, §3, and §4. Our main theoretical result is Theorem 4.11, which shows how to achieve this quasi-square-root complexity for a large class of
S when \( f \) is the \( x \)-coordinate on an elliptic curve. We apply this to the special case of efficient \( \ell \)-isogeny computation in §5. We discuss applications in isogeny-based cryptography in §6.

Most of this paper focuses on asymptotic exponents, in particular improving \( \ell \)-isogeny evaluation from cost \( \widetilde{O}(\ell) \) to cost \( \widetilde{O}(\sqrt{\ell}) \). However, this analysis hides polylogarithmic factors that can swamp the exponent improvement for small \( \ell \). In the full version [6], we instead analyze costs for concrete values of \( \ell \), and ask how large \( \ell \) needs to be for the \( \widetilde{O}(\sqrt{\ell}) \) algorithms to outperform conventional algorithms.

1.1. **Model of computation.** We state our framework for \( \mathbb{F}_q \) for concreteness. All time complexities are in \( \mathbb{F}_q \)-operations, with the \( O \) and \( \widetilde{O} \) uniform over \( q \).

The ideas are more general. The algorithms here are algebraic algorithms in the sense of [16], and can further be lifted to algorithms defined over \( \mathbb{Z}[1/2] \) and in some cases over \( \mathbb{Z} \). In other words, the algorithms are agnostic to the choice of \( q \) in \( \mathbb{F}_q \), except for sometimes requiring \( q \) to be odd; and the algorithms can also be applied to more general rings, as long as all necessary divisions can be carried out.

Restricting to algebraic algorithms can damage performance. For example, for most input sizes, the fastest known algorithms to multiply polynomials over \( \mathbb{F}_q \) are faster than the fastest known algebraic algorithms for the same task. This speedup is only polylogarithmic and hence is not visible at the level of detail of our analysis (the full version [6] contains a detailed analysis of concrete performances), but implementors should be aware that simply performing a sequence of separate \( \mathbb{F}_q \)-operations is not always the best approach.

2. **Strassen’s deterministic factorization algorithm**

As a warmup, we review a deterministic algorithm that provably factors \( n \) into primes in time \( \widetilde{O}(n^{1/4}) \). There are several such algorithms in the literature using fast polynomial arithmetic, including [53], [12], [23], and [34]; there is also a separate series of lattice-based algorithms surveyed in, e.g., [4]. Strassen’s algorithm from [53] has the virtue of being particularly simple, and is essentially the algorithm presented in this section.

The state of the art in integer factorization has advanced far beyond \( \widetilde{O}(n^{1/4}) \). For example, ECM [39], Lenstra’s elliptic-curve method of factorization, is plausibly conjectured to take time \( n^{o(1)} \). We present Strassen’s algorithm because Strassen’s main subroutine is the simplest example of a much broader speedup that we use.

2.1. **Factorization via modular factorials.** Computing \( \gcd(n, \ell! \mod n) \) reveals whether \( n \) has a prime factor \( \leq \ell \). Binary search through all \( \ell \leq \sqrt{n} \) then finds the smallest prime factor of \( n \). Repeating this process completely factors \( n \) into primes.

The rest of this section focuses on the problem of computing \( \ell! \mod n \), given positive integers \( \ell \) and \( n \). The algorithm of §2.3 uses \( \widetilde{O}(\sqrt{\ell}) \) additions, subtractions, and multiplications in \( \mathbb{Z}/n\mathbb{Z} \), plus negligible overhead. For comparison, a straightforward computation would use \( \ell - 1 \) multiplications modulo \( n \). The \( \widetilde{O} \) here is uniform over \( n \).
2.2. Modular factorials as an example of the main problem. Define $G$ as the additive group $\mathbb{Z}$, define $P = 1$, define $f : G \to \mathbb{Z}/n\mathbb{Z}$ as $s \mapsto s$, and define $h_S(X) = \prod_{s \in S} (X - f([s]P)) \in (\mathbb{Z}/n\mathbb{Z})[X]$. Then, in particular, $h_S(X) = (X - 1) \cdots (X - \ell)$ for $S = \{1, \ldots, \ell\}$, and one can compute $\ell! \pmod{n}$ by computing $h_S(\ell + 1)$ or, alternatively, by computing $(-1)^{\ell}h_S(0)$. This fits the modular-factorials problem, in the special case that $n$ is a prime number $q$, into the framework of §1.

2.3. An algorithm for modular factorials. Compute $b = \lceil \sqrt{\ell} \rceil$, and define $I = \{0, 1, 2, \ldots, b - 1\}$. Use a product tree to compute the polynomial $h_I(X) = X(X - 1)(X - 2) \cdots (X - (b - 1)) \in (\mathbb{Z}/n\mathbb{Z})[X]$.

Define $J = \{b, 2b, 3b, \ldots, b^2\}$. Compute $h_J(X)$, and then compute the resultant of $h_J(X)$ and $h_I(X)$. This resultant is $h_I(b)h_I(2b)h_I(3b) \cdots h_I(b^2)$, i.e., $(b^2)! \pmod{n}$.

One can compute the resultant of two polynomials via continued fractions; see, e.g., [54]. An alternative here, since $h_J$ is given as a product of linear polynomials, is to use a remainder tree to compute $h_I(b), h_I(2b), \ldots, h_I(b^2) \in \mathbb{Z}/n\mathbb{Z}$, and then multiply. Either approach uses $\tilde{O}(\sqrt{\ell})$ operations.

Finally, multiply by $(b^2 + 1)(b^2 + 2) \cdots \ell$ modulo $n$, obtaining $\ell! \pmod{n}$.

3. Evaluation of polynomials whose roots are powers

Pollard [49] introduced a deterministic algorithm that provably factors $n$ into primes in time $O(n^{1/4+\epsilon})$. Strassen’s algorithm from [53] was a streamlined version of Pollard’s algorithm, replacing $O(n^{1/4+\epsilon})$ with $\tilde{O}(n^{1/4})$.

This section reviews Pollard’s main subroutine, a fast method to evaluate a polynomial whose roots (with multiplicity) form a geometric progression. For comparison, Strassen’s main subroutine is a fast method to evaluate a polynomial whose roots form an arithmetic progression. See §2.3 above.

3.1. A multiplicative version of modular factorials. Fix $\zeta \in (\mathbb{Z}/n\mathbb{Z})^\times$. Define $G = \mathbb{Z}$, define $P = 1$, define $f : G \to (\mathbb{Z}/n\mathbb{Z})^\times$ as $s \mapsto \zeta^s$, and define $h_S(X) = \prod_{s \in S} (X - f([s]P)) = \prod_{s \in S} (X - \zeta^s) \in (\mathbb{Z}/n\mathbb{Z})[X]$.

(For comparison, in §2, $f$ was $s \mapsto s$, and $h_S(X)$ was $\prod_{s \in S} (X - s)$.)

In particular, $h_S(X) = \prod_{i=1}^{\ell} (X - \zeta^i)$ for $S = \{1, 2, 3, \ldots, \ell\}$. Given $\alpha \in \mathbb{Z}/n\mathbb{Z}$, one can straightforwardly evaluate $h_S(\alpha)$ for this $S$ using $O(\ell)$ algebraic operations in $\mathbb{Z}/n\mathbb{Z}$. The method in §3.2 accomplishes the same result using only $\tilde{O}(\sqrt{\ell})$ operations. The $O$ and $\tilde{O}$ are uniform in $n$, and all of the algorithms here can take $\zeta$ as an input rather than fixing it. There are some divisions by powers of $\zeta$, but divisions are included in the definition of algebraic operations.

Pollard uses the special case $h_\zeta(1) = \prod_{i=1}^{\ell} (1 - \zeta^i)$. This is $(1 - \zeta)^{\ell}$ times the quantity $(1 + \zeta)(1 + \zeta + \zeta^2) \cdots (1 + \zeta + \cdots + \zeta^{\ell-1})$. It would be standard to call the latter quantity a “$q$-factorial” if the letter “$q$” were used in place of “$\zeta$”; beware, however, that it is not standard to call this quantity a “$\zeta$-factorial”. For a vast generalization of Pollard’s algorithm to $q$-holonomic sequences, see [11]; in §4, we will generalize it in a different direction.

3.2. An algorithm for the multiplicative version of modular factorials. Compute $b = \lceil \sqrt{\ell} \rceil$, and define $I = \{1, 2, 3, \ldots, b\}$. Use a product tree to compute the polynomial $h_I(X) = \prod_{i=1}^{b} (X - \zeta^i)$. 

Define \( J = \{0, b, 2b, \ldots, (b-1)b\} \), and use a remainder tree to compute \( h_I(\alpha/\zeta^j) \) for all \( j \in J \). Pollard uses the chirp-z transform [50] (Bluestein’s trick) instead of a remainder tree, saving a logarithmic factor in the number of operations, and it is also easy to save a logarithmic factor in computing \( h_I(X) \), but these speedups are not visible at the level of detail of the analysis in this section.

Multiply \( \zeta^{jb} \) by \( h_I(\alpha/\zeta^j) \) to obtain \( \prod_{j=1}^{b}(\alpha - \zeta^{i+j}) \) for each \( j \), and then multiply across \( j \in J \) to obtain \( \prod_{s=b+1}^{b^{\ell}}(\alpha - \zeta^{i}) \). Finally, multiply by \( \prod_{s=b+1}^{\ell}(\alpha - \zeta^{i}) \) to obtain the desired \( h_S(\alpha) \).

One can view the product \( \prod_{j=2}^{b^{\ell}}(\alpha - \zeta^{i}) \) here, like the product \( (b^2)! \) in §2, as the resultant of two degree-\( b \) polynomials. Specifically, \( \prod_{j} h_I(\alpha/\zeta^j) \) is the resultant of \( \prod_{j} (X - \alpha/\zeta^j) \) and \( h_I \); and \( \prod_{j} \zeta^{jb} h_I(\alpha/\zeta^j) \) is the resultant of \( \prod_{j} (\zeta^j X - \alpha) \) and \( h_I \). One can, if desired, use continued-fraction resultant algorithms rather than multipoint evaluation via a remainder tree.

3.3. Structures in \( S \) and \( f \). We highlight two structures exploited in the above computation of \( \prod_{j=1}^{\ell}(\alpha - \zeta^{i}) \). First, the set \( S = \{1, 2, \ldots, \ell\} \) has enough additive structure to allow most of it to be decomposed as \( I + J \), where \( I \) and \( J \) are much smaller subsets. Second, the map \( s \mapsto \zeta^s \) is a group homomorphism, allowing each \( \zeta^{i+j} \) to be computed as the product of \( \zeta^{i} \) and \( \zeta^j \); we will return to this point in §4.1.

We now formalize the statement regarding additive structure, focusing on the \( \mathbb{F}_q \) case that we will need later in the paper. First, some terminology: we say that sets of integers \( I \) and \( J \) have no common differences if \( i_1 - i_2 \neq j_1 - j_2 \) for all \( i_1 \neq i_2 \) in \( I \) and all \( j_1 \neq j_2 \) in \( J \). If \( I \) and \( J \) have no common differences, then the map \( I \times J \to I + J \) sending \((i, j)\) to \( i + j \) is a bijection.

Lemma 3.4. Let \( q \) be a prime power. Let \( \zeta \) be an element of \( \mathbb{F}_q^* \). Define \( h_S(X) = \prod_{s \in S}(X - \zeta^s) \in \mathbb{F}_q[X] \) for each finite subset \( S \) of \( \mathbb{Z} \). Let \( I \) and \( J \) be finite subsets of \( \mathbb{Z} \) with no common differences. Then

\[
  h_{I+J}(X) = \text{Res}_Z(h_I(Z), H_J(X, Z))
\]

where \( \text{Res}_Z(\cdot, \cdot) \) is the bivariate resultant, and

\[
  H_J(X, Z) := \prod_{j \in J}(X - \zeta^j Z).
\]

Proof. \( \text{Res}_Z(h_I(Z), H_J(X, Z)) = \prod_{i \in I} \prod_{j \in J}(X - \zeta^j \zeta^i) = \prod_{(i, j) \in I \times J}(X - \zeta^{i+j}) = h_{I+J}(X) \) since the map \( I \times J \to I + J \) sending \((i, j)\) to \( i + j \) is bijective. \( \square \)

Algorithm 1 is an algebraic algorithm that outputs \( h_S(\alpha) \) given \( \alpha \). The algorithm is parameterized by \( \zeta \) and the set \( S \), and also by finite subsets \( I, J \subset \mathbb{Z} \) with no common differences such that \( I + J \subset S \). The algorithm and the proof of Proposition 3.5 are stated using generic resultant computation (via continued fractions), but, as in §2.3 and §3.2, one can alternatively use multipoint evaluation.

Proposition 3.5. Let \( q \) be a prime power. Let \( \zeta \) be an element of \( \mathbb{F}_q^* \). Let \( I, J \) be finite subsets of \( \mathbb{Z} \) with no common differences. Let \( K \) be a finite subset of \( \mathbb{Z} \) disjoint from \( I + J \). Given \( \alpha \) in \( \mathbb{F}_q \), Algorithm 1 outputs \( \prod_{s \in S}(\alpha - \zeta^s) \) using \( \tilde{O}(\max(\#I, \#J, \#K)) \) \( \mathbb{F}_q \)-operations, where \( S = (I + J) \cup K \).
This preserves the time bound if the elements of $I$ have no common differences, and $(I + J) \cap K = \emptyset$; $\zeta^s$ for each $s \in I \cup J \cup K$.

#### Example 3.7

Suppose $S \setminus K = I + J$, we have $h_S(\alpha) = h_{I+J}(\alpha) \cdot h_K(\alpha)$, and Lemma 3.4 shows that $h_{I+J}(\alpha) = \text{Res}_Z(h_I(Z), H_J(\alpha, Z))$. Line 1 computes $h_I(Z)$ in $\tilde{O}(\#I) \mathbb{F}_q$-operations; Line 2 computes $H_J(\alpha, Z)$ in $\tilde{O}(\#J) \mathbb{F}_q$-operations; Line 3 computes $h_{I+J}(\alpha)$ in $\tilde{O}(\max(\#I, \#J)) \mathbb{F}_q$-operations; and Line 4 computes $h_K(\alpha)$ in $\tilde{O}(\#K) \mathbb{F}_q$-operations. The total is $\tilde{O}(\max(\#I, \#J, \#K)) \mathbb{F}_q$-operations.

#### Proof

Since $S \setminus K = I + J$, we have $h_S(\alpha) = h_{I+J}(\alpha) \cdot h_K(\alpha)$, and Lemma 3.4 shows that $h_{I+J}(\alpha) = \text{Res}_Z(h_I(Z), H_J(\alpha, Z))$. Line 1 computes $h_I(Z)$ in $\tilde{O}(\#I) \mathbb{F}_q$-operations; Line 2 computes $H_J(\alpha, Z)$ in $\tilde{O}(\#J) \mathbb{F}_q$-operations; Line 3 computes $h_{I+J}(\alpha)$ in $\tilde{O}(\max(\#I, \#J)) \mathbb{F}_q$-operations; and Line 4 computes $h_K(\alpha)$ in $\tilde{O}(\#K) \mathbb{F}_q$-operations. The total is $\tilde{O}(\max(\#I, \#J, \#K)) \mathbb{F}_q$-operations.

#### 3.6. Optimization

The best conceivable case for the time bound in Proposition 3.5, as a function of $\#S$, is $\tilde{O}(\sqrt{\#S})$. Indeed, $\#S = \#I \cdot \#J + \#K$, so $\max(\#I, \#J, \#K) \geq \sqrt{\#S + 1/4} - 1/2$.

To reach $\tilde{O}(\sqrt{\#S})$ for a given set of exponents $S$, we need sets $I$ and $J$ with no common differences such that $I + J \subseteq S$ with $\#I, \#J$, and $\#(S \setminus (I + J))$ in $\tilde{O}(\sqrt{\#S})$. Such $I$ and $J$ exist for many useful sets $S$. Example 3.7 shows a simple form for $I$ and $J$ when $S$ is an arithmetic progression.

#### Example 3.7

Suppose $S$ is an arithmetic progression of length $n$: that is,

$$S = \{m, m + r, m + 2r, \ldots, m + (n - 1)r\}$$

for some $m$ and some nonzero $r$. Let $b = \lfloor \sqrt{n} \rfloor$, and set

$$I := \{ir \mid 0 \leq i < b\} \quad \text{and} \quad J := \{m + jbr \mid 0 \leq j < b\};$$

then $I$ and $J$ have no common differences, and $I + J = \{m + kr \mid 0 \leq k < b^2\}$, so

$$I + J = S \setminus K \quad \text{where} \quad K = \{m + kr \mid b^2 \leq k < n\}.$$

Now $\#I = \#J = b$, and $\#K = n - b^2 \leq 2b$, so we can use these sets to compute $h_S(\alpha)$ in $\tilde{O}(b) = \tilde{O}(\sqrt{n}) \mathbb{F}_q$-operations, following Proposition 3.5. (In the case $r = 1$, we recognise the index sets driving Shanks’ baby-step giant-step algorithm.)
4. Elliptic resultants

The technique in §3 for evaluating polynomials whose roots are powers is well known. Our main theoretical contribution is to adapt this to polynomials whose roots are functions of more interesting groups: in particular, functions of elliptic-curve torsion points. The most important such function is the $x$-coordinate. The main complication here is that, unlike in §3, the function $x$ is not a homomorphism.

4.1. The elliptic setting. Let $\mathcal{E}/\mathbb{F}_q$ be an elliptic curve, let $P \in \mathcal{E}(\mathbb{F}_q)$, and define $\mathcal{G} = \langle P \rangle$. Let $S$ be a finite subset of $\mathbb{Z}$. We want to evaluate

$$h_S(X) = \prod_{s \in S} (X - f([s]P)),$$

where $f : Q \mapsto \begin{cases} 0 & \text{if } Q = 0, \\ x(Q) & \text{if } Q \neq 0, \end{cases}$

at some $\alpha$ in $\mathbb{F}_q$. Here $x : \mathcal{E} \to \mathcal{E}/(\pm 1) \cong \mathbb{P}^1$ is the usual map to the $x$-line.

Adapting Algorithm 1 to this setting is not a simple matter of replacing the multiplicative group with an elliptic curve. Indeed, Algorithm 1 explicitly uses the homomorphic nature of $f : s \mapsto \xi^s$ to represent the roots $\xi^s$ as $\xi^i \xi^j$ where $s = i + j$. This presents an obstacle when moving to elliptic curves: $x([i+j]P)$ is not a rational function of $x([i]P)$ and $x([j]P)$, so we cannot apply the same trick of decomposing most of $S$ as $I + J$ before taking a resultant of polynomials encoding $f(I)$ and $f(J)$.

This obstacle does not matter in the factorization context. For example, in §3, a straightforward resultant $\prod_{i,j}(\alpha/\xi^j - \xi^i)$ detects collisions between $\alpha/\xi^j$ and $\xi^i$; our rescaling to $\prod_{i,j}(\alpha - \xi^{i+j})$ was unnecessary. Similarly, Montgomery’s FFT extension [44] to ECM computes a straightforward resultant $\prod_{i,j}(x([i]P) - x([j]P))$, detecting any collisions between $x([i]P)$ and $x([j]P)$; this factorization method does not compute, and does not need to compute, a product of functions of $x([i+j]P)$. The isogenies context is different: we need a product of functions of $x([i+j]P)$.

Fortunately, even if the $x$-map is not homomorphic, there is an algebraic relation between $x(P)$, $x(Q)$, $x(P+Q)$, and $x(P-Q)$, which we will review in §4.2. The introduction of the difference $x(P-Q)$ as well as the sum $x(P+Q)$ requires us to replace the decomposition of most of $S$ as $I + J$ with a decomposition involving $I + J$ and $I - J$, which we will formalize in §4.5. We define the resultant required to tie all this together and compute $h_{I\pm J}(\alpha)$ in §4.8.

4.2. Biquadratic relations on $x$-coordinates. Lemma 4.3 recalls the general relationship between $x(P)$, $x(Q)$, $x(P+Q)$, and $x(P-Q)$. Example 4.4 gives explicit formulæ for the case that is most useful in our applications.

Lemma 4.3. Let $q$ be a prime power. Let $\mathcal{E}/\mathbb{F}_q$ be an elliptic curve. There exist biquadratic polynomials $F_0$, $F_1$, and $F_2$ in $\mathbb{F}_q[X_1, X_2]$ such that

$$(X - x(P+Q))(X - x(P-Q)) = X^2 + \frac{F_1(x(P), x(Q))}{F_0(x(P), x(Q))} X + \frac{F_2(x(P), x(Q))}{F_0(x(P), x(Q))},$$

for all $P$ and $Q$ in $\mathcal{E}$ such that $0 \notin \{P, Q, P+Q, P-Q\}$. 
10.3.1. See [7] for more information about Montgomery curves.

The symmetric triquadratic polynomial 
\[ (X_0X_1 - 1)^2 + (X_0X_2 - 1)^2 + (X_1X_2 - 2)^2 - 2X_0X_1X_2(X_0 + X_1 + X_2 + 2A) - 2 \]

is defined by an affine equation \( By^2 = x(x^2 + Ax + 1) \), and the remarkably simple formula \( (X_1X_2 - 1)^2/(X_1 - X_2)^2 \)

for the product \( x(P + Q)x(P - Q) \) on these curves, were introduced by Montgomery in [43, Section 10.3.1]. See [7] for more information about Montgomery curves.

Example 4.4 (biquadratics for Montgomery models). If \( E \) is defined by an affine equation \( By^2 = x(x^2 + Ax + 1) \), then the polynomials of Lemma 4.3 are

\[
\begin{align*}
F_0(X_1, X_2) &= (X_1 - X_2)^2, \\
F_1(X_1, X_2) &= -2((X_1X_2 + 1)(X_1 + X_2) + 2AX_1X_2), \\
F_2(X_1, X_2) &= (X_1X_2 - 1)^2.
\end{align*}
\]

The symmetric triquadratic polynomial \((X_0X_1 - 1)^2 + (X_0X_2 - 1)^2 + (X_1X_2 - 2)^2 - 2X_0X_1X_2(X_0 + X_1 + X_2 + 2A) - 2 \) is defined by an affine equation \( By^2 = x(x^2 + Ax + 1) \), and the remarkably simple formula \( (X_1X_2 - 1)^2/(X_1 - X_2)^2 \)

for the product \( x(P + Q)x(P - Q) \) on these curves, were introduced by Montgomery in [43, Section 10.3.1]. See [7] for more information about Montgomery curves.

4.5. Index systems. In §3, we represented most of \( S \) as \( I + J \); requiring \( I \) and \( J \) to have no common differences ensured this representation had no redundancy. Now we will represent most elements of \( S \) as elements of \( (I + J) \cup (I - J) \), so we need a stronger restriction on \( I \) and \( J \) to avoid redundancy.

Definition 4.6. Let \( I \) and \( J \) be finite sets of integers.

1. We say that \((I, J)\) is an index system if the maps \( I \times J \to \mathbb{Z} \) defined by \((i, j) \mapsto i + j\) and \((i, j) \mapsto i - j\) are both injective and have disjoint images.

2. If \( S \) is a finite subset of \( \mathbb{Z} \), then we say that an index system \((I, J)\) is an index system for \( S \) if \( I + J \) and \( I - J \) are both contained in \( S \).

If \((I, J)\) is an index system, then the sets \( I + J \) and \( I - J \) are both in bijection with \( I \times J \). We write \( I \pm J \) for the union of \( I + J \) and \( I - J \).

Example 4.7. Let \( m \) be an odd positive integer, and consider the set

\[ S = \{1, 3, 5, \ldots, m\} \]

in arithmetic progression. Let

\[ I := \{2b(2i + 1) \mid 0 \leq i < b'\} \quad \text{and} \quad J := \{2j + 1 \mid 0 \leq j < b\} \]

where \( b = \lceil \sqrt{m + 1/2} \rceil \); \( b' = [(m + 1)/4b] \) if \( b > 0 \); and \( b' = 0 \) if \( b = 0 \). Then \((I, J)\) is an index system for \( S \), and \( S \setminus (I \pm J) = K \) where \( K = \{4bb' + 1, \ldots, m - 2, m\} \). If \( b > 0 \) then \( \#I = b' \leq b + 2, \#J = b, \) and \( \#K \leq 2b - 1 \).
4.8. Elliptic resultants. We are now ready to adapt the results of §3 to the setting of §4.1. Our main tool is Lemma 4.9, which expresses $h_{I±J}$ as a resultant of smaller polynomials.

Lemma 4.9. Let $q$ be a prime power. Let $E/\mathbb{F}_q$ be an elliptic curve. Let $P$ be an element of $E(\mathbb{F}_q)$. Let $n$ be the order of $P$. Let $(I, J)$ be an index system such that $I, J, I + J, and I − J do not contain any elements of $n\mathbb{Z}$. Then

$$h_{I±J}(X) = \frac{1}{\Delta_{I,J}} \cdot \text{Res}_Z (h_I(Z), E_J(X, Z))$$

where

$$E_J(X, Z) := \prod_{j \in J} \left( F_0(Z, x([j]P))X^2 + F_1(Z, x([j]P))X + F_2(Z, x([j]P)) \right)$$

and $\Delta_{I,J} := \text{Res}_Z (h_I(Z), D_J(Z))$ where $D_J(Z) := \prod_{j \in J} F_0(Z, x([j]P))$.

Proof. Since $(I, J)$ is an index system, $I + J$ and $I − J$ are disjoint, and therefore we have $h_{I±J}(X) = h_{I+J}(X) \cdot h_{I−J}(X)$. Expanding and regrouping terms, we get

$$h_{I±J}(X) = \prod_{(i, j) \in I \times J} (X − x([i + j]P)) (X − x([i − j]P))$$

$$= \prod_{i \in I} \prod_{j \in J} \left( X^2 + \frac{F_1(x([i]P), x([j]P))}{F_0(x([i]P), x([j]P))}X + \frac{F_2(x([i]P), x([j]P))}{F_0(x([i]P), x([j]P))} \right)$$

by Lemma 4.3. Factoring out the denominator, we find

$$h_{I±J}(X) = \frac{\prod_{i \in I} E_J(X, x([i]P))}{\prod_{i \in I} \prod_{j \in J} F_0(x([i]P), x([j]P))} = \frac{\prod_{i \in I} E_J(X, x([i]P))}{\prod_{i \in I} D_J(x([i]P))};$$

and finally $\prod_{i \in I} E_J(X, x([i]P)) = \text{Res}_Z(h_I(Z), E_J(X, Z))$ and $\prod_{i \in I} D_J(x([i]P)) = \text{Res}_Z(h_I(Z), D_J(Z)) = \Delta_{I,J}$, which yields the result. \qed

4.10. Elliptic polynomial evaluation. Algorithm 2 is an algebraic algorithm for computing $h_S(\alpha)$; it is the elliptic analogue of Algorithm 1. Theorem 4.11 proves its correctness and runtime.

Theorem 4.11. Let $q$ be a prime power. Let $E/\mathbb{F}_q$ be an elliptic curve. Let $P$ be an element of $E(\mathbb{F}_q)$. Let $n$ be the order of $P$. Let $(I, J)$ be an index system for a finite set $S \subset \mathbb{Z}$. Assume that $I$, $J$, and $S$ contain no elements of $n\mathbb{Z}$. Given $\alpha$ in $\mathbb{F}_q$, Algorithm 2 computes

$$h_S(\alpha) = \prod_{s \in S} (\alpha − x([s]P))$$

in $\tilde{O}(\max(#I, #J, #K))$, $\mathbb{F}_q$-operations, where $K = S \setminus (I \pm J)$.

In particular, if $#I, #J$, and $#K$ are in $\tilde{O}(\sqrt{S})$, then Algorithm 2 computes $h_S(\alpha)$ in $\tilde{O}(\sqrt{S})$, $\mathbb{F}_q$-operations. The $\tilde{O}$ is uniform in $q$. Instead of taking $P$ and various $x([s]P)$ as parameters, Algorithm 2 can take $P$ as an input, at the cost of computing the relevant multiples of $P$. 
We can thus evaluate derivatives, sums over roots, etc. The algebra of 1-jets was used the same way in, 

\[ \text{Algorithm 2: Computing } h_S(\alpha) = \prod_{s \in S}(\alpha - x([s]P)) \text{ for } P \in \mathcal{E}(\mathbb{F}_q) \]

**Parameters:** a prime power \( q \); an elliptic curve \( \mathcal{E}/\mathbb{F}_q \); \( P \in \mathcal{E}(\mathbb{F}_q) \); a finite subset \( S \subset \mathbb{Z} \); an index system \((I, J)\) for \( S \) such that \( S \cap n\mathbb{Z} = I \cap n\mathbb{Z} = J \cap n\mathbb{Z} = \{\} \), where \( n \) is the order of \( P \); \( x([s]P) \) for each \( s \in I \cup J \cup K \).

**Input:** \( \alpha \) in \( \mathbb{F}_q \)

**Output:** \( h_S(\alpha) \) where \( h_S(X) = \prod_{s \in S}(X - x([s]P)) \)

1. \( h_I \leftarrow \prod_{i \in I}(Z - x([i]P)) \in \mathbb{F}_q[Z] \)
2. \( D_J \leftarrow \prod_{j \in J} F_0(Z, x([j]P)) \in \mathbb{F}_q[Z] \)
3. \( \Delta_{I,J} \leftarrow \text{Res}_Z(h_I, D_J) \in \mathbb{F}_q \)
4. \( E_J \leftarrow \prod_{j \in J}(F_0(Z, x([j]P))\alpha^2 + F_1(Z, x([j]P))\alpha + F_2(Z, x([j]P))) \in \mathbb{F}_q[Z] \)
5. \( R \leftarrow \text{Res}_Z(h_I, E_J) \in \mathbb{F}_q \)
6. \( h_K \leftarrow \prod_{k \in S(\pm J)}(\alpha - x([k]P)) \in \mathbb{F}_q \)
7. **return** \( h_K \cdot R/\Delta_{I,J} \)

**Proof.** The proof follows that of Proposition 3.5. Since \( S \setminus K = I \pm J \), we have \( h_S(\alpha) = h_{I \pm J}(\alpha) \cdot h_K(\alpha) \).

Example 4.12 (evaluating kernel polynomials). We now address a problem from the introduction: evaluating \( \Psi_G \), the radical of the denominators of the rational functions defining the \( \ell \)-isogeny \( \phi : \mathcal{E} \rightarrow \mathcal{E}' \) with kernel \( G = \{P\} \), for \( \ell \) odd.

\[ \Psi_G(X) = h_S(X) = \prod_{s \in S}(X - x([s]P)) \quad \text{where} \quad S = \{1, 3, \ldots, \ell - 2\} \]

(the set \( S \) may be replaced by any set of representatives of \( ((\mathbb{Z}/\ell\mathbb{Z}) \setminus \{0\})/\langle \pm 1 \rangle \)). Following Example 4.7, let \( I = \{2b(2i + 1) \mid 0 \leq i < b'\} \) and \( J = \{1, 3, \ldots, 2b - 1\} \) with \( b = \lfloor \sqrt{\ell - 1}/2 \rfloor \) and (for \( b > 0 \)) \( b' = \lfloor (\ell - 1)/4b \rfloor \); then \((I, J)\) is an index system for \( S \). and Algorithm 2 computes \( h_S(\alpha) = \Psi_G(\alpha) \) for any \( \alpha \) in \( \mathbb{F}_q \) in \( \widetilde{O}(\sqrt{\ell}) \mathbb{F}_q \)-operations.

Example 4.13 (evaluating derivatives of polynomials). Algorithm 2 can evaluate \( h_S \) at points in any \( \mathbb{F}_q \)-algebra, at the cost of a slowdown that depends on how large the algebra is. These algebras need not be fields. For example, we can evaluate \( h_S(\alpha + \epsilon) \) in the algebra \( \mathbb{F}_q[\epsilon]/\epsilon^2 \) of 1-jets, obtaining \( h_S(\alpha) + \epsilon h'_S(\alpha) \).

We can thus evaluate derivatives, sums over roots, etc. The algebra of 1-jets was used the same way in, e.g., [46; 40; 5]; [2] also notes Zagier’s suggested terminology “jet plane.”
4.14. **Irrational generators.** The point $P$ in Lemma 4.9, Algorithm 2, and Theorem 4.11 need not be in $E(\overline{\mathbb{F}}_q)$: everything is defined over $\mathbb{F}_q$ if $x(P)$ is in $\mathbb{F}_q$. More generally, take $P$ in $E(\overline{\mathbb{F}}_q)$ with $x(P)$ in $\mathbb{F}_{q^e}$ for some minimal $e \geq 1$. The $q$-power Frobenius $\pi$ on $E$ maps $P$ to $\pi(P) = [\lambda]P$ for some eigenvalue $\lambda$ in $\mathbb{Z}/n\mathbb{Z}$ of order $e$ in $(\mathbb{Z}/n\mathbb{Z})^*$. Let $L = \{\lambda^a | 0 \leq a < e\}$. For $h_S(X)$ to be in $\mathbb{F}_q[X]$, we need $S = LS'$ for some $S' \subseteq \mathbb{Z}$ (modulo $n$): that is, $S = \{\lambda^a s' | 0 \leq a < e, s' \in S'\}$. Then

$$h_S(X) = \prod_{s' \in S'} (X - x([\lambda^a s']P)) = \prod_{s' \in S'} g_{s'}(X)$$

where the polynomial

$$g_{s'}(X) = \prod_{a=0}^{e-1} (X - x([\lambda^a s']P)) = \prod_{a=0}^{e-1} (X - x(\lambda^a [s']P)) = \prod_{a=0}^{e-1} (X - x([s']P)^{\lambda^a})$$

is in $\mathbb{F}_q[X]$, and can be easily computed from $x([s]P)$.

To write $h_1, D_J$, and $E_J$ as products of polynomials over $\mathbb{F}_q$, we need the index system $(I, J)$ for $S$ to satisfy $(I, J) = (LI', LJ')$ for some index system $(I', J')$ for $S'$. While this does not affect the asymptotic complexity of the resulting evaluation algorithms at our level of analysis, it should be noted that the requirement that $(I, J) = (LI', LJ')$ is quite strong: typically $e$ is in $O(\ell)$, so $\#L$ is not in $\tilde{O}(\sqrt{\#S})$, and a suitable index system $(I, J)$ with $\#I$ and $\#J$ in $\tilde{O}(\sqrt{\#S})$ does not exist.

4.15. **Other functions on $E$.** We can replace $x$ with more general functions on $E$, though for completely general $f$ there may be no useful analogue of Lemma 4.3, or at least not one that allows a Lemma 4.9 with conveniently small index system. However, everything above adapts easily to the case where $x$ is composed with an automorphism of $\mathbb{P}^1$ (that is, $f = (ax + b)/(cx + d)$ with $a, b, c, d$ in $\mathbb{F}_q$ such that $ad \neq bc$). Less trivially, we can take $f = \psi_s$ for any isogeny $\psi : E \to E''$. In this case, the $F_0, F_1$, and $F_2$ of Lemma 4.3 are derived from the curve $E''$, not $E$.

4.16. **Abelian varieties.** It is tempting to extend our results to higher-dimensional principally polarized abelian varieties (PPAVs), replacing $E$ with a PPAV $A/\mathbb{F}_q$, and $x$ with some coordinate on $A$, but evaluating the resulting $h_S$ using our methods is more complicated. The main issue is the analogue of Lemma 4.3. If we choose any even coordinate $x$ on $A$, then the classical theory of theta functions yields quadratic relations between $x(P + Q)$, $x(P - Q)$, and the coordinates of $P$ and $Q$, but not only $x(P)$ and $x(Q)$: they also require the other even coordinates of $P$ and $Q$. (The simplest example of this is seen in the differential addition formulae for Kummer surfaces: see [22, §6], [31, §3.2], and [18, §4.4].) This means that an analogue of Algorithm 2 for PPAVs would require multivariate polynomials and resultants; an investigation of this is well beyond the scope of this article.
5. Computing elliptic isogenies

We now apply the techniques of §4 to the problem of efficient isogeny computation. The task is divided in two parts: evaluating isogenies on points (§5.1), and computing codomain curves (§5.2). Our cryptographic applications use isogenies between Montgomery models of elliptic curves, and we concentrate exclusively on this case here; but our methods adapt easily to Weierstrass and other models.

5.1. Evaluating isogenies. Let $E/F_q : y^2 = x(x^2 + Ax + 1)$ be an elliptic curve in Montgomery form, and let $P$ be a point of prime order $\ell \neq 2$ in $E(F_q)$. Costello and Hisil give explicit formulae in [25] for a quotient isogeny $\phi : E \rightarrow E'$ with kernel $\mathcal{G} = \langle P \rangle$ such that $E'/F_q : y^2 = x(x^2 + A'x + 1)$ is a Montgomery curve:

$$
\phi : (X, Y) \mapsto (\phi_x(X), \phi_y(X))
$$

where $c_0 = \prod_{0 < s < \ell/2} x((s)P)$ and

$$
\phi_x(X) = X \prod_{0 < s < \ell} \frac{x((s)P)X - 1}{X - x((s)P)}. \quad (1)
$$

See [51] for generalizations and a different proof, and see the earlier paper [45] for analogous Edwards-coordinate formulas.

Our main goal is to evaluate $\phi$ on the level of $x$-coordinates: that is, to compute $\phi_x(\alpha)$ given $\alpha = x(Q)$ for $Q$ in $E(F_q)$. This is sufficient for our cryptographic applications. Applications that also need the $y$-coordinate of $\phi(Q)$, namely $c_0y(Q)\phi_y(\alpha)$, can compute $c_0$ as $(-1)^{(\ell-1)/2}h_S(0)$, and can compute $\phi_y(\alpha)$ together with $\phi_x(\alpha)$ by the technique of Example 4.13. To compute $\phi_x(\alpha)$, we rewrite Eq. (1) as

$$
\phi_x(X) = \frac{X^\ell \cdot h_S(1/X)^2}{h_S(X)^2} \quad \text{where} \quad S = \{1, 3, \ldots, \ell - 2\}.
$$

Computing $\phi_x(\alpha)$ thus reduces to two applications of Algorithm 4.11, using (for example) the index system $(I, J)$ for $S$ in Example 4.7. The constant $\Delta_{I,J}$ appears with the same multiplicity in the numerator and denominator, so we need not compute it. All divisions in the computation are by nonzero field elements except in the following cases, which can be handled separately: if $Q = 0$ then $\phi(Q) = 0$; if $Q \neq 0$ but $h_S(\alpha) = 0$ for $\alpha = x(Q)$ then $\phi(Q) = 0$; if $Q = (0, 0)$ then $\phi(Q) = (0, 0)$.

5.2. Computing codomain curves. Our other main task is to determine the coefficient $A'$ in the defining equation of $E'$.

One approach is as follows. We can now efficiently compute $\phi(Q)$ for any $Q$ in $E(F_q)$. Changing the base ring from $\mathbb{F}_q$ to $R = \mathbb{F}_q[\alpha]/(\alpha^2 + A\alpha + 1)$ (losing a small constant factor in the cost of evaluation) gives us $\phi(Q)$ for any $Q$ in $E(R)$. In particular, $Q = (\alpha, 0)$ is a point in $E[2](R)$, and computing $\phi(Q) = (\alpha', 0)$ reveals $A' = -(\alpha' + 1/\alpha')$. An alternative—at the expense of taking a square root, which is no longer a $q$-independent algebraic computation—is to find a point $(\alpha, 0)$ in $E(\mathbb{F}_{q^2})$ with $\alpha \neq 0$. Sometimes $\alpha$ is in $\mathbb{F}_q$, and then extending to $\mathbb{F}_{q^2}$ is unnecessary.
Another approach is to use explicit formulas for $A'$. The formulas from [25] give $A' = c_0^2 (A - 3\sigma)$ where $c_0^2 = \prod_{0 < s < \ell} x([s]P)$ and $\sigma = \sum_{0 < s < \ell} x([s]P) - 1/x([s]P))$. As pointed out in [42] in the context of CSIDH, one can instead transform to twisted Edwards form and use the formulas from [45], obtaining $A' = 2(1 + d)/(1 - d)$ where $d = (A - 2)/(A + 2) \left( \prod_{s \in S} x([s]P) - 1/x([s]P) + 1 \right)^8 = (A - 2)/(A + 2) \left( h_S(1)/h_S(-1) \right)^8$.

We can thus compute $A'$ using $\tilde{O}(\sqrt{\ell})$ operations: every task we need can be performed by some evaluations of $h_S$ and some (asymptotically negligible) operations.

6. Applications in isogeny-based cryptography

With the notable exception of SIDH/SIKE [36; 27; 1], most isogeny-based cryptographic protocols need to evaluate large-degree isogenies. Specifically, CRS [52; 26], CSIDH [20], CSURF [19], etc. use large-degree isogenies, since not enough keys are fast compositions of isogenies of a few small prime degrees. The largest isogeny degree, with standard optimizations, grows quasi-linearly in the pre-quantum security level. For the same post-quantum security level, known quantum attacks require an asymptotically larger base field but do not affect the largest isogeny degree; see [20, Remark 11].

Concretely, targeting 128 bits of pre-quantum security, CSIDH-512 fixes $p = 4 \cdot (3 \cdot 5 \cdots 373) \cdot 587 - 1$ and uses isogenies of all odd prime degrees $\ell \mid p + 1$. Similarly, CSURF-512 fixes $p = 8 \cdot 9 \cdot (5 \cdot 7 \cdots 337) \cdot 349 \cdot 353 \cdot (367 \cdots 389) - 1$ and uses isogenies of all prime degrees $\ell \mid p + 1$, including $\ell = 2$.

The CSIDH and CSURF algorithms repeatedly sample a random point of order dividing $p + 1$ in $E/\mathbb{F}_p$, multiply it by an appropriate cofactor to get $P$, and then apply Vélu’s formulas for each of the primes $\ell \mid \text{ord}(P)$ to obtain $E' = E/\langle P \rangle$. Our algorithm seamlessly replaces Vélu’s formulas in both systems. Computing $E'$ is easy in CSURF: all curves involved have rational 2-torsion, and can thus be represented by a root of $\alpha^2 + A\alpha - 1$ in $\mathbb{F}_p$. For CSIDH, we can apply the techniques of §5.2; alternatively, we can walk to the surface and represent curves as in CSURF.

B-SIDH [24] is an SIDH variant using smaller prime fields, at the cost of much larger prime isogeny degrees. One participant uses isogenies of degree $\ell \mid p + 1$, and the other uses $\ell \mid p - 1$. Since primes $p$ such that $p - 1$ and $p + 1$ both have many small prime factors are rare, some of the $\ell$ involved in B-SIDH tend to be even larger than in CSIDH and CSURF. The B-SIDH algorithm starts from a single point $P$ and computes $E/\langle P \rangle$ together with the evaluation of $\phi : E \to E/\langle P \rangle$ at three points. Unlike CSIDH and
CSURF, there is no repeated random sampling of points: a single $\ell$-isogeny evaluation for each prime $\ell \mid p \pm 1$ is needed.

Our asymptotic speedup in isogeny evaluation implies asymptotic speedups for CRS, CSIDH, CSURF, and B-SIDH as the security level increases. This does not imply, however, that there is a speedup for (e.g.) pre-quantum security $2^{128}$.

The Appendix of this paper’s full version [6] addresses the question of how large $\ell$ needs to be before our algorithms become faster than the conventional algorithms. It looks more closely at performance and quantifies the cross-over point by considering different metrics such as time in several software or the number of multiplications. More precisely, we present four implementations: one in magma [10], one in julia [9] (with nemo [29] for the underlying arithmetic) and two in C (a first one using the underlying arithmetic of FLINT [32] and the second one on top of the arithmetic subroutines of [20]). In each of the metrics considered there, the cross-over point is within the range of primes used in CSIDH-512. The new $\ell$-isogeny algorithm sets new speed records for CSIDH-512 and CSIDH-1024 by small but measurable percentages, and has more effect on protocols that use larger $\ell$-isogenies. Our code is available from https://velusqrt.isogeny.org.

Cryptographic protocols that exploit the KLPT algorithm [37] for isogeny path renormalization, such as the signature scheme [30] and the encryption scheme SÉTA [28], need to work with irrational torsion points. They may thus benefit from the technique of §4.14. We did not investigate these protocols further.
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