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1. Introduction. H. Rademacher has proved that a function of \( n \) variables satisfying a Lipschitz condition is totally differentiable a.e. (almost everywhere) (see, for instance, Saks, [6, pp. 310-311]). It was discovered by H. Federer (though not stated as a theorem; see [2, p. 442]) that if \( f \) is totally differentiable a.e. in the bounded set \( P \), then there is a closed set \( Q \subset P \) with the measure \( |P - Q| \) as small as desired, such that \( f \) is smooth (continuously differentiable) in \( Q \); that is, the values of \( f \) in \( Q \) may be extended through space so that the resulting function \( g \) is smooth there.

Theorem 1 of the present paper strengthens the latter theorem by showing that \( f \) is approximately totally differentiable a.e. in \( P \) if and only if \( Q \) exists with the above property. The rest of the paper gives further theorems in the direction of Federer's Theorem, as follows.

Suppose the domain of definition of \( f \) were a bounded open set \( P \). Then in applying the part (a) \( \rightarrow \) (c) of Theorem 1, we might alter \( f \) in a set \( P - Q \) which included a neighborhood of the boundary of \( P \). In applications, it might be important to keep the values of \( f \) in most of a subset close to the boundary of \( P \), or in most of some other subset. That such can be done follows from Theorem 2.

If \( f \) satisfies a Lipschitz condition, Theorem 3 shows that \( g \) may be made to satisfy a Lipschitz condition also, with a constant which equals a number \( \rho_n \) (depending on the number \( n \) of variables only) times the constant for \( f \); in the case of one variable, we may take \( \rho_1 = 1 \).

If we weaken the assumption on \( f \), assuming only that it is measurable, then Lusin's Theorem shows that we can alter \( f \) on a set of arbitrarily small measure, giving a continuous function \( g \). In the other direction, suppose we assume that \( f \) (defined in an open set) has continuous \( m \)th partial derivatives, and that these derivatives are totally differentiable a.e. Then Theorem 4 shows that we may alter \( f \) on a set of arbitrarily small measure, giving a function \( g \) which has continuous partial derivatives of order \( m + 1 \). For the case of one variable, this is essentially a theorem of Marcinkiewicz, [5, Theorem 3].

Examples show that the hypotheses in the theorems cannot be materially
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weakened without altering the conclusions. For instance, define a function $\phi$ of one variable as follows. Let $\phi_0(t)$ be the distance from $t$ to the nearest integer. Using any sufficiently large integer $a$, set

$$
\phi_i(t) = 2^i \phi_0(a^i t)/a^i, \quad \Phi(t) = \sum_{i=0}^{\infty} \phi_i(t).
$$

Then $\phi$ satisfies a Lipschitz condition of order $1 - \alpha$, for any $\alpha > 0$; but Property (c) of Theorem 1 is not true for it. If $\Phi(t) = \int_0^t \phi(s) ds$, then $\Phi$ is smooth, and its first derivative satisfies a Lipschitz condition of order $1 - \alpha$; but the conclusion of Theorem 4 (with $m = 1$) fails.

2. The theorem for bounded sets. Let $x = (x_1, \cdots, x_n)$ denote points of $n$-space $E^n$. With the unit vectors $e_1, \cdots, e_n$ of a coordinate system, any vector $v$ can be written in the form $\sum e_i v_i$. The length of $v$ is $|v| = (\sum v_i^2)^{1/2}$; $|y - x|$ is the distance from $x$ to $y$. Given $n$ numbers $f_1(x), \cdots, f_n(x)$, set

$$
F(x) \cdot v = \sum f_k(x) v_k;
$$

this is linear in $v$. If $f(x)$, $f(y)$, and the $f_k(x)$ are defined, set

$$
e(x, y) = \frac{f(y) - f(x) - F(x) \cdot (y - x)}{|y - x|}
$$

for $y \neq x$, and $e(x, x) = 0$. Let $S_z[\alpha(x)]$ denote the set of elements $z$ with the property $\alpha$. Given $f$, and so on, as above, set

$$
H(x, \epsilon) = S_y[e(x, y) < \epsilon].
$$

The measurable function $f$ defined in the set $P$ is a.t.d. (approximately totally differentiable) at $x \in P$ in terms of the $f_k(x)$ (see [6, p. 300]) if for each $\epsilon > 0$ the set $H(x, \epsilon)$ has $x$ as a point of density. (Any standard definition of density points may be used for the purposes of this paper.) If this holds, then $x$ is a point of density of $P$, and the $f_k(x)$ are uniquely determined; if $x$ is a point of density in the direction of each axis, then the $f_k(x)$ are the approximate partial derivatives of $f$ at $x$. The $f_k$ are measurable (see [6, p. 299]).

**Theorem 1.** Let $f$ be measurable in the bounded set $P$. Then the four following conditions are equivalent:
(a) The function $f$ is a.t.d. a.e. in $P$.
(b) The function $f$ is approximately derivable with respect to each variable a.e. in $P$.
(c) For each $\epsilon > 0$ there is a closed set $Q \subseteq P$ such that $|P - Q| < \epsilon$ and $f$ is smooth in $Q$.
(d) There is a sequence of disjoint closed sets $Q_1, Q_2, \cdots$ in $P$ such that $|P - Q_1 \cup Q_2 \cup \cdots| = 0$ and $f$ is smooth in each $Q_i$.

**Remark.** If $f$ is assumed totally differentiable a.e. in $P$, the proof that (c) holds is simplified; see [2, p. 442].

**Proof of Theorem 1.** For the equivalence of (a) and (b), see [6, pp. 300-303]. Note that (b) is an obvious consequence of (d). We shall prove the equivalence of (a), (c) and (d).

Suppose (c) holds. We choose the disjoint closed sets $Q_1, Q_2, \cdots$ in succession so that $f$ is smooth in each and $|P - Q_1 \cup Q_2 \cup \cdots| < \frac{\alpha}{i+1}$, where

$$P_i = P - Q_i \cup \cdots \cup Q_i,$$

as follows. Having found $Q_1, \cdots, Q_{i-1}$, choose a closed set $Q'_i$ so that $f$ is smooth in $Q'_i$ and $|P - Q'_i| < \frac{\epsilon}{2^{i+1}}$. Let $U_\delta(A)$ denote the $\delta$-neighborhood of the set $A$. For small enough $\delta$, we may use

$$Q_i = Q'_i - U_\delta(Q_1 \cup \cdots \cup Q_{i-1}).$$

Thus (d) holds.

Suppose (d) holds. Let $Q^*_i$ be the set of points of density of $Q_i$, and set $Q^* = Q_1^* \cup Q_2^* \cup \cdots$. Then $|P - Q^*| = 0$. Take any $x \in Q^*$; say $x \in Q_i^*$. Since $f$ is smooth in $Q_i$ and $x$ is a point of density of $Q_i$, $f$ (considered now in $P$) is a.t.d. at $x$. Thus $f$ is a.t.d. at all points of $Q^*$, and (a) holds.

Now given (a), we must prove (c). There is a number $a > 0$ with the following property. For any points $x, y$, and number $r$ with $|y - x| \leq r$, we have

$$|U_r(x) \cap U_r(y)| \geq 2a|U_r(x)|.$$

For $x \in P$, set $V_i = |U_{1/2}(x)|$, and

$$\psi_i(x, \eta) = |U_{1/2}(x) - H(x, \eta)|.,

(2.4)

$$\phi_i(x) = g.l.b. S_\eta[\psi_i(x, \eta) < aV_i].$$

(2.5)
Since \( e(x,y) \) is measurable in the pair of variables \( x, y \), it follows that \( \psi_i(x, \eta) \) is measurable for fixed \( \eta \). Also, as a function of \( \eta \), \( \psi_i(x, \eta) \) is monotone and continuous on the left; hence

\[
\phi_i(x) < \zeta \quad \text{if and only if} \quad \psi_i(x, \zeta) < a V_i.
\]

Therefore \( \phi_i \) is measurable.

Let \( Q_1 \) be the set of points where \( f \) is a.t.d.; then \( f_1, \ldots, f_n \) are defined in \( Q_1 \). Given \( x \in Q_1 \) and \( \epsilon' > 0 \), we may choose \( \delta > 0 \) so that

\[
\psi_i(x, \epsilon') < a V_i \quad \text{if} \quad 1/i < \delta;
\]

using (2.6) shows that

\[
\lim_{i \to \infty} \phi_i(x) = 0, \quad x \in Q_1.
\]

By Lusin's and Egoroff's theorems, there is a closed set \( Q \subset Q_1 \) such that \( |Q_1 - Q| < \epsilon \), the \( f_k \) are continuous in \( Q \), and \( \phi_i(x) \to 0 \) uniformly in \( Q \). We now prove that for each \( \epsilon' > 0 \) there is a \( \delta > 0 \) such that

\[
e(x, y) < \epsilon' \quad \text{if} \quad x, y \in Q, \quad |y - x| < \delta.
\]

Setting \( \epsilon_1 = \epsilon'/6 \), we may choose \( \delta \) so that

\[
F(y) \cdot v - F(x) \cdot v \leq \epsilon_1 |v| \quad \text{if} \quad x, y \in Q, \quad |y - x| < 2\delta,
\]

\[
\phi_i(x) < \epsilon_1 \quad \text{if} \quad x \in Q, \quad 1/(i + 1) < \delta.
\]

Now take any \( x, y \in Q \) with \( |y - x| < \delta \). Let \( j \) be the largest integer such that \( 1/j > |y - x| \), and set

\[
R = U_{1/j}(x) \cap U_{1/j}(y); \quad \text{then} \quad |R| \geq 2a V_j.
\]

Since \( 1/(j + 1) < |y - x| < \delta \), (2.10) and (2.6) give

\[
\psi_j(x, \epsilon_1), \quad \psi_j(y, \epsilon_1) < a V_j.
\]

Hence there is a point \( z \) in \( R \) in neither corresponding set; that is,

\[
|z - x|, \quad |z - y| < 1/j; \quad e(x, z), \quad e(y, z) < \epsilon_1.
\]

Since \( F(x) \cdot v \) is linear in \( v \) and \( |z - x|, |z - y| < 2|y - x| \), we have

\[
e(x, y) |y - x| = |f(y) - f(x) - F(x) \cdot (y - x)|
\]

\[
\leq |f(z) - f(x) - F(x) \cdot (z - x)|
\]

\[
+ |f(z) - f(y) - F(y) \cdot (z - y)| + |F(y) - F(x)| \cdot (z - y)|
\]

\[
\leq \epsilon_1 [ |z - x| + |z - y| + |z - y| ] < \epsilon' |y - x|.
\]
if $y \neq x$, proving (2.8).

This fact, together with the continuity of the $f_k(x)$ in $Q$, shows that $f$ is "of class $C^1$ in terms of the $f_k$ in $Q$", as defined in [7] (the definition is given after (6.3), below). Hence, by [7, Lemma 2], we may extend $f$ to be smooth in $E^n$, completing the proof. (The extension is described in Section 4, below; by use of the results of that section, it is not hard to show that $f$ has the required properties.)

3. The theorem for unbounded sets. We remove the restriction of boundedness in Theorem 1, and give more information about the set in which $f$ may be left unaltered.

**Theorem 2.** Let $A_1, A_2, \cdots$ be open sets in $E^n$ such that each has points in common with, at most, a finite number of the others, and let $\epsilon_1, \epsilon_2, \cdots$ be positive numbers. Let $K$ be the set of points $x$ such that there is a sequence of distinct sets $A_{\mu_1}, A_{\mu_2}, \cdots$ and a sequence of points $x_1, x_2, \cdots$ with $x_i \in A_{\mu_i}$ and $x_i \to x$. Let $P$ be a measurable subset of $E^n - K$, and let $f$ be a.t.d.a.e. in $P$ in terms of the $f_k$. Then there is a set $Q \subset P$ such that $Q$ is closed in $E^n - K$ and $|(P - Q) \cap A_i| < \epsilon_i$, and there is a smooth function $g$ in $E^n - K$ such that $g(x) = f(x)$ and $\partial g(x)/\partial x_k = f_k(x)$ in $Q$.

**Remarks.** Clearly $K$ is closed and $K \cap A_i = 0$ for all $i$. If $Q^* \subset P$, $Q^*$ is closed in $E^n - K$, and for some positive continuous functions $\delta_1(x), \delta_2(x), \cdots$ in $Q^*$,

$$e(x,y) \leq 1/2^k \quad \text{if } x \in Q^*, \quad |y - x| < \delta_k(x),$$

the proof shows that we may make $Q \supset Q^*$. For instance, we may make $Q$ contain any given set of points of $P$ in which $f$ is totally differentiable and which has no accumulation points in $E^n - K$. On the other hand, we must expect to drop out a neighborhood of the set of points where $f$ is not totally differentiable. Further, we cannot in general keep in $Q$ any given closed set where $f$ is approximately totally differentiable, as is shown by the following example (in one variable):

$$f(t) = t^2 \sin (i/t)(t \neq 0), \quad f(0) = 0.$$  

**Proof of Theorem 2.** For each pair $(k, l)$ of positive integers, let $U_{k,l}$ be the set of points $x$ satisfying the conditions (with a fixed $x_0$ in $E^n$)

$$k - 1 < |x - x_0| < k + 1, \quad 1/(l - 1) > \text{dist} (x, K) > 1/(l + 1);$$

for $k = 1$ or $l = 1$, we drop out the first inequalities. If $K$ is void, the index $l$ is
not needed, and the situation is simpler. The $U_{k,l}$ are bounded open sets covering $E^n - K$, and each one touches at most eight others. Arrange them in a sequence $U_1', U_2', \cdots$.

For each $i$, let $\lambda_{i,1}, \lambda_{i,2}, \cdots$ be the (finite or infinite) set of numbers such that $U_{i,k} \cap A_i \neq 0$. Since the $U_j'$ are compact and in $E^n - K$, each touches at most a finite number of the $A_i$; hence for given $j$, there is at most a finite number of values of $i$ such that $\lambda_{i,k} = j$ for some $k$. Let $\epsilon_j^i$ be the smallest of the numbers $\epsilon_i / 2^k$, using these values of $i$ and corresponding $k$.

Considering $f$ and the $f_k$ in $P \cap U_j'$ alone, apply the proof of Theorem 1 to find a closed set $Q_j \subset P \cap U_j'$ such that $|P \cap U_j' - Q_j| < \epsilon_j'$, and such that $f$ is of class $C^1$ in terms of the $f_k$ in $Q_j$. Set

$$V_j = U_j' - Q_j, \quad V = U_j - V_j, \quad Q = E^n - K - V.$$  

Then $V$ is open, $Q$ is closed in $E^n - K$, and $Q \cap U_j' \subset Q_j$. Now

$$(P - Q) \cap A_i = P \cap V \cap A_i = U_j (P \cap V_j \cap A_i),$$

$$|P \cap V_j| = |P \cap U_j' - Q_j| < \epsilon_j' .$$

Since $V_j \subset U_j'$, $P \cap V_j \cap A_i$ is void unless $j = \lambda_{i,k}$ for some $k$. Hence

$$|(P - Q) \cap A_i| \leq \sum_j |P \cap V_j \cap A_i| < \sum_k \epsilon^i_{\lambda_{i,k}} \leq \sum_k \epsilon_i / 2^k = \epsilon_i .$$

Since each $U_j'$ is open and $Q \cap U_j' \subset Q_j$, $f$ is clearly of class $C^1$ in terms of the $f_k$ in $Q$. Hence, as before, we may extend the values of $f$ in $Q$ through $E^n - K$, as required. (We are applying [7, Lemma 2] in an open set; the change required in the proof is very simple. Or we could use [7, Theorem III].)

4. The theorem for Lipschitz functions. The following theorem has two parts, corresponding to the two theorems above.

**Theorem 3.** For each positive integer $n$ there is a number $\rho_n$ (we may take $\rho_1 = 1$) with the following properties.

(a) Let $f$ be defined and satisfy a Lipschitz condition in the bounded closed set $P \subset E^n$:

$$|f(y) - f(x)| \leq N|y - x|, \quad x, y \in P .$$

Then for each $\epsilon > 0$ there is a closed set $Q \subset P$ such that $|P - Q| < \epsilon$, and there is a smooth function $g$ in $E^n$ satisfying a Lipschitz condition (see (4.15)) with the constant $\rho_n N$, such that $g = f$ in $Q$. 
(b) Let the $A_i$, $\epsilon_i$, and $K$ be as in Theorem 2. Let $P$ be closed in $E^n - K$ (it may have accumulation points in $K$). Let $f$ be defined in $P$ and satisfy (4.1). Then there is a set $Q \subseteq P$ which is closed in $P$ (and hence in $E^n - K$) such that $|P - Q| \cap A_i | < \epsilon_i$; and there is a function $g$ satisfying (4.15) in $E^n$ which is smooth in $E^n - Q^*$, where $Q^* = \bar{Q} - Q$, such that $g = f$ in $Q$.

(c) We may take $Q$ [in either (a) or (b)] so that $f$ is totally differentiable in $Q$ in terms of functions $f_1, \cdots, f_n$; we may then take $g$ so that $\partial g / \partial x_k = f_k$ in $Q (k = 1, \cdots, n)$.

(d) Given a positive continuous function $\eta(x)$ in $E^n - K$ [in $E^n$, for case (a)], we may make

$$|g(x) - f(x)| < \eta(x), \quad \text{if} \quad x \in P .$$

Remarks. It is no restriction to take $P$ closed (or closed in $E^n - K$). For if $P$ is not closed, it is easily seen that we may extend $f$ (uniquely) over $\bar{P}$ so that it is continuous there; then (4.1) now holds in $\bar{P}$. (We can in fact extend $f$ to satisfy (4.1) in $E^n$; see [3] or [4].) Note that, in (b), $Q^* \subseteq \bar{P} - P$; if $K$ is void, then $Q^*$ is void, and $g$ is smooth in $E^n$. As an immediate consequence of (4.15), we have

$$\left| \sum v_k \partial g(x)/\partial x_k \right| \leq \rho_n N \quad \text{if} \quad x \in E^n - Q^* , \quad |v| = 1 .$$

The hypothesis of total differentiability a.e. in $P$, together with

$$\left| \sum v_k f_k(x) \right| \leq N |v|$$

where the $f_k$ are defined, is not enough to give the theorem (unless, for instance, $P = E^n$), as simple examples show. (Compare the examples in H. Whitney [8].) If we wish to prove (4.3) rather than (4.15), the proof may be slightly simplified; of course (4.15) follows from (4.3) if $Q^* = 0$ (hence if $K = 0$). See also the remarks following Theorem 2.

Proof of Theorem 3. To prove the theorem, we first note that (a) is contained in (b); use $A_1 = E^n$, $\epsilon_1 = \epsilon$. Next, (d) will follow at once from (4.1) and (4.15) if we make sure that each point of $P$ is sufficiently close to some point of $Q$; this will clearly be the case if, in applying the proof of Theorem 2, we take the $\epsilon_j$ small enough. Also, just as in Theorem 2, (c) will hold. It remains to show that we can obtain the properties in (b), using the proof of Theorem 2. We do this here, except for showing that we can make $\rho_1 = 1$.

We must examine the proof of [7, Lemma 2]. First, since $f$ is totally differentiable a.e. in $P$ [6, p. 311], we may choose $Q$ as in the proof of Theorem 2;
recall that the $f_k$ are continuous in $Q$. We shall use a cubical subdivision of $E^n - \overline{Q}$, essentially as in [7]. For each integer $s$ (in [7], only $s \geq 0$ was used), let $K_s'$ be the set of all cubes of edge length $1/2^s$, the coordinates of whose corners are integral multiples of $1/2^s$. Let $K_s''$ consist of the cubes of $K_s'$ whose distances from $\overline{Q}$ are at least $6n^{1/2}/2^s$. Let $K_s$ consist of the cubes of $K_s''$ which are not in cubes of $K_{s-1}''$. Take any cube $C \subseteq K_s$; suppose $C \subseteq C'$, $C' \subseteq K_{s-1}'$. Then $\text{dist}(C', \overline{Q}) < 6n^{1/2}/2^{s-1}$. Therefore, clearly

$$6n^{1/2}/2^s \leq \text{dist}(C, \overline{Q}) < 13n^{1/2}/2^s, \quad C \subseteq K_s.$$ 

Take $C \subseteq K_s$, $C' \subseteq K_{s+2}$. Then each point of $C'$ is within

$$n^{1/2}/2^{s+2} + 13n^{1/2}/2^{s+2}$$

from $\overline{Q}$; hence

$$\text{dist}(C, C') \geq (5/2)n^{1/2}/2^s, \quad C \subseteq K_s, \quad C' \subseteq K_{s+2}.$$

Let $y^1, y^2, \cdots$ be the set of all corners of all cubes of all $K_s$. Choose $x^\nu \in \overline{Q}$ with $|x^\nu - y^\nu| = \text{dist}(y^\nu, \overline{Q})$. Let $b^\nu$ be the largest length of edge of any cube of any $K_s$ with $y^\nu$ as a corner, and let $l^\nu$ be the cube defined by

$$|x_i - y_i^\nu| \leq b^\nu_i (i = 1, \cdots, n).$$

Let $\phi^\nu_0$ be a smooth function which is positive within a fixed unit cube and is zero outside; by a translation and similarity transformation, define $\phi^\nu_l$, positive within $l^\nu$ and zero outside. Set $\phi^\nu = \phi^\nu_0/\Sigma\phi^\nu_0$; then $\phi^\nu$ is positive within $l^\nu$ and zero outside, and $\Sigma\phi^\nu = 1$ in $E^n - \overline{Q}$. Since there is at most some fixed number of shapes of cubes (of some $K_s$, and $K_{s+1}$ perhaps) forming any $l^\nu$, there is clearly a number $M_n \geq 1$ with the following property (compare [7, Section 10]): taking $|v| = 1$,

$$(4.6) \quad |\Sigma v_i \partial\phi^\nu_0/\partial x_i| < 2^s M_n \quad \text{if} \quad \phi^\nu_0(y) \neq 0 \quad \text{for some} \quad y \in C \subseteq K_s.$$

Extend $f$ to be continuous in $\overline{P}$ (if $\overline{P} \neq P$); (4.1) still holds. For any $x^* \in \overline{Q}$ and any $x \in E^n$, set

$$\psi(x; x^*) = f(x^*) + \sum f_i(x^*)(x_i - x_i^*);$$

this is the value at $x$ of the linear function approximating to $f$ at $x^*$. Then set

$$g(x) = \Sigma\phi^\nu(x) \psi(x; x^\nu), \quad x \in E^n - \overline{Q}.$$
It is not hard to show that if \( g = f \) in \( \bar{Q} \), then \( g \) is smooth in \( E^n - \bar{Q}^* \) and \( \partial g / \partial x_i = f_i \) in \( Q \); see the proof of \( [7, \text{Lemma 2}] \). We must still prove (4.15).

Take first any \( x \) and \( x' \) in \( E^n - \bar{Q} \); say for definiteness that

\[
\begin{align*}
  x &\in C \subseteq K_s, \\
  x' &\in C' \subseteq K_s', \quad s \geq s'.
\end{align*}
\]

Let \( x^* \) be a point of \( \bar{Q} \) nearest to \( x \). Since \( \sum \phi_\nu(x) = 1 \), we may write

\[
g(x) = f(x^*) + \sum_\nu \phi_\nu(x)[f(x^\nu) - f(x^*)] + \sum_{\nu, i} \phi_\nu(x)_i (x^\nu_i - x_i).
\]

Hence

\[
g(x') - g(x) = \sum_\nu [\phi_\nu(x') - \phi_\nu(x)][f(x^\nu) - f(x^*)]
\]

\[
+ \sum_{\nu, i} [\phi_\nu(x') - \phi_\nu(x)]_i (x^\nu_i - x_i) + \sum_{\nu, i} \phi_\nu(x)_i (x^\nu_i - x_i).
\]

We shall find a bound for each non-zero term. First we show that

\[
|\phi_\nu(x') - \phi_\nu(x)| |f(x^\nu) - f(x^*)| \leq 64NMn^{1/2} |x' - x|.
\]

Consider first any \( \nu \) such that \( \phi_\nu(x) \neq 0 \). Then by (4.6),

\[
|\phi_\nu(x') - \phi_\nu(x)| < 2^s M_n |x' - x|.
\]

Also, since

\[
|x^* - x| \leq \text{diam}(C) + \text{dist}(C, \bar{Q}) \leq 14n^{1/2}/2^s,
\]

\[
|y^\nu - x| \leq 2 \text{diam}(C) \leq 2n^{1/2}/2^s,
\]

\[
|y^\nu - x^\nu| \leq |x^* - y^\nu| \leq 16n^{1/2}/2^s,
\]

we have

\[
|x^\nu - x^*| \leq 32n^{1/2}/2^s,
\]

and hence

\[
|f(x^\nu) - f(x^*)| \leq 32Nn^{1/2}/2^s.
\]
These relations give (4.11). Next consider any $v$ such that $\phi_v(x') \neq 0$. Then (using inequalities like those above) we obtain

\[
|x' - x^*| \leq |x' - x| + |x - x^*| \\
\leq 18n^{1/2}/2s' + |x' - x| + 14n^{1/2}/2s' \leq 32n^{1/2}/2s' + |x' - x|.
\]

In the present case, (4.12) holds with $s'$. Suppose first that $|x' - x| < 18n^{1/2}/2s'$, then (4.11) follows. If $|x' - x| > 32n^{1/2}/2s'$, then $|x'' - x^*| < 2|x' - x|$, and since $|\phi_v(x') - \phi_v(x)| \leq 2$ and $4N < 64NMn^{1/2}$, (4.11) follows again.

Next we show that

\[
(4.13) \quad |\phi_v(x') - \phi_v(x)| \leq 40NMn^{1/2}|x' - x|.
\]

We may suppose that $\phi_v(x') \neq 0$, in which case $|x' - x^*| \leq 18n^{1/2}/2s'$, or $\phi_v(x) \neq 0$, in which case $|x' - x^*| \leq 18n^{1/2}/2s + |x' - x|$. In either case,

\[
|x_i - x_i'| \leq |x' - x^*| \leq 18n^{1/2}/2s' + |x' - x|.
\]

First suppose that $|x' - x| \leq 2n^{1/2}/2s'$. Then, by (4.5), $s \leq s' + 1$. Hence, using (4.6) with $s$ or $s'$ we get

\[
|\phi_v(x') - \phi_v(x)| \leq 2s'41Mn|x' - x|;
\]

since $|f_i(x''')| \leq N$, (4.13) follows. Next suppose that $|x' - x| > 2n^{1/2}/2s'$. Then $|\phi_v(x') - \phi_v(x)| \leq 2$, and $|x_i - x_i'| < 10|x' - x|$, giving (4.13) again.

Finally, we have

\[
(4.14) \quad |\phi_v(x)f_i(x')(x_i - x_i)| \leq N|x' - x|.
\]

There is clearly a number $c_n$ such that for any $x$, there are at most $c_n$ values
of \( v \) such that \( \phi_v(x) \neq 0 \). In the three groups of terms in (4.10), there are at most 
\( 2c_n, 2c_n^n, \) and \( c_n n \) non-zero terms respectively. Hence, by (4.11), (4.13) and 
(4.14), we have

\[
|g(x') - g(x)| \leq c_n N M_n n^{1/2} (128 + 80 n + n) |x' - x|
\]

which gives

\[
(4.15) \quad |g(x') - g(x)| \leq \rho_n N |x' - x|, \quad \rho_n = 209 c_n M_n n^{3/2}.
\]

If \( x \) and \( x' \) are in \( Q \), (4.15) follows from (4.1), since \( g = f \) (or the extended \( f \))
in \( \overline{Q} \). Suppose finally that \( x \in \overline{Q}, x' \in E^n - \overline{Q} \) (or vice versa). Let \( x'' \) be the 
last point of the segment \( xx' \) in \( \overline{Q} \). Then (4.1) holds for \( x \) and \( x'' \), and (4.15) holds 
for \( x'' \) and \( x' \), with \( x'' \) in \( x'' - x' \) and arbitrarily close to \( x'' \); hence (4.15) holds in 
all cases, and the proof is complete.

5. Lipschitz functions of one variable. We must prove Theorem 3, with \( n = 1, \)
\( \rho_1 = 1 \). The proof is elementary in nature; we do not need [7]. Find a closed 
subset \( Q_1 \) of \( E^1 - K \) (or of \( E^1 \), in case (a)) as in the proof of Theorem 2 (or 
Theorem 1, if we are only using (a)). Now (4.1) holds in \( Q_1 \), \( f_1 \) is continuous in 
\( Q_1 \), and \( f \) is smooth in terms of \( f_1 \) in \( Q_1 \) (see Section 3, above), that is, for each 
\( x \in Q_1 \) and each \( \epsilon' > 0 \) there is a \( \delta > 0 \) such that

\[
(5.1) \quad |f(x'') - f(x') - (x'' - x') f_1(x')| \leq \epsilon' |x'' - x'|
\]

if \( |x'' - x|, |x' - x| < \delta, \ x', x'' \in Q_1 \).

Let primes on functions denote differentiation. We shall find a set \( Q \) which is

closed in \( E^1 - K \), with \( |Q_1 - Q| < \epsilon^* \) in case (a) or \( |(Q_1 - Q) \cap A_i| < \epsilon_i^* \)
in case (b), and a function \( g \) which satisfies (4.1) in \( E^1 \) and is smooth in \( E^1 - K \), 
and such that \( g = f \) and \( g' = f_1 \) in \( Q \); for \( \epsilon^* \) or the \( \epsilon_i^* \) small enough, \( Q \) and \( g \) have 
the required properties.

Let \( I_1, I_2, \ldots \) be the closed intervals whose interiors fill out \( E^1 - Q_1 \cup K \). 
Extend \( f \) through \( E^1 \) so that (4.1) holds there; see [3] or [4]. Set \( g_0 = f \) in 
\( Q_1 \cup K \), and let \( g_0 \) be linear in the \( I_k \), so that \( g_0 \) is continuous in the closed 
intervals. Then \( g_0 \) is continuous in \( E^1 \), and satisfies (4.1) there.

We shall need the following lemma.

**Lemma 1.** Let \( \phi \) be defined and satisfy (4.1) in the closed interval \([a^*, b]\), 
and let \( \phi \) be linear in the subinterval \([a, b]\). Then there is an arbitrarily small
interval \([a', a'']\) about \(a\) such that \(\phi'(a')\) exists, and there is a function \(\psi\) in 
\([a^*, b]\) which equals \(\phi\) in 
\([a^*, a']\) U \([a'', b]\) and is smooth in \([a', b]\), and is such that \(\psi'(a') = \phi'(a')\), and for \(x\) in 
\([a', a'']\), \(\psi'(x)\) lies between \(\phi'(a')\) and \(\phi'(a'')\).

We use the notation \(\Delta \phi(x, y) = (\phi(y) - \phi(x))/(y - x)\). If \(\phi\) is linear in some interval \([x_0, b]\) with \(x_0 < a\), we may set \(\psi = \phi\). If not, we may choose \(c < a\) arbitrarily close to \(a\) so that \(\Delta \phi(c, a) \neq \Delta \phi(a, b)\). Suppose for definiteness that \(\Delta \phi(c, a) < \Delta \phi(a, b)\). Take \(a'' > a\) arbitrarily close to \(a\). Because of (4.1), \(\phi\) is absolutely continuous, and \(\phi(a'') - \phi(c) = \int_c^{a''} \phi'(x)dx\). Hence there is a point \(a'\) in \([c, a]\) such that \(\phi'(a')\) exists and

\[
\phi'(a') < \Delta \phi(a', a'') < \Delta \phi(a'', b) = \phi'(a'');
\]
that is, the tangents at \(a'\) and \(a''\) intersect at a point \(x\) between \(a'\) and \(a''\). Using these tangents except near \(x'\), and smoothing near \(x'\), gives the required \(\psi\).

We return to the theorem. Let \(x_1, x_2, \ldots\) be the set of end points of the intervals \(I_k\). Let \(I_i'\) be an interval about \(x_i\), of length \(< \epsilon_i''\) for some \(\epsilon_i''\) (see below), with one end point interior to an interval \(I_k\) with \(x_1\) as end point. Apply the lemma (or the lemma with \(x\) replaced by \(-x\)) to find an interior interval \(I_i' = [a_i', a_i'']\) about \(x_i\), and using \(\phi = g_0\) in \(I_i''\), define \(\psi = g\) in \(I_i'\). We may require that neither \(a_i'\) nor \(a_i''\) is any \(x\). In general, having found disjoint intervals \(I_1', \ldots, I_j-1', I_j''\), let \(x_k\) be the first point of the sequence which is in none of these, and let \(I_j''\) be an interval about \(x_k\), of length \(< \epsilon_j''\), disjoint from the preceding \(I_i'\). Apply the lemma as before to find \(I_j'\), and define \(g\) in \(I_j'\). Set \(g = g_0\) elsewhere in \(E^1\). Let \(Q\) be the set of points of \(Q_1\) interior to no \(I_j'\). For small enough \(\epsilon_j''\), the inequalities with \(\epsilon_i''\) or \(\epsilon_i^*\) hold. We shall show that \(g\) is smooth in \(E^1 - K\) and \(g' = f_1\) in \(Q\); the other properties of \(g\) are clear.

Clearly \(g'\) is continuous in a neighborhood of any point interior to an \(I_j'\) or an \(I_k\), that is, in \(E^1 - K U Q\). Now take any \(x \in Q\); we shall show that \(g'(x) = f_1(x)\) and \(g'\) is continuous at \(x\), considering only points \(x' \geq x\) for which \(g'(x')\) is defined. The same fact holds for \(x' \leq x\), and this will complete the proof. By definition of \(g\), this is true if \(x\) is the left hand end point of some \(I_j'\); suppose this is not the case.

Given \(\epsilon' > 0\), choose \(\delta\) so that (5.1) holds, and so that \(|f_1(x') - f_1(x)| < \epsilon'\) for \(x' \in Q_1\), \(|x' - x| < \delta\). Choose \(y > x\) in \(Q_1\) within \(\delta\) of \(x\). Now any difference quotient of \(f_1\) with points in \([x, y] \cap Q_1\), is within \(2\epsilon'\) of \(f_1(x);\) hence
clearly any difference quotient of \( g_0 \) in \([x, y]\) is within \( 2 \epsilon' \) of \( f_1(x) \). Hence, for any \( x' \) in \([x, y]\) such that \( g_0(x') \) exists, \( |g_0'(x') - f_1(x)| < 2 \epsilon' \). Because of the last property in the lemma, \( |g'(x') - f_1(x)| < 2 \epsilon' \) if \( g'(x') \) exists. Since \( g(x') - g(x) = \int_x^{x'} g'(t) \, dt \), this shows that \( g'(x) \) exists (as a right hand derivative) and equals \( f_1(x) \), and proves the required continuity.

6. Functions with totally differentiable \( m \)th partial derivatives. We shall prove a theorem corresponding to \((a) \rightarrow (c)\) in Theorem 1; the extension to the case corresponding to Theorem 2 is clear.

**Theorem 4.** Let \( f \) and its partial derivatives of order \( \leq m \) be defined in a bounded open set \( P \subset \mathbb{R}^n \), and let each \( m \)th partial derivative be totally differentiable a.e. in \( P \). Then for each \( \epsilon > 0 \) there is a closed set \( Q \subset P \) such that \( |P - Q| < \epsilon \), and there is a function \( g \) with continuous \((m + 1)\)th partial derivatives in \( \mathbb{R}^n \) such that all partial derivatives of \( f \) of order \( \leq m + 1 \) exist in \( Q \) and equal those of \( g \) there. In particular, \( g = f \) in \( Q \).

Because of Theorem 1, we may suppose \( m \geq 1 \). We use the notation of \([7]\); thus

\[
\frac{f_k(x)}{k!} (x' - x)^k = \frac{f_{k_1 \cdots k_n}(x_1, \cdots, x_n)}{k_1! \cdots k_n!} (x_1' - x_1)^{k_1} \cdots (x_n' - x_n)^{k_n}
\]

[do not confuse with the earlier \( f_k(x) \), \( \sigma_k = k_1 + \cdots + k_m \) and so on. Also

\[
f_{k_1 \cdots k_n} = \partial^{\sigma_k} f / \partial x_1^{k_1} \cdots \partial x_n^{k_n}
\]

where defined.

Take any \( k \) with \( \sigma_k = m - 1 \), and any integers \( i \) and \( j \). Since \( \partial f_k / \partial x_i \) and \( \partial f_k / \partial x_j \) are defined in \( P \) and are totally differentiable a.e. in \( P \), it follows that their partial derivatives \( \partial^2 f_k / \partial x_i \partial x_j \) and \( \partial^2 f_k / \partial x_j \partial x_i \) exist a.e. in \( P \); by a theorem of Currier \([1]\), these are equal a.e. in \( P \). Where this is so for all \( i, j \), it is clear that we may define \( f_k \) with \( \sigma_k = m + 1 \) uniquely. Let \( P' \) be the subset of \( P \) in which the \( f_k \) exist for \( \sigma_k \leq m + 1 \), and each \( f_k(\sigma_k = m) \) is totally differentiable in terms of the \( f_l \) \( (l_i \geq k, \sigma_l = m + 1) \); then \( |P - P'| = 0 \). As seen in Section 2, the \( f_k \) are measurable.

As in \([7]\), let \( \psi_k(x'; x) \), for \( \sigma_k \leq m \), be the value at \( x' \) of the polynomial of degree at most \( m - \sigma_k \) which has the same value and partial derivatives of order \( \leq m - \sigma_k \) at \( x \) as \( f_k \). Then

\[
\psi_k(x'; x) = \sum_{\sigma_l \leq m - \sigma_k} \frac{f_{k+l}(x)}{l!} (x' - x)^l.
\]
Let $R_k(x';x)$ be the corresponding remainder in Taylor's expansion:

\begin{equation}
R_k(x';x) = f_k(x') - \psi_k(x';x), \quad \sigma_k \leq m.
\end{equation}

Define $\psi_k'$ and $R_k'$ similarly for $x \in P'$, with $m$ replaced by $m + 1$. We shall say a remainder $R_k'$ is of order $m'$ at $x^0$ if the following is true. For each $\varepsilon' > 0$ there is a $\delta > 0$ such that

\begin{equation}
|R_k(x; x^0)| \leq \varepsilon' |x - x^0|^{m'} \quad \text{if} \quad |x - x^0| < \delta.
\end{equation}

Recall from [7] that in a closed set, $f$ is of class $C^{m+1}$ in terms of the $f_k(\sigma_k \leq m + 1)$ if and only if each $R_k'$ is of order $m + 1 - \sigma_k$ uniformly in a neighborhood of each point.

With the help of Lemma 2 below, we prove Theorem 4 as follows. By Lusin's Theorem, there is a closed set $Q' \subset P'$ with $|P' - Q'| < \varepsilon/2$ such that each $f_k(x)$ with $\sigma_k = m + 1$ is continuous in $Q'$; that is, $R_k^k(\sigma_k = m + 1)$ is of order 0 in $Q'$. For each integer $i$ and each $x^0 \in Q'$, let $\delta_i(x^0)$ be the upper bound of numbers $\delta \leq 1$ such that (6.3) holds with $m' = m - \sigma_k + 1$, $\varepsilon' = 1/2^i$, for all $k$ with $\sigma_k \leq m + 1$. Then by the lemma, $\delta_i(x^0) > 0$ in $Q'$. As in Section 2, we see that the $\delta_i(x)$ are measurable. Find sets $Q_k$ as in Section 2, and set $Q = Q_1 \cap Q_2 \cap \cdots$. Then clearly $f$ is of class $C^{m+1}$ in $Q$ in terms of the $f_k$, and hence [7, Lemma 2] $f$ may be extended from $Q$ over $E^n$ so that

$$
\partial^{\sigma_k f}/\partial x_1^{k_1} \cdots \partial x_n^{k_n} = f_k
$$

in $Q$. This extension is the required $g$. There remains to prove

**Lemma 2.** Let $P$ be open, let

$$
\partial^{\sigma_k f}/\partial x_1^{k_1} \cdots \partial x_n^{k_n} = f_k
$$

in $P$ for $\sigma_k \leq m$, let $f_k(x^0)$ be defined for $\sigma_k = m + 1$, and let the $f_k(\sigma_k = m)$ be totally differentiable in terms of the $f_k(\sigma_k = m + 1)$ at $x^0$. Define $R'_k(x; x^0)$ as above. Then $R'_k$ is of order $m - \sigma_k + 1$ at $x^0$ if $\sigma_k \leq m - 1$.

Note that the hypothesis shows that $R'_k$ for $\sigma_k = m$ is of order 1 at $x^0$. Suppose we have proved Lemma 2 for the case that $f_k(x^0) = 0$ for all $k$, $\sigma_k \leq m + 1$. Then it holds for the general case. For set

$$
\bar{f}_k(x) = f_k(x) - \psi_k(x; x^0) - R_k(x; x^0) \quad (\sigma_k \leq m + 1);
$$

then $\bar{f}_k(x^0) = 0$. Also, since $\bar{\psi}_k(x; x^0) = 0$ (using the $\bar{f}_k$), $\bar{R}_k'(x; x^0) = R_k'(x; x^0)$. 


ON TOTALLY DIFFERENTIABLE AND SMOOTH FUNCTIONS

Since the $R_k$ are of order $m - \sigma_k + 1$ at $x^0$ for $\sigma_k = m$, the lemma shows that this is true also for $\sigma_k < m$. Thus $R_k = \tilde{R}_k$ is of order $m - \sigma_k + 1$ at $x^0$, as required.

We shall need Taylor's Theorem with exact remainder:

**Lemma 3.** Let $\phi$ be a function of one variable such that $\phi^{(h)} = d^h\phi/dx^h$ exists for $h \leq m'$ in an interval and is bounded. Then

$$\phi(t_1) = \sum_{h=0}^{m'} \frac{\phi^{(h)}(t_0)}{h!} (t_1 - t_0)^h + \frac{1}{(m' - 1)!} \int_0^{t_1} (t_1 - s)^{m'-1} [\phi^{(m')}(s) - \phi^{(m')}(t_0)] \, ds.$$ 

Since $\phi^{(m')}$ is bounded, $\phi^{(m'-1)}$ satisfies a Lipschitz condition; hence for any smooth $\alpha$, $\beta = \alpha \phi^{(m'-1)}$ is absolutely continuous, and

$$\int_a^b (d\beta/dt) \, dt = \beta(b) - \beta(a).$$

Therefore the usual proof applies.

We return to Lemma 2, assuming $f_k(x^0) = 0 (\sigma_k \leq m + 1)$. Set

$$x^i = (x_1, \ldots, x_i, x_{i+1}, \ldots, x_n);$$

then $x^i = x$. Take any $i > 0$, and any $k$ with $\sigma_k \leq m - 1$. Set $m' = m - \sigma_k$, $k(i) = (k_1, \ldots, k_i + m', \ldots, k_n)$, and

$$x^i(s) = (x_1, \ldots, x_{i-1}, s, x_{i+1}, \ldots, x_n).$$

Then $x^i(x^0) = x^{i-1}$, $x^i(x^0) = x^i$. For some $\delta_1 > 0$, the $f_k(x)$ ($\sigma_k \leq m$) are bounded for $|x - x^0| < \delta_1$. Lemma 3 gives

$$f_k(x^i) = \psi_k(x^i; x^{i-1}) + \frac{1}{(m' - 1)!} \int_{x^0}^{x^i} (x_i - s)^{m'-1} \{f_k(i)[x^i(s)] - f_k(i)(x^{i-1})\} \, ds.$$ 

Since $f_1(x^0(s)) = R_1(x^0(s); x^0)$, and so on, the definition of $R_k$ gives

$$R_k(x^i, x^{i-1}) = \frac{1}{(m' - 1)!} \int_{x^0}^{x^i} (x_i - s)^{m'-1} \times [R_k(i)[x^i(s); x^0] - R_k(i)(x^{i-1}; x^0)] \, ds.$$
For a certain $\epsilon^*$ chosen below, choose $\delta \leq \delta_1$ so that

$$|R_1(x'; x^0)| \leq \epsilon^* |x' - x^0| \quad \text{if} \quad \sigma_1 = m, \quad |x' - x^0| < \delta.$$  

Then if $|x - x^0| < \delta$, using $|x^i(s) - x^0| \leq |x - x^0|$ for $x^0_i \leq s \leq x_i$, and so on, gives

$$|R_k(x^i; x^0)| \leq \frac{2\epsilon^* |x - x^0|}{(m' - 1)!} \int_{x^0_i}^{x_i} (x^i - s)^{m'-1} ds \leq \frac{2\epsilon^* |x - x^0|^{m'+1}}{m'}.$$  

Now in [7, (6.3)], subtract $f_k(x^0)$ from both sides, and change $x, x', x''$ to $x^{i-1}, x^i, x$ respectively; this gives

$$R_k(x; x^{i-1}) - R_k(x; x^i) = \sum_{\sigma_i \leq m - \sigma_k} \frac{R_{k+1}(x^i; x^{i-1})}{l!} (x - x^i)^l.$$  

Hence,

$$|R_k(x; x^{i-1}) - R_k(x; x^i)| \leq 2\epsilon^* |x - x^0|^{m - \sigma_k + 1} \sum_{\sigma_i \leq m - \sigma_k} \frac{1}{(m - \sigma_k - \sigma_l)! l!}.$$  

Let $A_k$ denote the sum, and let $A$ be the largest $A_k$. Since $R_k(x; x^0) = R_k(x; x^0)$ for the case at hand, adding the inequalities for $i = 1, \cdot \cdot \cdot, n$ gives

$$|R_k(x; x^0)| \leq 2nA \epsilon^* |x - x^0|^{m - \sigma_k + 1}.$$  

Given $\epsilon' > 0$, set $\epsilon^* = \epsilon'/2nA$, and choose $\delta$ accordingly; this inequality then completes the proof.
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