LINEAR FUNCTIONAL EQUATIONS AND INTERPOLATION SERIES

PHILIP J. DAVIS
1. Introduction. The question of obtaining complete sets of solutions for a given linear partial differential equation is of the greatest interest from the theoretical as well as from the computational point of view. For constructing such sets, several methods of considerable generality have been proposed. Thus, for instance, Bergman [3] has introduced an integral operator which provides a means for the generation of complete sets when the differential equation is of the second or the fourth order. Extensions may be made to higher orders. By means of Bergman's operator, the space of analytic functions of a single complex variable is mapped upon the space of solutions of the given differential equation, and the process yields a generalization of the operator Re in the case of harmonic functions.

Complete sets of solutions may also be found by a method which is analogous to Runge's method of approximation in the theory of analytic functions. A description of this may be found in [6, p. 282]. This scheme has the practical drawback of requiring a knowledge of a fundamental singularity for the differential equation, a function which is known explicitly for but few differential equations.

In the present paper, we adopt a different point of view and study possible representations of solutions of linear functional equations of a certain class, and the generation of complete sets of such solutions by means of generalized interpolation series. By this is meant a biorthogonal series of the form

\[ f \sim \sum_{n=0}^{\infty} L_n(f) \phi_n ; \quad L_m(\phi_n) = \delta_{mn} . \]

Here \( \{L_n\} \) is a sequence of linear functionals. When each \( L_n \) is a point or a linear differential operator, then the series (1) reduces to a classical interpolation series. Our method is, essentially, to reduce the problem of the solution of the linear functional equation to a problem involving a denumerable infinity
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of interpolatory conditions. An interpolatory procedure then yields an operator which may be cast into integral form, and which maps an appropriate space of functions onto a subspace of solutions.

In order to carry out this method with ease, it is convenient to deal with Hilbert spaces $H$ of functions, $H$ being supposed to possess a reproducing kernel [cf. 5, 1], to restrict our basic functional equations to those possessing certain boundedness properties with respect to $H$, and to consider only solutions which lie in $H$. These assumptions will cause no difficulty in many instances where the existence and regularity of solutions may be known beforehand from independent considerations. Our work, therefore, falls mainly within the region of representation theory.

It is our principal aim to construct interpolation series which converge in preassigned regions to solutions of linear functional equations, and, by way of corollary, to construct complete systems of solutions. This is carried out in §§2-4. In §§5 and 6 we discuss some related topics, while in the final sections we take up the problem of systems of equations. The work is applicable to linear differential equations, both ordinary and partial, in an arbitrary number of variables, or of systems of such equations.

2. Reduction to an interpolatory problem. For the sake of definiteness, but realizing that restrictions other than the ones about to be set forth may prove useful in other circumstances, we shall deal with $n$ complex variables

$$z_j = x_j + iy_j \quad (j = 1, \ldots, n),$$

and shall designate by $B$ a fixed $2n$-dimensional region in the space $Z = (z_1, \ldots, z_n)$ of the $n$ complex variables. We shall designate by $L^2(B)$ the class of functions $f$ which are single-valued analytic functions of $z$, are regular in $B$, and are such that

$$||f||^2 = \int_B |f|^2 \, d\omega < \infty; \quad d\omega = dx_1 \cdots dx_n \, dy_1 \cdots dy_n.$$  

(2)

It may sometimes prove expedient to introduce a weight function in (2). By $L$, we shall designate a fixed linear operator defined on $L^2(B)$ and with the property that $L(f)$, $f \in L^2(B)$, is regular analytic in $B$. Additional conditions on $L$ will be required below. We shall be concerned with representations of solutions of class $L^2(B)$ of the functional equation

$$L(f) = 0.$$  

(3)
A principal application will be the case in which $L$ is a partial differential operator of the $k$th order:

$$L(f) = \sum_{i_1+i_2+\cdots+i_n=k} a_{i_1,i_2,\ldots,i_n} \frac{\partial^k f}{\partial z_1^{i_1} \partial z_2^{i_2} \cdots \partial z_n^{i_n}} + \cdots,$$

where the $+\cdots$ in (4) indicates the presence of partial derivatives of order $< k$. If now all the coefficients in (4) are regular in $B$, then so also will $L(f)$ be regular in $B$. It is to be remarked that the case $n = 1$ which leads in (4) to an ordinary differential equation is not excluded.

Let $\{ L_n \}$ $(n = 0, 1, \ldots)$ be a sequence of linear functionals each of which is defined over the set $R$ of functions which are regular in $B$ and which possess the following two additional properties:

(a) The set $\{ L_n \}$ is complete\(^1\) for $R$; that is, if $f \in R$ and $L_n(f) = 0$ ($n = 0, 1, \ldots$), then $f = 0$.

(b) Each linear functional $\tilde{L}_n = L_n(L)$ is bounded over $L^2(B)$; that is, for each $k$, there exists a positive constant $M_k$ such that

$$|\tilde{L}_k(f)| < M_k \| f \|$$

for all $f \in L^2(B)$.

In connection with (b), let us observe that the composite operator

$$\tilde{L}_n(f) = L_n(L(f))$$

is a linear functional from $L^2(B)$ onto the complex numbers.

**Example.** Let $L$ be the differential operator (4) with coefficients regular in $B$. Set

$$L_k(f) = \left. \frac{\partial^{m_1+m_2+\cdots+m_n} f}{\partial z_1^{m_1} \partial z_2^{m_2} \cdots \partial z_n^{m_n}} \right|_{z_j = z_j^*},$$

where $k = k(m_1, m_2, \ldots, m_n)$ refers to a fixed indexing of the $n$-tuples of non-negative integers $m_1, m_2, \ldots, m_n$, and where the point $Z^* = (z_1^*, z_2^*, \ldots, z_n^*)$ is interior to $B$. It is clear that condition (a) holds for the selection (6). Let us
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\(^1\)Banach [2, p. 42] calls such sets *total.*
next examine $\widetilde{L}_n$, which is (6) acting on (4). In this case $\widetilde{L}_n(f)$ is a finite linear combination with constant coefficients of mixed partial derivatives of $f$ evaluated at $Z = Z^*$. To show that condition (b) is satisfied, it suffices to show that any linear functional of the form (6), with $Z^*$ interior to $B$, is bounded over $L^2(B)$. This is a consequence of the fact that the functionals (6) have a representation as Cauchy integrals with the path of integration lying in $B$, and hence are applicable term by term to any series of analytic functions which converges uniformly in a neighborhood of $Z^*$. Now let

$$\phi_m(Z) = \phi_m(z_1, z_2, \ldots, z_n)$$

be a complete orthonormal system for $L^2(B)$. Each $f \in L^2(B)$ possesses a Fourier expansion

$$f(Z) = \sum_{n=0}^{\infty} a_n \phi_n(Z); \quad \sum_{n=0}^{\infty} |a_n|^2 = ||f||^2 < \infty,$$

convergent uniformly in every closed bounded subregion of $B$. Hence

$$L_k(f) = \sum_{n=0}^{\infty} a_n L_k(\phi_n(Z)),$$

the series (8) converging for all selections $a_n$ with $\sum_{n=0}^{\infty} |a_n|^2 < \infty$. By a lemma of Landau, this implies that

$$\sum_{n=0}^{\infty} |L_k(\phi_n(Z))|^2 < \infty,$$

and the Schwarz inequality applied to (8) yields

$$|L_k(f)|^2 \leq ||f||^2 \sum_{n=0}^{\infty} |L_k(\phi_n)|^2.$$

This establishes (b).

For analytic functions of a single complex variable, complete sets of functionals $\{L_n\}$ of a wide variety are known. We can, for instance, replace (6) (in the 1-dimensional case) by

$$L_k(f) = f(Z_k); \quad \lim_{k \to \infty} Z_k = Z^*; \quad Z_k, Z^* \text{ interior to } B.$$
If we are dealing with differential equations with nonconstant coefficients, such a selection may reduce the complexity of the subsequent formal work. The points $Z_k$ need not have an accumulation point interior to $B$ as is suggested by \((11)\), but, as in the Blaschke theory for the unit circle, may only have a weak accumulation of points on the boundary. In the theory of analytic functions of several complex variables, questions of the completeness of linear functionals are largely uninvestigated. However, certain sets in addition to \((6)\) are known. Thus, for example, we may select the set \((11)\) with the added restriction that the points $Z_k$ do not lie on an analytic hypersurface \([10, p. 39]\).

The functionals \((6)\) and \((11)\) are the usual "point" functionals met in interpolatory function theory. However, complete sets of integral functionals usually associated with orthogonal expansions may also be employed here. Within an $L^2$ theory, for complex analytic functions the distinction between these two types is weak, and persists only in certain discussions \([8]\).

Under the foregoing hypotheses, we have the following result.

**Theorem 1.** The linear functional equation $L(u) = 0$ possesses a nontrivial solution of class $L^2(B)$ if and only if the set of functionals $\{\widehat{L}_n\}$ is incomplete for $L^2(B)$.

**Proof.** Suppose first that $\{\widehat{L}_k\}$ is incomplete. Then there exists an $f \in L^2(B)$ which does not vanish identically and such that $\widehat{L}_k(f) = 0 \ (k = 0, 1, \cdots)$. That is, $L_k(L(f)) = 0$ for $k = 0, 1, \cdots$. By hypothesis, $L(f)$ is regular in $B$. Since therefore $\{L_k\}$ is complete for the class of regular functions in $B$, we must have $L(f) = 0$. Conversely, let these begin a nontrivial $f \in L^2(B)$ such that $L(f) \neq 0$ in $B$. Then

$$\widehat{L}_k(f) = L_k(L(f)) = 0,$$

so that the incompleteness of $\{\widehat{L}_k\}$ follows.

In this way, the consideration of the functional equation $L(f) = 0$ may be reduced to a consideration of the denumerable infinity of interpolation conditions of the type\(^2\)

$$\widehat{L}_k(f) = 0 \quad (k = 0, 1, \cdots).$$

It is frequently of importance to be able to solve this equation subject to the auxiliary conditions

---

\(^2\)Interpolation problems of this type, where the functionals involved are point functionals have been considered in Bergman, Mémorial Sciences Math., vol. 106, pp. 46-48.
where $A_n$ designates a linear functional which we shall again assume is bounded over $L^2(B)$. Let now $\{\hat{L}_n\}$ be an augmented set of linear functionals which includes both the sets $\{\widetilde{L}_n\}$ and $\{A_n\}$, but only these; that is, each $\hat{L}_n$ is either an $\widetilde{L}_n$ or an $A_n$, while every $\widetilde{L}_n$ and every $A_n$ is some $\hat{L}_n$. We may now state the following result.

**Theorem 1'.** The linear functional equation (3), under the auxiliary conditions (12), possesses a nontrivial solution of class $L^2(B)$ if and only if the set of linear functionals $\{L_n\}$ is incomplete for $L^2(B)$.

Thus it appears that, from our present point of view, the role played by the auxiliary conditions (12) is indistinguishable from that of the functional equation itself. In the notation used later, the circumflex $^\wedge$ will indicate the presence of auxiliary conditions; that is, we deal with the equation (3) and derive from it a set of functionals $\{\widetilde{L}_n\}$, but when auxiliary conditions are present, the set $\{\widetilde{L}_n\}$ will be augmented to yield $\{\hat{L}_n\}$. It should also be observed that, in eigenvalue problems, the operator $L$ may involve a parameter $\lambda$. In such cases, the functionals $\widetilde{L}_n$ and $\hat{L}_n$ will also involve this parameter.

3. Representation of solutions. We reproduce here, for convenience of reference, the following theorem on double orthogonality which was established in a previous paper [12].

**Theorem 2.** Let $\{\hat{L}_k\}$ be a set of linear functionals each of which is defined and bounded over $L^2(B)$. The set $\{\hat{L}_k\}$ will be assumed independent. There then exists a set of functions $\{\phi^*_k(Z)\}$ $(k = 0, 1, \ldots)$ and a set of linear functionals $\{\widetilde{L}_k\}$ $(k = 0, 1, \ldots)$ which possess the following properties:

(a) Each $\phi^*_k$ is of class $L^2(B)$ and the set is orthonormal over $B$:

\[
\int_B \phi^*_i \phi^*_k \, d\omega = \delta_{ik}.
\]

(b) Each $\widetilde{L}_k^*$ is a finite linear combination of the functionals $\widetilde{L}_k$:

\[
\widetilde{L}_k^* = \sum_{p=0}^k a_{kp} \widetilde{L}_p \quad (k = 0, 1, \ldots)
\]

for an appropriate set of constants $a_{kp}$.
(c) The sets \( \{ \tilde{L}_k^* \} \) and \( \{ \phi_k^* \} \) are biorthonormal:

\[
\tilde{L}_i^*(\phi_k^*) = \delta_{i,k}.
\]

(d) For all \( f \in L^2(B) \), we have

\[
\tilde{L}_k^*(f) = \int_B f \phi_k^* d\omega.
\]

(e) The functions \( \phi_k^* \) may be obtained by taking the set \( \{ \phi_k \} \) and orthonormalizing them by the Gram-Schmidt process.

(f) The set \( \{ \phi_k^* \} \) is complete for \( L^2(B) \) if and only if the set \( \{ \tilde{L}_k \} \) is complete for \( L^2(B) \).

In (17),

\[
K_B(Z; \overline{W}) = K_B(z_1, z_2, \ldots, z_n; \overline{w}_1, \overline{w}_2, \ldots, \overline{w}_n)
\]

designates the Bergman kernel function for the domain \( B \), and in our notation an asterisk * used with the symbols for either functions or functionals indicates that the corresponding set of functions or functionals is orthonormal. Starting from a given \( B \) and a given ordered set \( \{ \tilde{L}_k \} \), the sets \( \{ \tilde{L}_k^* \} \) and \( \{ \phi_k^* \} \) are determined uniquely, and we shall speak of them as being the biorthogonal sets associated with \( \{ \tilde{L}_k \} \) and \( B \).

The inner products

\[
(\phi_i, \phi_j) = \int_B \phi_i \overline{\phi_j} d\omega,
\]

which occur in the orthonormalizing process, may be easily evaluated in terms of \( K_B(Z; \overline{W}) \). We have, from (16), (17), and the orthonormal expansion for \( K_B \),

\[
(\phi_i, \phi_j) = L_{j, z} [L_{i, \overline{w}} K_B(Z; \overline{W})].
\]

If we introduce the determinants

\[
D_n = |(\phi_i, \phi_j)| \quad (i, j = 0, 1, \ldots, n),
\]

\footnote{The notation \( L_n, \overline{w} \) means that \( L_n \) is to be applied to \( K_B \) as a function of \( \overline{w} \).}
then we have

\begin{equation}
\phi_n^*(Z) = (D_{n-1} D_n)^{-\frac{1}{2}} \left| \begin{array}{c}
(\phi_0, \phi_0), \ldots, (\phi_0, \phi_n) \\
\vdots \\
(\phi_{n-1}, \phi_0), \ldots, (\phi_{n-1}, \phi_n) \\
\phi_0(Z), \ldots, \phi_n(Z)
\end{array} \right|
\end{equation}

while

\begin{equation}
a_{ni} = (-1)^i (D_{n-1} D_n)^{-\frac{1}{2}} \left| \begin{array}{c}
(\phi_0, \phi_0), \ldots, (\phi_0, \phi_{i-1}), (\phi_0, \phi_{i+1}), \ldots, (\phi_0, \phi_n) \\
\vdots \\
(\phi_{n-1}, \phi_0), \ldots, (\phi_{n-1}, \phi_{i-1}), (\phi_{n-1}, \phi_{i+1}), \ldots, (\phi_{n-1}, \phi_n)
\end{array} \right|
\end{equation}

In view of the orthonormality of the functions $\phi_k^*$, we may form the kernel function

\begin{equation}
K_f(Z; \overline{W}) = \sum_{k=0}^{\infty} \phi_k^*(Z) \overline{\phi_k^*(W)},
\end{equation}

the series (23) converging uniformly and absolutely for $Z$ and $W$ confined to any closed bounded subset of $B \times B$ and defining there an analytic function of $z_1, z_2, \ldots, z_n$ and an anti-analytic function of $w_1, w_2, \ldots, w_n$. If the system $\{\phi_k^*\}$ is complete for $L^2(B)$, then $K_f$ must coincide with $K_B$. If auxiliary conditions are present, we replace (23) by

\begin{equation}
K_f(Z; \overline{W}) = \sum_{k=0}^{\infty} \hat{\phi}_k^*(Z) \overline{\hat{\phi}_k^*(W)},
\end{equation}

where $\{\hat{\phi}_k^*\}$ and $\{\hat{L}_k^*\}$ are the biorthonormal sets associated with $\{\hat{L}_k^*\}$ and $B$.

Combining this observation with Theorem 1, we have the following result:

**Theorem 2.** The functional equation (3) (augmented, possibly, by
auxiliary conditions \((12)\) possesses nontrivial solutions of class \(L^2(B)\) if and only if \(K_I \neq K_B\), or if and only if \(K_I(Z; \bar{Z}) < K_B(Z; \bar{Z}), Z \in B\).

If we admit the possibility of a nontrivial solution, the kernel \(K_I\) may be thought of as an "incomplete" kernel for \(B\) relative to the functional equation \((3)\). It is wholly accessible to computation via \((19)-(23)\) once \(K_B\) has been established. Moreover, \(K_I\) may be used to project the space \(L^2(B)\) onto the linear subspace \(S\) of solutions:

**Theorem 3.** The function \(g(Z)\) is a solution of \((3)\) of class \(L^2(B)\) if and only if there exists an \(f \in L^2(B)\) for which

\[
T(f) = g(Z) = f(Z) - \int_B K_I(Z, \bar{W}) f(W) d\omega_W,
\]

or alternately, for which

\[
T(f) = g(Z) = f(Z) - \sum_{k=0}^{\infty} \mathcal{L}_k^*(f) \phi_k^*(Z).
\]

Appropriate changes must be made if auxiliary conditions \((12)\) are present.

**Proof.** We observe that in view of \((16)\) and \((23)\), \((24)\) and \((24')\) are equivalent. For a given \(f \in L^2(B)\), construct a \(g\) by means of \((24')\). Since the quantities \(\mathcal{L}_n^*(f)\) are Fourier coefficients of \(f\), the sum in \((24')\) is of class \(L^2(B)\). Thus also \(g \in L^2(B)\). As remarked previously, \(g\) will be a solution of \((3)\) if \(\mathcal{L}_k^*(g) = 0\) \((k = 0, 1, \ldots)\). By \((14)\), this is equivalent to \(\widetilde{L}_k^*(g) = 0\) \((k = 0, 1, \ldots)\). In view of the boundedness of \(\widetilde{L}_k^*\) over \(L^2(B)\), we have

\[
\widetilde{L}_k^*(g) = \widetilde{L}_k^*(f) - \sum_{n=0}^{\infty} \widetilde{L}_n^*(f) \mathcal{L}_n^*(\phi_n^*) = \widetilde{L}_k^*(f) - \widetilde{L}_k^*(f) = 0.
\]

The last equality follows from \((15)\). Thus \(g\) is a solution. Conversely, if \(g\) is a solution of class \(L^2(B)\) we shall have

\[
\widetilde{L}_k^*(g) = L_k^*(L(g)) = 0 \quad (k = 0, 1, \ldots),
\]

so that \((24')\) holds with \(f = g\).

Equation \((24)-(24')\) yields a projection of \(L^2(B)\) onto the subspace \(S\) of solutions. The partial sums of \((24')\),
have the usual minimum property of Fourier series; that is, for each \( N \) they solve the minimization of the integral

\[
I_N = \int_B \left| f - \sum_{k=0}^{N} a_k \phi_k(Z) \right|^2 d\omega.
\]

On the other hand, the series in (24') has two characters: it is simultaneously a Fourier series and an interpolation series as well. This means that the partial sum

\[
S_N = \sum_{k=0}^{N} \tilde{L}_k^*(f) \phi_k^*(Z)
\]

is that linear combination of \( \phi_0^*, \phi_1^*, \ldots, \phi_N^* \) which interpolates to \( f \) in the sense that

\[
\tilde{L}_k^*(S_N(Z)) = \tilde{L}_k^*(f) \quad (k = 0, 1, \ldots, N),
\]

or, equivalently,

\[
\tilde{L}_k(S_N(z)) = \tilde{L}_k(f) \quad (k = 0, 1, \ldots, N),
\]

Once \( K_B \) is known, and if \{ \( L_k \) \} is a sequence of point or differential operators, then no integrals extended over \( B \) of the inner product type need actually be computed to obtain either \( \phi_n^* \) or the series expansion in (24'). The explicit orthogonalization formulas of Gram-Schmidt (20)-(22) are equivalent to an interpolation series of Newton type with respect to the sequence \{ \( \widetilde{L}_n \) \}. For a fixed \( N \), formulas of the Lagrange type may be developed, and may prove to be more convenient.

In view of the reproducing property of \( K_B \), we may write (24) in the form

\[
T(f) = g(Z) = \int_B K_B(Z; \overline{W}) f(\overline{W}) d\omega_W - \int_B K_I(Z; \overline{W}) f(\overline{W}) d\omega_W,
\]

so that by introducing the kernel
we have the representation

\[(31)\quad g(Z) = \int_B K_S(Z; \overline{W}) f(W) \, d\omega_W.\]

If \( f \in S \), then \( g(Z) = f(Z) \) inasmuch as

\[
\hat{L}_n^*(f) = L_n^*(L(f)) = 0 \quad (n = 0, 1, \ldots).
\]

Thus, \( K_S(Z; \overline{W}) \) is a reproducing kernel for the subspace \( S \) and as such, may be proved unique (that is, nondependent upon the selection \( \{L_n\} \) in the usual way. \( K_S(Z; \overline{W}) \) may also be defined by

\[(32)\quad K_S(Z; \overline{W}) = \sum_k \psi_k(Z) \overline{\psi_k(W)},\]

where \( \{\psi_k\} \) is any orthonormal set which is complete for \( S \). In the case of ordinary differential equations, the sum in \( (32) \) will consist of a finite number of terms. In the case of ordinary differential equations of infinite order or of partial differential equations, there will, in general, be an infinity of terms present.

The incomplete kernel \( K_I \) may be identified as the kernel of the orthogonal complement \( S^\perp \) of \( S \), and the utility of the backward decomposition of \( K_B \) given by \( (30) \) lies in relative accessibility of \( K_I \) as opposed to \( K_S \). Let us note also the orthogonality relationship

\[(33)\quad \int_B K_S(Z; \overline{W}) K_I(\overline{W}; \overline{X}) \, d\omega_W = 0,\]

which follows from \( (30) \) and from the reproducing properties of \( K_S \) and \( K_B \) over \( S \) and \( L^2(B) \), respectively.

For \( f \in S \), we have, by \( (31) \) and the Schwarz inequality,

\[(34)\quad |f|^2 < ||f||^2 \int_B K_S(Z; \overline{W}) K_S(\overline{Z}; \overline{W}) \, d\omega_W = ||f||^2 [K_B(Z; \overline{Z}) - K_I(Z; \overline{Z})].\]

The inequality \( (34) \) is a wide generalization of the Schwarz Lemma for functions
regular in the unit circle. Finally, we may generate complete sets of solutions in the following way:

**Theorem 4.** Let \( \vartheta_n(Z) \ (n = 0, 1, \ldots) \) be a complete set for \( L^2(B) \); then the functions

\[
\psi_n(Z) = T(\vartheta_n) = \int_B K_S(Z, \overline{W}) \vartheta_n(W) d\omega_W
\]

\[
= \vartheta_n(Z) - \sum_{k=0}^{\infty} \hat{L}_k^*(\vartheta_n) \phi_k^*(Z) \quad (n = 0, 1, \ldots)
\]

form a complete set of solutions.

**Proof.** We must show that any solution \( g \) can be approximated arbitrarily closely by combinations of \( \psi_0, \ldots, \psi_n, \ldots \). Let

\[
\left\| g - \sum_{k=0}^{N} a_k \vartheta_k \right\| < \varepsilon.
\]

Then by (34), (35), we have

\[
\left| g - \sum_{k=0}^{N} a_k \psi_k \right| < \varepsilon \left[ K_B(Z; \overline{Z}) - K_I(Z; \overline{Z}) \right]^{1/2},
\]

which establishes completeness.

**4. The nonhomogeneous case.** We consider next the nonhomogeneous linear functional equation

\[
L(u) = f,
\]

which may be supplemented by auxiliary conditions of the form

\[
A_k(u) = c_k \quad (k = 0, 1, \ldots)
\]

We assume that \( f \) is regular in \( B \), and that all previous hypotheses regarding \( L \) and \( A_n \) remain in force. We first reduce (36)-(37) to a problem in interpolation in the following way.

**Theorem 5.** The linear functional equation (36), subject to the auxiliary
\textit{conditions (37), is equivalent to the interpolation problem}

\begin{equation}
\tilde{L}_k(u) = L_k(f)
\end{equation}

\begin{equation}
A_k(u) = \alpha_k \quad (k = 0, 1, \ldots).
\end{equation}

\textit{If conditions (37) are absent we may omit (38').}

\textit{Proof.} That (38), (38') follow from (36), (37) is evident. Suppose conversely that (38) holds. We wish to prove that \( L(u) \equiv f \) throughout \( B \). We have

\[ L_k L(u) - L_k (f) = 0 \quad (k = 0, 1, \ldots). \]

Thus

\[ L_k [L(u) - f] = 0 \quad (k = 0, 1, \ldots). \]

Now \( L(u) - f \) is regular in \( B \), and \( \{ L_k \} \) is complete for \( R \). Hence the conclusion follows.

It will now be convenient to uniformize our notation. We introduce an augmented set \( \{ \hat{L}_k \} \) of linear functionals as in the previous paragraph, and introduce a set of constants \( \{ \beta_k \} \) by means of the definition

\begin{equation}
\beta_k = \hat{L}_k(f) \quad \text{if} \quad \hat{L}_k = \tilde{L}_k,
\end{equation}

\[ \beta_k = \alpha_k \quad \text{if} \quad \hat{L}_k = A_k. \]

The interpolation problem is now

\begin{equation}
\hat{L}_k(u) = \beta_k \quad (k = 0, 1, \ldots).
\end{equation}

We observe again that \textit{there is no distinct rôle played by the auxiliary conditions}. Boundary value and initial value problems of mathematical physics may be fitted into the pattern (40) providing it is known a priori that the required solutions are regular across the boundary so that the functionals \( \hat{L}_k \) will have the required boundedness properties. We next introduce the biorthonormal sets \( \{ \hat{\phi}_k^* \} \) and \( \{ \phi_k^* \} \) associated with \( \{ \hat{L}_k \} \) and \( R \). We have

\begin{equation}
\hat{L}_k^* = \sum_{p=0}^{k} a_{kp} \hat{L}_p
\end{equation}

for constants \( a_{kp} \) determined as in the previous paragraph. The following result
Theorem 6. The linear functional equation (36), (37) possesses a solution of class $L^2(B)$ if and only if

$$
\sum_{k=0}^{\infty} \left| \sum_{p=0}^{k} a_{kp} \beta_p \right|^2 < \infty.
$$

The solution is unique (within $L^2(B)$) if and only if $\{L_k\}$ is complete for $L^2(B)$. If (42) holds, then the series

$$
u(Z) = \sum_{k=0}^{\infty} \left( \sum_{p=0}^{k} a_{kp} \beta_p \right) \phi_k^*(Z)
$$

converges to a solution $\nu(Z)$ uniformly and absolutely in every closed bounded subset of $B$.

Proof. Suppose that a solution $\nu \in L^2(B)$ exists. Then from (40) and (41) we have

$$
\hat{L}_k^*(u) = \sum_{p=0}^{k} a_{kp} \beta_p.
$$

But since the $\hat{L}_k^*(u)$ are Fourier coefficients of $u$ with respect to $\{\phi_k^*\}$, we must have (42). If (42) holds, then the series (43) converges uniformly and absolutely in every closed bounded subregion of $B$ to a function $\nu(Z)$ of class $L^2(B)$. Now,

$$
\hat{L}_k^*(\nu) = \sum_{p=0}^{k} a_{kp} \beta_p
$$

in view of the boundedness and biorthogonality properties of these functionals. Hence

$$
\hat{L}_k(\nu) = \beta_k \quad (k = 0, 1, \ldots).
$$

so that $\nu$ satisfies the equations (36) and (37) by Theorem 5.

A particularly important special case is to solve (36) subject to the auxiliary
conditions

(44) \[ A_k(u) = 0 \quad (k = 0, 1, \ldots). \]

As in Theorem 5, we again construct the biorthonormal sets \{ \hat{L}_k^* \} and \{ \hat{\phi}_k^* \}, and note that each functional \( \hat{L}_k^* \) is a finite linear combination of functionals \( \hat{\phi}_k \) and \( A_k \):

\[
\hat{L}_k^* = \sum_{p=0}^{k} a_{kp} \hat{L}_p = \sum_{p} b_{kp} \hat{L}_p + \sum_{p} c_{kp} A_p,
\]

where the coefficients \( b_{kp} \) and \( c_{kp} \) now contain certain dummy zeros. Let us write

\[
\sum_p b_{kp} \hat{L}_p = \sum_p b_{kp} L_p L = S_k L; \quad S_k = \sum_p b_{kp} L_p.
\]

We now have the following result.

**Theorem 6'.** The linear functional equation (36), (44) possesses a solution of class \( L^2(B) \) if and only if

\[
\sum_{k=0}^{\infty} |S_k(f)|^2 < \infty.
\]

If (47) holds, the interpolation series

\[
(48) \quad u(Z) = \sum_{k=0}^{\infty} S_k(f) \hat{\phi}_k^*(Z)
\]

converges to a solution uniformly and absolutely in every closed bounded subset of \( B \).

**Proof.** If \( \beta_k = \alpha_k = 0 \) when \( \hat{L}_k = A_k \), then, by (39a),

\[
\sum_p a_{kp} \beta_p = \sum_p b_{kp} L_p(f) = S_k(f).
\]

Under the assumption that the equation (36), (44) possesses a solution for
all \( f \in L^2(B) \), we may find a second representation for the interpolation series (48). The functionals \( S_k \) are bounded over \( L^2(B) \), and hence possess a Riesz representative \( s_k(Z) \):

\[
S_k(f) = \int_B f \, \overline{s_k(\omega)} \, d\omega; \quad f \in L^2(B),
\]

where

\[
s_k(Z) = S_k,\overline{\omega} K_B(Z;\overline{\omega}).
\]

If (36), (44) possess a solution of class \( L^2(B) \) for all \( f \in L^2(B) \), then (47) must hold for all \( f \in L^2(B) \). In particular, from

\[
\overline{s_k(Z_0)} = S_k,\overline{\omega} K_B(Z_0;\overline{\omega}), \quad Z_0 \in B,
\]

we learn that

\[
\sum_{k=0}^{\infty} |s_k(Z_0)|^2 < \infty \quad \text{for all } Z_0 \in B.
\]

We may therefore form the mixed kernel

\[
D(Z;\overline{\omega}) = \sum_{k=0}^{\infty} \hat{\phi}_k(Z) \overline{s_k(\omega)},
\]

which will converge uniformly and absolutely in every closed bounded subregion of \( B \times B \). Finally, from (48) and (49), we have the representation

\[
U(Z) = \int_B D(Z;\overline{\omega}) f(\omega) d\omega.
\]

The kernel \( D(Z;\overline{\omega}) \) plays a role analogous to a Green's function or to the Duhamel kernel in the superposition theorem of the theory of ordinary linear differential equations. The totality of solutions in \( L^2(B) \) of (36), (44) may be written in the form

\[
U(Z) = \int_B D(Z;\overline{\omega}) f(\omega) d\omega + \int_B K_s(Z;\overline{\omega}) h(\omega) d\omega; \quad h \in L^2(B),
\]

or, in interpolatory form,
5. Convergence of interpolation series for \( f \notin L^2(B) \). In the present paragraph we return to the interpolation series (24'). This has been discussed under the hypothesis that \( f \in L^2(B) \). If, however, each functional \( \tilde{L}_k^* \) (or \( \tilde{L}_k \)) is applicable to a wider class of functions than \( L^2(B) \), a formal series (24') may be constructed and its properties examined for \( f \) in this wider class. This will be the case, for example, when \( L_k \) are differential operators. For the sake of definiteness, let us assume that we are dealing with the ordinary linear differential equation

\[
L(f) \equiv f^{(n)} + a_1(z)f^{(n-1)} + \cdots + a_n(z)f = 0,
\]

and that we have selected

\[
L_k(f) = f^{(k)}(0) \quad (k = 0, 1, \ldots).
\]

The coefficients \( a_j(z) \) in (57) are assumed regular in a region \( R \) containing the origin. If \( f \) is regular at \( z = 0 \), then the series (24') may be formed. If this series then converges uniformly in a neighborhood of \( z = 0 \), the difference

\[
g(z) = f(z) - \sum_{k=0}^{\infty} \tilde{L}_k^*(f) \phi_k^*(z),
\]

which is again regular at \( z = 0 \), will be a solution; for, since the functionals \( \tilde{L}_k^* \) are applicable term by term, we have

\[
\tilde{L}_k^*(g) = \tilde{L}_k^*(f) - \sum_{p=0}^{\infty} \tilde{L}_p^*(f) \tilde{L}_k^*(\phi_p^*) = \tilde{L}_k^*(f) - \tilde{L}_k^*(f) = 0, \quad (k = 0, 1, \ldots),
\]

and this implies that \( L(g) = 0 \). The interpolation series (24') has a doubly orthogonal character, but the above proof will apply to any interpolation series

\[
g(z) = f(z) - \sum_{k=0}^{\infty} \tilde{L}_k^*(f) \psi_k(z)
\]

in which the regular functions \( \psi_k \) are merely biorthogonal:
Such sets are more numerous than doubly orthogonal sets. To determine such a set, we need only start from a given set of functions \( \{ t_n(z) \} \) \((n = 0, 1, \ldots)\) which has properties of independence with respect to \( \{ \widetilde{L}_j \} \) and determine linear combinations

\[
\psi_k(z) = \sum_{p=0}^{k} e_{kp} t_p(z) \quad (k = 0, 1, \ldots)
\]

successively by the requirement (60).

We shall now prove that we may find a set \( \{ \psi_k(z) \} \) biorthogonal to \( \{ \widetilde{L}_k^* \} \) with the property that if \( f \) is regular in any neighborhood of \( z = 0 \), the interpolation series

\[
g(z) = f(z) - \sum_{k=0}^{\infty} \widetilde{L}_k^*(f) \psi_k(z)
\]

will converge to a solution of (57) in some neighborhood of \( z = 0 \). The present proof will generalize to both partial differential equations and to ordinary differential equations of infinite order.

We have, from (57) and (58),

\[
\widetilde{L}_k(f) = \sum_{p=0}^{n} \frac{d^k}{dz^k}\left[ a_p(z)f^{(n-p)}(z)\right]_{z=0} = \sum_{j=0}^{n+k} b_{kj} f^{(j)}(0),
\]

while

\[
\widetilde{L}_k^*(f) = \sum_{j=0}^{n+k} b_{kj}^* f^{(j)}(0)
\]

for appropriate \( b_{kj}^* \). We assume that \( B \) contains the origin and is contained in the region of regularity of \( a_i(z) \).

**Lemma.** Let \( f(z) \) be regular in \( |z| \leq \rho \). Then there exist positive constants \( M \) and \( t \) such that

\[
|\widetilde{L}_k^*(f)| < Mt^k \quad (k = 0, 1, \ldots).
\]
Proof. For any \( g \in L^2(B) \), we have

\[
\tilde{L}_k^* (g) = \iint_B g \, \phi_k^* \, dx \, dy \quad (k = 0, 1, \ldots).
\]

Thus \( \tilde{L}_k^* (g) \) are Fourier coefficients of \( g \), so that, by the Bessel inequality,

\[
\sum_{k=0}^{\infty} |\tilde{L}_k^* (g)|^2 < \iint_B |g|^2 \, dx \, dy.
\]

In particular, we may select

\[
g = z^p/p! \quad (p = 0, 1, \ldots),
\]

so that

\[
\tilde{L}_k^* (z^p/p!) = \sum_{j=0}^{n+k} b_{kj}^* \left[ z^p/p! \right] (j) \bigg|_{z=0} = b_{kp}^*.
\]

From (66) we obtain

\[
\sum_{k=0}^{\infty} |\tilde{L}_k^* (z^p/p!)|^2 = \sum_{k=0}^{\infty} |b_{kp}^*|^2 \leq \iint_B \left| \frac{z^p}{p!} \right|^2 \, dx \, dy
\]

\[
\leq \frac{\text{Area} (B)}{(p!)^2} \, d^{2p}, \quad (p = 0, 1, \ldots),
\]

where \( d \) designates the maximum distance from the boundary of \( B \) to the origin. If now \( f \) is regular in \( |z| \leq \rho \), we have, for some constant \( M^* \),

\[
|f^{(j)} (0)| < M^* j! / \rho^j \quad (j = 0, 1, \ldots),
\]

so that from (64) and (68),

\[
|\tilde{L}_k^* (f)| < M (d/\rho)^k \quad (k = 0, 1, \ldots),
\]

with

\[
M = M^* \left( \text{Area} (B) \right)^{1/2} (d/\rho)^{n+1}/(d/\rho) - 1.
\]
LEMMA. There exist positive constants \( m \) and \( \sigma \) such that

\[
|L(\phi_k^*(z))| < m |z|^k
\]

for all \( k = 0, 1, \ldots \), and for all \( |z| \leq \sigma \).

Proof. The orthonormal functions \( \phi_k^*(z) \) satisfy the requirements \([12, p. 16]\)

\[
\widetilde{L}_0(\phi_k^*) = \widetilde{L}_1(\phi_k^*) = \cdots = \widetilde{L}_{k-1}(\phi_k^*) = 0,
\]

or with notation \( g_k = L\phi_k^* \),

\[
g_k(0) = g_k^*(0) = \cdots = g_{k-1}^{(k-1)}(0) = 0.
\]

Let \( |z| = \sigma' \) and \( |z| = \alpha, \sigma' > \sigma \) both be contained in \( B \). Since \( \phi_n^* \) are orthonormal over \( B \), they are uniformly bounded by some \( M \) over \( |z| \leq \sigma' \); hence, by (57) and Cauchy’s inequality,

\[
|L(\phi_k^*)| \leq \sigma' M \sum_{j=0}^{n} B_j j! s^{j+1} = m; \quad |z| \leq \sigma,
\]

where

\[
s = \sigma' - \sigma \quad \text{and} \quad B_j = \max_{|z| \leq \sigma'} |a_j(z)|.
\]

Thus the functions \( L(\phi_k^*) \) are uniformly bounded in \( |z| \leq \sigma \) by \( m \). The inequality (71) now follows from Schwarz’s lemma.

We observe now that the last two lemmas imply that the series

\[
\sum_{k=0}^{\infty} \widetilde{L}_k^*(f)L\phi_k^*(z)
\]

will converge absolutely and uniformly in \( |z| \leq r, r < 1/t \). Furthermore, we must have

\[
L(f) = \sum_{k=0}^{\infty} \widetilde{L}_k^*(f)L\phi_k^*(z); \quad |z| \leq r.
\]

To show this, designate the sum of (73), \( |z| \leq r \), by \( g(z) \). By uniform
convergence, we may apply $L_p$ term by term. Thus

$$L_p(g) = \sum_{k=0}^{\infty} \tilde{L}_k^*(f) L_p L\phi_k^*(z),$$

so that

$$L^*_p(g) = \sum_{k=0}^{\infty} \tilde{L}_k^*(f) \tilde{L}_p^*(\phi_k^*(z)) = \tilde{L}_p^*(f) = L_p^* L(f).$$

By the completeness of $\{L^*_p\}$, $g \equiv L(f)$.

Let now $B_1$ designate a region containing $z = 0$ and contained in $|z| < r$, and let $D(z, \bar{w}) = D_{B_1}(z, \bar{w})$ be the kernel described in (54)-(55). We have, for each $f$ regular in $|z| \leq r$, the identity

$$f(z) = \iint_{B_1} D(z, \bar{w}) L(f(w)) d\omega_w + s(z),$$

where $s(z)$ is some solution of $L(s) = 0$, regular in $B_1$. Applying this inversion operator to (73), we have

$$f(z) - s(z) = \sum_{k=0}^{\infty} \tilde{L}_k^*(f) \iint_{B_1} D(z, \bar{w}) L(\phi_k^*(w)) d\omega_w$$

$$= \sum_{k=0}^{\infty} \tilde{L}_k^*(f) \psi_k(z),$$

where

$$\psi_k(z) = \iint_{B_1} D(z, \bar{w}) L(\phi_k^*(w)) d\omega_w \quad (k = 0, 1, \cdots).$$

The functions $\{\psi_k\}$ are easily seen to be biorthonormal to the interpolation operators $\{\tilde{L}_k^*\}$. We therefore have the following result.

Theorem 7. For each $f(z)$ regular in $|z| \leq \sigma$, the biorthogonal interpolation series
converges to a solution of the equation (57).

6. Relation to questions of stability. In a previous paragraph we have given necessary and sufficient conditions in order that a given functional equation possess solutions of class $L^2(B)$. If the coefficients of this equation involve a parameter $\lambda$, then a criterion may be obtained in terms of $\lambda$. Here $B$ designates any region which possesses a kernel function $K_B$. If $B$ is chosen as an unbounded domain, then membership in $L^2(B)$ acts as a stability criterion.

To elucidate this remark, let us consider the two dimensional case, and let $S$ designate the half-strip

$$\text{Re}(z) \geq 0, \quad |\text{Im}(z)| \leq h.$$ 

Then we have $f \in L^2(S)$ if and only if

$$||f||^2_S = \int_{-h}^{h} \int_{0}^{\infty} |f(x + iy)|^2 \, dx \, dy < \infty.$$ 

Thus, to belong to $L^2(S)$ a function must not become large too rapidly as $z$ approaches the horizontal boundaries of the strip, and indeed, must approach zero with a certain maximal rapidity along any horizontal line.

LEMMa. Let $f \in L^2(S)$; then along each line

$$y = \sigma, \quad -h < \sigma < h,$$

we must have

$$\lim_{x \to +\infty} f(x + i\sigma) = 0.$$ 

Proof. If (81) were not true, we could find two positive quantities $A$ and $\delta$ and a sequence of values $\lambda_0 < \lambda_1 < \cdots$ such that

$$\lambda_n - \lambda_{n-1} \geq \delta > 0 \quad (n = 1, 2, \cdots),$$

and

Various authors have considered solutions of class $L^2(0,\infty)$; for example, see [13].
In virtue of (82) we may find an \( r > 0 \) such that the circles

\[
C_n : |z - (\lambda_n + i\sigma)| \leq r
\]

lie in \( S \) and do not overlap. Now

\[
(84) \quad \infty > \iint_S |f|^2 \, dx \, dy > \sum_{n=0}^{\infty} \iint_{C_n} |f|^2 \, dx \, dy.
\]

Since \( f \) is regular in \( C_n \), it possesses a Taylor series expansion

\[
(85) \quad f(z) = f(P_n) + f'(P_n)(z - P_n) + \cdots + f^{(n)}(P_n)(z - P_n)^n,
\]

so that

\[
(86) \quad \iint_{C_n} |f(z)|^2 \, dx \, dy > \pi r^2 |f(P_n)|^2.
\]

Combining this with (84), we must have

\[
(87) \quad \sum_{n=0}^{\infty} |f(P_n)|^2 < \infty.
\]

This contradicts (83) and proves the result.

The ‘stability’ which is spoken of here is that usually associated with the theory of linear, non time-varying electrical networks; in this theory we are confronted with a differential equation

\[
(88) \quad y^{(n)} + a_1 y^{(n-1)} + \cdots + a_n y = f(x),
\]

to be solved under initial conditions such as

\[
(89) \quad y(0) = y'(0) = \cdots y^{(n-1)}(0) = 0.
\]

If the characteristic roots of (88) are

\[
t_1 = u_1 + i v_1 \quad (j = 1, 2, \cdots, n),
\]

assumed distinct, then the \( n \) independent solutions of the homogeneous equation
The equation (88) is called stable if \( u_j < 0 \) (\( j = 1, \ldots, n \)). We observe now that \( y_j(z) \in L^2(S) \) if and only if \( u_j < 0 \). For

\[
|y_j(z)|^2 = e^{2(u_j x_n v_j y)} ,
\]

and this result is now implied by (80). It appears then that the equation (88) is stable if and only if the fundamental solutions of the homogeneous equation are in \( L^2(S) \). For the case of more general linear networks, we propose membership in \( L^2(S) \) as a possible extension of this type of stability. Added flexibility may be achieved by varying \( h \) and by attaching a weighting function to (80). Inasmuch as the mapping function for \( S \) is elementary, the kernel function \( K_S \) of \( S \) may be computed explicitly, and the criterion of § 3 can be formulated in closed form.

7. Systems of functional equations. The methods of the previous paragraphs may be extended to the case of systems of equations. As the proofs and the principal results parallel those given in § 2-4 very closely, we shall not dwell on these aspects, and shall be content merely with showing how the generalization may be set up.

For the sake of simplicity, we consider here only systems of two functional equations in the two unknown functions, \( u_i = u_i(z_1, z_2, \ldots, z_n) = u_i(z), \ (i = 1, 2) \),

\[
(90) \quad L^1(u_1, u_2) = 0, \quad L^2(u_1, u_2) = 0.
\]

Introducing the solution vector \( u = (u_1, u_2) \) and the vector operator \( L = (L_1, L_2) \), we may write (90) as

\[
(90') \quad L(u) = 0.
\]

We assume that \( L^i(u_1, u_2) \) are regular functions of \( z_1, \ldots, z_n \) whenever \( u_i \) are, and that \( L \) is linear on the vector \( u \). We shall say that (90') possesses a solution of class \( L^2(B) \) if there exists \( u_i \in L^2(B) \) for which (90') holds. In addition to (90), we may consider an augmented system comprising (90) plus certain auxiliary conditions which may be written in the form
\( A_n(u) = A_n(u_1, u_2) = 0 \) \( (n = 0, 1, \cdots) \).

Here \( A_n \) is a linear functional on \( u \). Let again \( \{ L_n \} \) designate a fixed set of linear functionals defined on the set of functions regular on \( B \) and complete for this set. We introduce

\[
\begin{align*}
\tilde{L}_{2n}(u) &= L_nL^1(u_1, u_2) \\
\tilde{L}_{2n+1}(u) &= L_nL^2(u_1, u_2)
\end{align*}
\]

\( \tilde{L}_{2n} \) and \( \tilde{L}_{2n+1} \) are linear functionals defined over vectors \( u \), and we shall say that a sequence \( \tilde{L}_n \) of such functionals is complete for a class \( S \) of vectors if \( \tilde{L}_n(u) = 0 \) \( (n = 0, 1, \cdots) \) implies \( u = 0 \). We have the following parallel to Theorem 1.

**Theorem 8.** The system \( (90') \) possesses a nontrivial solution of class \( L^2(B) \) if and only if the set of functionals \( \{ \tilde{L}_n \} \) is incomplete for \( L^2(B) \). If auxiliary conditions (91) are present, the set \( \{ \tilde{L}_n \} \) must be augmented by the addition of \( \{ A_n \} \).

It is now convenient to introduce the direct sum of \( L^2(B) \) with itself:

\[
L^2_2(B) = L^2(B) \oplus L^2(B).
\]

This space consists of pairs

\[
u = (u_1, u_2), \quad u_i \in L^2(B).
\]

Vector addition and scalar multiplication are defined by

\[
\mathbf{u} + \mathbf{v} = (u_1, u_2) + (v_1, v_2) = (u_1 + v_1, u_2 + v_2)
\]

and

\[
\alpha \mathbf{u} = \alpha (u_1, u_2) = (\alpha u_1, \alpha u_2).
\]

We introduce an inner product in \( L^2_2(B) \) by means of

\[
\{ u, v \} = \{(u_1, u_2), (v_1, v_2)\} = \int_B (u_1 \overline{v}_1 + u_2 \overline{v}_2) d\omega,
\]

\textsuperscript{5}In what follows, the parenthesis is used solely for the element pairs of \( L^2_2(B) \). If the inner product in \( L^2(B) \) is required, we shall write \( (u, v)_{L^2(B)} \).
and a norm by

\begin{equation}
\| u \| = \| (u_1, u_2) \| = \{ (u_1, u_2), (u_1, u_2) \}
\end{equation}

\begin{equation}
\int_B (|u_1|^2 + |u_2|^2) \, d\omega = \| u_1 \|_{L^2(B)}^2 + \| u_2 \|_{L^2(B)}^2.
\end{equation}

Under this norm, it is known that $L^2(B)$ becomes a Hilbert Space. By classical results, any bounded linear functional $T$ over $L^2(B)$ possesses a representation of the form

\begin{equation}
T(u) = \{ u, v \} = \int_B (u_1 \overline{v_1} + u_2 \overline{v_2}) \, d\omega
\end{equation}

for some $v \in L^2(B)$. Hence we have the decomposition

\begin{equation}
T(u) = T_1(u_1) + T_2(u_2),
\end{equation}

where $T_1$ and $T_2$ are bounded linear functionals over $L^2(B)$. The converse evidently holds also. Moreover,

\begin{equation}
\| T \|^2 = \| V \|^2 = \| v_1 \|^2 + \| v_2 \|^2 = \| T_1 \|^2 + \| T_2 \|^2.
\end{equation}

In what follows, we shall assume that $L_n$ as well as $A_n$ are linear and bounded over $L^2(B)$. The examples given in §2 are easily extended to the present case.

If $\{u^{(n)}\}$ is a complete orthonormal system for $L^2(B)$, it may be shown by an extension of the usual proofs that each of the series $\sum_{n=0}^{\infty} u_i^{(n)}(z) u_j^{(n)}(w)$ converges uniformly and absolutely in every closed bounded subdomain of $B \times B$. In addition, a strong Riesz-Fischer theorem exists for $L^2(B)$; that is, $u \in L^2(B)$ if and only if

\[ u = \sum_{n=0}^{\infty} a_n u^{(n)} \quad \text{with} \quad \sum_{n=0}^{\infty} |a_n|^2 < \infty \]

and

\[ a_n = \{ u, u^{(n)} \} \quad (n = 0, \ldots). \]

The convergence of each of the component series is uniform and absolute in every closed bounded subdomain of $B$. The array
\[ (98) \quad \mathcal{K}_B(Z; \overline{W}) = \begin{pmatrix}
\sum_{n=0}^{\infty} u_1^{(n)}(z) \overline{u_1^{(n)}(w)} \\
\sum_{n=0}^{\infty} u_2^{(n)}(z) \overline{u_1^{(n)}(w)}
\end{pmatrix}
\begin{pmatrix}
\sum_{n=0}^{\infty} u_1^{(n)}(z) \overline{u_2^{(n)}(w)} \\
\sum_{n=0}^{\infty} u_2^{(n)}(z) \overline{u_2^{(n)}(w)}
\end{pmatrix}\]

will be known as a kernel tensor for the space \( L^2(B) \). Each row of \( \mathcal{K}_B \) is, for fixed \( W \in B \), a vector element of \( L^2(B) \) which we shall denote by \( \mathcal{K}_B^1(Z, \overline{W}) \) and \( \mathcal{K}_B^2(Z, \overline{W}) \). Thus,

\[ (99) \quad \mathcal{K}_B(Z, \overline{W}) = \begin{pmatrix}
\mathcal{K}_B^1(Z; \overline{W}) \\
\mathcal{K}_B^2(Z; \overline{W})
\end{pmatrix}.\]

If

\[ u = (u_1, u_2) \in L^2(B), \]

then we have

\[ (100) \quad u_i = \{ \mathcal{K}_B^i(Z, \overline{W}), u(w) \} \quad (i = 1, 2). \]

Let us consider, for example, the case \( i = 1 \); then

\[ u = \sum_{n=0}^{\infty} a_n(u_1^{(n)}, u_2^{(n)}), \]

so that

\[ \{ \mathcal{K}_B^i(Z; \overline{W}), u(\overline{W}) \} = \left\{ \left( \sum_{n=0}^{\infty} u_1^{(n)}(Z) \overline{u_1^{(n)}(\overline{W})}, \sum_{n=0}^{\infty} u_1^{(n)}(Z) \overline{u_2^{(n)}(\overline{W})} \right), \right.\]

\[ \left. \left( \sum_{n=0}^{\infty} a_n u_1^{(n)}(\overline{W}), \sum_{n=0}^{\infty} a_n u_2^{(n)}(\overline{W}) \right) \right\}.
\]

\[ = \sum_{m=0}^{\infty} a_m u_1^{(m)}(Z) \int_B u_1^{(m)}(\overline{W}) \overline{u_1^{(n)}(\overline{W})} + u_2^{(m)}(\overline{W}) \overline{u_2^{(n)}(\overline{W})} d\omega, \]
which by orthonormality reduces to

\[ \sum_{n=0}^{\infty} a_n u_1^{(n)}(Z) = u_1(Z). \]

The reproducing property may be written more compactly as

\[ u(Z) = \{ u(W), \mathcal{K}_B(W;Z) \}. \]

It can be seen that if \{ u_n \} is a complete orthonormal system for \( L^2(B) \), then the set of vectors

\[ u_{2n} = (u_n, 0) \quad (n = 0, 1, \ldots), \]
\[ u_{2n+1} = (0, u_n) \quad (n = 0, 1, \ldots), \]

is complete and orthonormal for \( L^2_2(B) \). With this special selection, we find a kernel tensor of the form

\[ \mathcal{K}_B(Z;W) = \begin{pmatrix} K_B(Z;W) & 0 \\ 0 & K_B(Z;\overline{W}) \end{pmatrix}, \]

where \( K_B \) is the kernel for \( L^2(B) \).

We come now to the analogue of Theorem 2.

**Theorem 9.** Let \( \{ \widehat{L}_k \} \) be a set of linear functionals each of which is defined and bounded over \( L^2_2(B) \). The set \( \{ \widehat{L}_k \} \) will be assumed independent. Then there exists a set of pairs

\[ \mathcal{Q}_k^*(Z) = (\phi_{k,1}^*, \phi_{k,2}^*) \quad (k = 0, 1, \ldots) \]

and a set of linear functionals \( \{ \widehat{L}_k^* \} \ (n = 0, 1, \ldots) \) which possess the following properties:

(a) Each \( \mathcal{Q}_k^* \) is of class \( L^2_2(B) \), and the set is orthonormal:

\[ \{ \mathcal{Q}_k^*, \mathcal{Q}_j^* \} = \delta_{jk}. \]

(b) Each \( \widehat{L}_k^* \) is a finite linear combination of the functionals \( \widehat{L}_k \):
for an appropriate set of constants \( a_{kp} \).

(c) The sets \( \{ \tilde{L}_k^* \} \) and \( \{ \varnothing_k^* \} \) are biorthonormal:

\[
(105) \quad \tilde{L}_k^* (\varnothing_k^*) = \delta_{jk},
\]

(d) For all \( \mathbf{v} \in L_2^2 (B) \) we have

\[
(106) \quad \tilde{L}_k^* (\mathbf{v}) = \{ \mathbf{v}, \varnothing_k^* \}.
\]

(e) The pairs \( \varnothing_p^* \) may be obtained by taking the set

\[
(107) \quad \phi_n (Z) = \tilde{L}_{n,\overline{w}} \varnothing_B (Z, \overline{W})
\]

and orthonormalizing them by the Gram-Schmidt process.

(f) The set \( \{ \varnothing_k \} \) (or \( \{ \varnothing_k^* \} \)) is complete for \( L_2^2 (B) \) if and only if the set \( \{ \tilde{L}_k \} \) is complete for \( L_2^2 (B) \).

By (107) is meant that

\[
(108) \quad \phi_{n,i} (Z) = \tilde{L}_{n,\overline{w}} \varnothing_B^{(i)} (Z, \overline{W})
\]

where

\[
\varnothing_n (Z) = (\phi_{n,1} (Z), \phi_{n,2} (Z))
\]

Using the specific set of functionals (92), we construct the related biorthonormal sets \( \{ \tilde{L}_k^* \} \) and \( \{ \varnothing_k^* \} \). We then have the following analogue of Theorem 3.

**Theorem 10.** The vector \( g(z) \) is a solution of the system (90) of class \( L_2^2 (B) \) if and only if there exists an \( f(Z) \in L_2^2 (B) \) for which

\[
(109) \quad g(Z) = f(Z) - \sum_{k=0}^{\infty} \tilde{L}_k^* (f) \varnothing_k^* (Z).
\]

For each \( f \in L_2^2 (B) \), the series in (109) converges uniformly and absolutely in every closed bounded subdomain of \( B \). It is simultaneously a Fourier series and an interpolation series whose terms may be obtained by interpolating to \( f \).
by means of \( \{ L_k \} \).
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