APPROXIMATION OF IMPROPER INTEGRALS BY SUMS OVER MULTIPLES OF IRRATIONAL NUMBERS

R. Sherman Lehman
1. Introduction and notation. Let $\alpha$ be a positive irrational number. The multiples of $\alpha$, the numbers $\alpha, 2\alpha, 3\alpha, \ldots$, are equidistributed mod 1. Suppose $f(x)$ is a bounded function, Riemann integrable on the interval $(0,1)$, and periodic with period 1. It follows from Weyl’s theory of equidistribution [2] that

$$\lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} f(n\alpha) = \int_{0}^{1} f(x) \, dx.$$ 

The purpose of this paper is to determine what modifications of this result are required when $f(x)$ is improperly Riemann integrable.

Every positive irrational number $\alpha$ has an infinite continued fraction expansion,

$$\alpha = b_0 + \frac{1}{b_1 + \frac{1}{b_2 + \frac{1}{b_3 + \cdots}},}$$

where the $b_i$ are integers such that $b_0 \geq 0$, and $b_i > 0$ for $i = 1, 2, 3, \ldots$. Let $p_i/q_i$ ($i = 0, 1, 2, \ldots$) be the convergents to $\alpha$. The integers $p_i$ and $q_i$ are relatively prime, and

$$p_0 = b_0,$$
$$q_0 = 1,$$
$$p_1 = b_1 b_0 + 1,$$  $$q_1 = b_1,$$
$$p_{i+1} = b_{i+1} p_i + p_{i-1},$$
$$q_{i+1} = b_{i+1} q_i + q_{i-1},$$
$$p_i q_{i-1} - q_i p_{i-1} = (-1)^{i-1} \quad (i = 1, 2, 3, \ldots).$$
Let $\Delta_i = \alpha - p_i/q_i$. We shall make use of the inequalities

$$(-1)^i \Delta_i > 0 \quad \text{and} \quad |\Delta_i| < \frac{1}{q_i q_{i+1}} < \frac{1}{b_{i+1} q_i^2}.$$ 

In our discussion we shall often omit the subscript $i$; thus $q = q_i$, $\Delta = \Delta_i$.

Denote by $R(y)$ the fractional part of $y$, often expressed by the notation $y - [y]$.

2. **Theorem.** We shall establish the following result.

**Theorem 1.** Suppose $f(x)$ is a periodic function with period 1, improperly Riemann integrable on the interval $(0,1)$, and bounded in every closed subinterval which excludes the points 0 and 1. Suppose further that $f(x)$ is bounded or monotone near 0 and bounded or monotone near 1 in $(0,1)$. Then, for $N \to \infty$,

$$\frac{1}{N} \sum_{n=1}^{N} f(n\alpha) = \int_0^1 f(x) \, dx + \frac{1}{N} \sum_{k=1}^{b} f(kq_i \alpha) + o(1),$$

where $N = bq_i + r$, $q_i \leq N < q_{i+1}$, and $0 \leq r < q_i$.

**Remarks.** 1. We note that the theorem includes the case in which

$$\lim_{x \to 0^+} f(x) = +\infty \quad \text{and} \quad \lim_{x \to 1^-} f(x) = -\infty.$$ 

The conclusion of the theorem can also be stated in the form

$$\lim_{N \to \infty} \frac{1}{N} \sum_{\substack{n \leq N \\text{q} \, \text{mod} \, n \, q_i \, \text{q}}} f(n\alpha) = \int_0^1 f(x) \, dx,$$

where the sum is extended over the positive integers $n \leq N$ which are not multiples of $q_i$, where $q_i$ is the largest denominator of a convergent to $\alpha$ that is less than or equal to $N$. Observe that the values of $n$ which are not summed over are independent of the particular function $f(x)$.

2. This theorem contains a result proved by MacMillan [1], who showed that if $D(y)$ is the absolute value of the difference between $y$ and the nearest integer, so that $0 \leq D(y) \leq 1/2$, and $\alpha$ is an irrational number for which
\[
\lim_{i \to \infty} b_{i+1}^{-1/qi} = 1,
\]
then
\[
\lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} \log D(n\alpha) = - \log 2e = \int_{-\frac{1}{2}}^{\frac{1}{2}} \log |x| \, dx.
\]

Proof. First, consider the case that \(|f(x)|\) is bounded. If \(|f(x)| \leq M\), we have
\[
\left| \frac{1}{N} \sum_{k=1}^{b} f(kq \alpha) \right| \leq b \frac{M}{N} \leq \frac{M}{q},
\]
which tends to zero as \(N \to \infty\). It follows from this and Weyl's result that the conclusion (1) is valid in the special case that \(|f(x)|\) is bounded.

It will be sufficient to prove the theorem in the case that for \(x\) near 0, \(|f(x)|\) is monotonically decreasing as \(x\) increases; and for \(x\) near 1 is monotonically increasing in \((0, 1)\). Certainly \(f(x)\) can be written as the sum of a function with these additional properties and a bounded integrable function. Now, (1) is valid for a bounded integrable function; and further, if the equation (1) holds for two functions, it must hold for their sum. Therefore, we may limit our considerations as indicated.

Decompose \(f(x)\) into three periodic functions \(f_{\varepsilon}(x)\), \(g_{\varepsilon}(x)\), and \(h_{\varepsilon}(x)\) of period 1, where \(\varepsilon\) is a small positive parameter to be chosen later, with
\[
f_{\varepsilon}(x) = f(x) \quad \text{for} \quad \varepsilon < x < 1 - \varepsilon,
\]
\[
f_{\varepsilon}(x) = 0 \quad \text{for} \quad x \leq \varepsilon \text{ or } x \geq 1 - \varepsilon,
\]
\[
g_{\varepsilon}(x) = f(x) \quad \text{for} \quad x \leq \varepsilon,
\]
\[
g_{\varepsilon}(x) = 0 \quad \text{for} \quad x > \varepsilon,
\]
\[
h_{\varepsilon}(x) = f(x) \quad \text{for} \quad x \geq 1 - \varepsilon,
\]
\[
h_{\varepsilon}(x) = 0 \quad \text{for} \quad x < 1 - \varepsilon.
\]

We define \(A\) as the set composed of the positive integers \(n \leq N\) for which
\[
\frac{1}{q} < R(n\alpha) < 1 - \frac{1}{q}.
\]
Then, for $N$ sufficiently large, we have

\[
\frac{1}{N} \sum_{n \in A} f(n\alpha) = \frac{1}{N} \left\{ \sum_{n=1}^{N} f_{e}(n\alpha) + \sum_{n \in A} g_{e}(n\alpha) + \sum_{n \in A} h_{e}(n\alpha) \right\}.
\]

By Weyl's result,

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} f_{e}(n\alpha) = \int_{0}^{1} f_{e}(x) \, dx = \int_{\epsilon}^{1-\epsilon} f(x) \, dx.
\]

Since $p$ and $q$ are relatively prime, when $n$ runs through the integers $1, 2, 3, \ldots, q$, $R(np/q)$ runs through the numbers $m/q$ ($m = 0, 1, 2, \ldots, q - 1$), taking on each value exactly once. Therefore, when $n$ runs through the integers $1, 2, 3, \ldots, N = bq + r$, each of the values $m/q$ is assumed by $R(np/q)$ exactly $b$ times if $r = 0$; and if $r \neq 0$ each value $m/q$ is assumed either $b$ or $(b + 1)$ times. But since

\[
R(n\alpha) = R\left(\frac{n}{q} + n\Delta\right),
\]

where

\[
0 < (-1)^i n\Delta < \frac{n}{q_i q_{i+1}} \leq \frac{N}{q_i q_{i+1}} < \frac{1}{q},
\]

it also is true that the intervals $(m/q, (m + 1)/q)$ each contain $b$ values of $R(n\alpha)$ if $r = 0$, and either $b$ or $(b + 1)$ values if $r \neq 0$.

We choose $\epsilon$ sufficiently small so that $|g_{e}(x)|$ and $|h_{e}(x)|$ are monotone functions in $(0, 1)$. Then if we compare $g_{e}(n\alpha)$ with $g_{e}(m/q)$ when $R(n\alpha)$ lies in the interval $(m/q, (m + 1)/q)$ we have $|g_{e}(n\alpha)| \leq |g_{e}(m/q)|$. Hence

\[
\left| \frac{1}{N} \sum_{n \in A} g_{e}(n\alpha) \right| \leq \frac{1}{bq} \sum_{m=1}^{q-2} (b + 1) \left| g_{e}\left(\frac{m}{q}\right) \right| \leq 2 \int_{0}^{1-2/q} |g_{e}(x)| \, dx
\]

\[
= 2 \int_{0}^{\epsilon} \left| f(x) \right| \, dx,
\]

since $q$ is large. Similarly, when $R(n\alpha)$ lies in $(m/q, (m + 1)/q)$ we have

\[
|h_{e}(n\alpha)| \leq \left| h_{e}\left(\frac{m+1}{q}\right) \right|,
\]
and hence

\[ \left| \frac{1}{N} \sum_{n \in A} h_\varepsilon(n\alpha) \right| < \frac{1}{bq} \sum_{m=1}^{q-2} (b+1) \left| h_\varepsilon\left(\frac{m+1}{q}\right) \right| \leq 2 \int_{2/q}^{1} |h_\varepsilon(x)| \, dx \]

\[ = 2 \int_{1-\varepsilon}^{1} |f(x)| \, dx. \]

It now follows from (2) and (3) that

\[ \left| \frac{1}{N} \sum_{n \in A} f(n\alpha) - \int_{0}^{1} f(x) \, dx \right| \leq 3 \int_{0}^{\varepsilon} |f(x)| \, dx + 3 \int_{1-\varepsilon}^{\varepsilon} |f(x)| \, dx + o(1) \]

as \( N \to \infty \). Letting \( \varepsilon \) tend to 0, we find

\[ \frac{1}{N} \sum_{n \in A} f(n\alpha) = \int_{0}^{1} f(x) \, dx + o(1) \]

as \( N \to \infty \).

Now, we must consider the terms of (1) for which the \( R(n\alpha) \) are in \( (1-1/q, 1) \) or \( (0, 1/q) \). There are different cases depending on whether \( i \) is even or odd. We suppose first that \( i \) is even. In this case we shall find that the sum of the terms for which \( R(n\alpha) \) is in \( (1-1/q, 1) \) is \( o(1) \). The sum of terms for which \( R(n\alpha) \) is in \( (0, 1/q) \), on the other hand, is not necessarily \( o(1) \). This accounts for the additional terms beside the integral in the right side of (1).

We first want to find all \( n \leq N \) for which the \( R(n\alpha) \) are in \( (1-1/q, 1) \). Since \( i \) is even, we have

\[ p_i q_{i-1} - q_i p_{i-1} = -1, \]

\[ 0 < n \Delta_i < \frac{1}{q_i}, \]

and therefore \( R(q_{i-1} p/q) = 1-1/q \). Then, since \( n\alpha = np/q + n\Delta \), \( R(n\alpha) \) will be in \( (1-1/q, 1) \) if and only if \( R(np/q) = 1-1/q \). Repeating the reasoning preceding formula (4), we observe that necessarily \( n \equiv q_{i-1} \) (mod \( q \)).

We define \( b^* = b - 1 \) if \( r < q_{i-1} \) and \( b^* = b \) if \( r \geq q_{i-1} \). Further, \( r \) can be \( \geq q_{i-1} \) only in case \( b < b_{i+1} \), for
by assumption. Hence in any case we have $b' \leq b_{i+1} - 1$.

Thus $R(n\alpha)$ is in $(1 - 1/q, 1)$ if and only if

$$n = kq + q_{i-1} \quad (k = 0, 1, 2, \ldots, b')$$

and

$$R((kq + q_{i-1})\alpha) = 1 - \frac{1}{q} + kq\Delta + q_{i-1}\Delta.$$

Now let

$$S = \frac{1}{N} \sum_{R(n\alpha) > 1 - 1/q} f(n\alpha).$$

Because of the monotonicity of $|f(x)|$ near 1, we have

$$|q\Delta \cdot S| = \frac{1}{N} \sum_{k=0}^{b'} \left| f(\left(1 - \frac{1}{q} + kq\Delta + q_{i-1}\Delta\right)) \right| \cdot q\Delta \leq \frac{1}{N} \int_{\lambda}^{\mu} |f(x)| \, dx,$$

where

$$\lambda = 1 - \frac{1}{q} + q_{i-1}\Delta, \mu = 1 - \frac{1}{q} + (b' + 1)q\Delta + q_{i-1}\Delta.$$

Also $\mu < 1$ because $b' \leq b_{i+1} - 1$, and hence

$$(b' + 1)q\Delta + q_{i-1}\Delta \leq (b_{i+1}q + q_{i-1})\Delta = q_{i+1}\Delta < \frac{q_{i+1}}{q} = \frac{1}{q}.$$
\[ \frac{1}{q} - q_{i-1} \Delta > \frac{1}{q} - \frac{q_{i-1}}{q q_{i+1}} = \frac{q_{i+1} - q_{i-1}}{q q_{i+1}} > \frac{b_{i+1} q}{q (b_{i+1} + 1) q} \geq \frac{1}{2q} \]

since \( b_{i+1} \geq 1 \). Hence

\[ |S| \leq \frac{2q (b^* + 1) q \Delta}{(bq + r) q \Delta} \int_{\lambda}^{1} |f(x)| \, dx \leq \frac{2q (b + 1)}{bq} \int_{\lambda}^{1} |f(x)| \, dx, \]

\[ |S| \leq 4 \int_{\lambda}^{1} |f(x)| \, dx. \]

Since \( \lambda \geq 1 - 1/q \), which tends to 1 as \( N \to \infty \), \( S \to 0 \) as \( N \to \infty \).

The only terms of (1) which we have not considered yet are those for which the \( R(n \alpha) \) lie in \((0, 1/q)\). But \( R(n \alpha) \) will be in \((0, 1/q)\) if and only if \( R(np/q) = 0 \) which occurs only when \( n = kq \) \((k = 1, 2, 3, \ldots, b)\). Thus we find

\[ \frac{1}{N} \sum_{R(n \alpha) < 1/q} f(n \alpha) = \frac{1}{N} \sum_{k=1}^{b} f(kq \alpha). \]

Using (5) we have finally

\[ \frac{1}{N} \sum_{n=1}^{N} f(n \alpha) = \int_{0}^{1} f(x) \, dx + \frac{1}{N} \sum_{k=1}^{b} f(kq \alpha) + o(1) \]

for \( N \to \infty \).

We have assumed that \( i \) is even, but the case in which \( i \) is odd is similar and can be treated in a corresponding manner. In this case, however, it is the sum of the terms for which \( R(n \alpha) \) is in \((0, 1/q)\) which is \( o(1) \), and the terms for which \( R(n \alpha) \) is in \((1-1/q, 1)\) which account for the additional terms beside the integral in the right side of (1). The result obtained is the same as (6). The proof of Theorem 1 is then complete.

3. **Further results.** We start with two remarks.

1. It is not difficult to determine for what choice of \( N \) for \( q_i \leq N < q_{i+1} \) the sum term in the right side of formula (1) is largest. We have

\[ \left| \frac{1}{N} \sum_{k=1}^{b} f(kq_i \alpha) \right| = \left| \frac{1}{bq_i + r} \sum_{k=1}^{b} f(kq_i \Delta_i) \right| \leq \left| \frac{1}{q_i} f(q_i \Delta_i) \right|. \]
We see that the sum term is largest in absolute value when \( N = q_i \), the denominator of a continued fraction convergent, for then

\[
\frac{1}{q_i} \sum_{n=1}^{q_i} f(n\alpha) = \int_0^1 f(x) \, dx + \frac{1}{q_i} f(q_i \Delta_i) + o(1).
\]

On the other hand, it follows from this that if \( N = q_i - 1 \),

\[
\frac{1}{q_i - 1} \sum_{n=1}^{q_i - 1} f(n\alpha) = \frac{q_i}{q_i - 1} \int_0^1 f(x) \, dx + o(1) = \int_0^1 f(x) \, dx + o(1).
\]

Thus, we see Weyl's result holds without omitting terms from the sum if \( N \to \infty \) over the sequence of numbers \( q_1 - 1, q_2 - 1, q_3 - 1, \ldots \). MacMillan [1] proved this result in the case

\[
f(x) = \log |x| \quad \text{for} \quad -\frac{1}{2} \leq x \leq \frac{1}{2}.
\]

2. If there exists a constant \( c > 0 \) such that

\[
|\Delta_i| > \frac{1}{cq_i^2}
\]

for all \( q_i \), then

\[
\left| \frac{1}{q} f(q\Delta) \right| \leq \left| \frac{1}{q} f\left(\frac{1}{cq}\right) \right| \leq c \int_0^{1/cq} |f(x)| \, dx,
\]

which tends to 0 as \( q \to \infty \). Such a constant \( c \) exists if the quotients \( b_k \) of the continued fraction for \( \alpha \) are bounded.

**Theorem 2.** For all irrational \( \alpha > 0 \) with the property that the quotients of the continued fraction for \( \alpha \) are bounded,

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} f(n\alpha) = \int_0^1 f(x) \, dx.
\]

In particular this formula holds for all \( \alpha \) which are quadratic irrationals.

For almost all \( \alpha \) Weyl's result holds without omitting terms from the sum.
**Theorem 3.** Suppose \( f(x) \) satisfies the hypothesis of Theorem 1. Then, for almost all \( \alpha \),

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} f(n\alpha) = \int_{0}^{1} f(x) \, dx.
\]

**Proof.** From Theorem 1 and (7) one can see that it will be sufficient to prove that

\[
\frac{1}{n} f(n\alpha) \to 0
\]
as \( n \to \infty \), for almost all \( \alpha \).

Let \( E_k \) be the set of \( \alpha \) for which \( 0 < \alpha < 1 \) and \( |f(\alpha)| > k/\nu \), where \( \nu \) is a positive integer. Interpreting \( \int_{0}^{1} |f(x)| \, dx \) as a Lebesgue integral we have

\[
\frac{1}{\nu} \sum_{k=1}^{\infty} m(E_k) \leq \int_{0}^{1} |f(x)| \, dx,
\]

where \( m(E_k) \) is the measure of \( E_k \). The measure of \( E_k \) is equal to \( 1/k \) times the measure of the set of \( \alpha \) for which

\[
0 < \alpha < k \quad \text{and} \quad \frac{1}{k} |f(\alpha)| > \frac{1}{\nu}
\]
because of the periodicity of \( f(x) \). It follows that \( m(E_k) = m(F_k) \), where \( F_k \) is the set of \( \alpha \) for which

\[
0 < \alpha < 1 \quad \text{and} \quad \frac{1}{k} |f(k\alpha)| > \frac{1}{\nu}.
\]

Hence \( \sum_{k=1}^{\infty} m(F_k) \) converges.

Let \( G_\nu \) be the set of all \( \alpha \) for which \( 0 < \alpha < 1 \) and for which there are infinitely many \( n \) such that

\[
\frac{1}{n} |f(n\alpha)| > \frac{1}{\nu},
\]

Thus \( G_\nu \) is the set consisting of all \( \alpha \) which belong to an infinite number of the sets \( F_1, F_2, F_3, \ldots \). Any open set which covers the union of the sets
$F_k, F_{k+1}, F_{k+2}, \ldots$ will also cover $G_v$ no matter how large $k$ is. But this union will have arbitrarily small measure if $k$ is chosen sufficiently large, because $\sum_{i=1}^{\infty} m(F_i)$ converges. It follows that $m(G_v) = 0$.

Now let $G$ be the set of all $\alpha$ for which $0 < \alpha \leq 1$ and $f(n\alpha)/n$ does not tend to 0 as $n \to \infty$. The set $G$ is the union of the sets $G_1, G_2, G_3, \ldots$. Since each of the sets $G_v$ has measure zero, $G$ has measure 0, which was to be proved.

If $f(x)$ becomes infinite at points other than the end points, a result which corresponds to (5) can be proved. Again the sum tends to the integral provided certain terms are omitted. The terms omitted depend on the positions of the singularities of $f(x)$ but otherwise do not depend on the particular function $f(x)$. We omit the proof of the following theorem because it is similar to the proof of (5).

**Theorem 4.** Suppose $f(x)$ is a periodic function with period 1, improperly Riemann integrable on the interval $(0, 1)$, and bounded except in the neighborhood of a finite number of exceptional points in the interior of $(0, 1)$. Suppose, furthermore, that in the half-neighborhood to the right of an exceptional point $X$, $f(x)$ is bounded or monotone; and also in the half-neighborhood to the left of $X$, $f(x)$ is bounded or monotone. Let $N = bq_i + r$, $q_i \leq N < q_{i+1}$, and define the set $A$ composed of positive integers $\leq N$ in the following way. If $R(n\alpha)$ is in the interval $(m/q, (m+1)/q)$ put $n$ in $A$ if and only if there is no exceptional point $X$ such that $(m-1)/q < X < (m+2)/q$. Then

$$\lim_{N \to \infty} \frac{1}{N} \sum_{n \in A} f(n\alpha) = \int_0^1 f(x) \, dx.$$  
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