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1. Introduction. Let $C_n$ be a closed curve in real projective $n$-space $S_n$ whose coordinates $x_i$ ($1 \leq i \leq n+1$) are given in the parametric form

$$x_i = x_i(s), \quad 1 \leq i \leq n+1, \quad q \leq s < q+1,$$

where $x_i(s)$ are real continuous periodic functions of period 1, and $q$ is any real number. The point with coordinates $x_i(s)$ ($1 \leq i \leq n+1$) will be designated by its defining number $s$.

The curve $C_n$ is to satisfy the following order condition.

No hyperplane of $S_n$ contains more than $n$ points of $C_n$.

A simple consequence of the above condition is that any $k+1$ ($0 \leq k \leq n$) distinct curve points $s_1, s_2, \ldots, s_{k+1}$ span a linear $k$-subspace $[s_1, s_2, \ldots, s_{k+1}]$. (The square-bracket symbol $[A, B, \ldots]$ will be used throughout to designate the linear subspace spanned by the sets $A$, $B$, $\ldots$)

The curve $C_n$ is to satisfy the following differentiability condition.

For each point $s$ of $C_n$ and for each integer $k$ ($0 \leq k \leq n-1$) a linear $k$-subspace $(k, s)$, known as the osculating $k$-space at $s$, exists for which $[s_1, s_2, \ldots, s_{k+1}]$ converges to $(k, s)$ as $s_1, s_2, \ldots, s_{k+1}$ all approach $s$ in any way whatsoever.

The curves $C_3$ were considered by A. Kneser [2] who studied properties which are invariant to certain continuous displacements. One of his results is that the set of planes of the projective space each of which contains exactly $k$ ($k=1$ or 3) points of a $C_3$ builds a connected set. In the present paper the methods used by Kneser are adapted to study the properties of the curves $C_n$. All the proofs make use of those lines $l$ each point of which is included in $n$ distinct $(n-1, s)$. Thus the paper is, in a sense, a study of this line system. Among
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the results is a generalization of the foregoing Kneser result to \( n \) dimensions. This in turn leads to the result that those hyperplanes which contain less than \( n \) points of \( C_n \) are exactly those hyperplanes which contain at least one line \( l \). This result is related to a result, implicit in a paper of Scherk [4], which states that the above hyperplanes are exactly those hyperplanes which contain certain limiting positions of the lines \( l \).

2. **Multiplicities.** As all the critical boundary cases involve multiple intersection points, these points will have special importance. In this section we record the definition for multiplicity and note some known results which we shall use.

**Definition 1.** A linear subspace \( Q \) is defined to intersect \( C_n \) exactly \( k \)-fold (\( 0 < k \leq n-1 \)) at \( s \) if \((k-1, s) \subseteq Q\), \((k, s) \subseteq Q\), and \( n \)-fold if \((n-1, s) = Q\).

A point \( P \) is defined to be included in \((n-1, s)\) exactly \( k \)-fold (\( 0 < k \leq n-1 \)) if \( P \in (n-k, s)\), \( P \notin (n-k-1, s)\), and \( n \)-fold if \( P = (0, s)\).

The following *multiplicity convention* will be assumed throughout. Let \( s_1, s_2, \ldots, s_j \) be any point system, and let \( s_i \) occur \( k_i \)-times (\( 1 \leq i \leq j \)) in this system. A linear subspace \( Q \) is said to contain this system provided \((k_i-1, s_i) \subseteq Q\) (\( 1 \leq i \leq j \)). A point \( P \) is said to be included in the system \((n-1, s_1), (n-1, s_2), \ldots, (n-1, s_j)\) provided \( P \in (n-k, s_i)\) (\( 1 \leq i \leq j \)). Unless otherwise stated the points of any given set are not necessarily all distinct.

For reference we state the easily proved:

**Lemma 1.** For \( n \geq 2 \), the projection of \( C_n \) from one of its curve points \( s' \) is a \( C_{n-1} \). The space \((k, s), s = s'\), \( 0 \leq k \leq n-2 \), projects into the space \((k, s)\) of the projected \( C_{n-1} \) and the space \((k, s')\), \( 1 \leq k \leq n-1 \), into the space \((k-1, s')\) of \( C_{n-1} \).

By use of Lemma 1, it can be proved by induction that \( C_n \) satisfies the *sharpened order condition*, that no hyperplane cuts \( C_n \) in more than \( n \) curve points where multiple intersections are now counted with their proper multiplicity. This leads to the fact that the system \( s_1, s_2, \ldots, s_{k+1} \) (\( 0 < k \leq n-1 \)) is included in a unique \( k \)-space which we designate by \([s_1, s_2, \ldots, s_{k+1}]\). We note without proof that \( C_n \) satisfies the *sharpened differentiability condition* that \([s_1, s_2, \ldots, s_{k+1}]\) converges to \((k, s)\) as \( s_1, s_2, \ldots, s_{k+1} \) all approach \( s \).

Use will be made of the duality theorem of Scherk [3] which states that all the \((n-1, s)\) build the dual of a \( C_n \). This implies that
no point \( P \) is contained within more than \( n \) \((n-1, s)\) and also that the intersection of \((n-1, s_1), (n-1, s_2), \ldots, (n-1, s_k)\) approaches \((n-k, s)\) as \( s_1, s_2, \ldots, s_k \) all approach \( s \) in any way whatsoever.

3. Notation. Throughout the paper the symbols \( l, l^s \) will be tacitly assumed to represent lines each of the points of which is within \( n \) distinct \((n-1, s)\) of a given \( C_n \); \( L, L^s \) will be assumed to represent the \((n-2)\)-spaces with the property that every hyperplane through such a space cuts \( C_n \) in \( n \) distinct points.

Where a proof involves both \( C_n \) and \( C_{n-1} \) the symbol \((k, s)_{n-1}\) will be used to designate the osculating \( k \)-space of the curve \( C_{n-1} \).

4. A construction for the lines \( l \).

**Theorem 1.** If, for \( n \geq 2 \), \( A \) and \( B \) are any two distinct points of a given line \( l \), then curve points \( s_1, t_1 \) of \( C_n \) exist so that \( A \in (n-1, s_1), B \in (n-1, t_1) \) \((1 \leq i \leq n)\) and \( s_1 < t_1 < s_2 < \cdots < s_i < t_i < s_{i+1} \) \((= s_{n+1})\).

Conversely if \( A \) and \( B \) are points for which \( A \in (n-1, s_1), B \in (n-1, t_1), s_1 < t_1 < s_2 < t_2 < \cdots < s_i < t_i < s_{i+1} \) \((= s_{n+1})\), then \( AB \) is a line \( l \).

**Proof.** Let \( P(s) \) be the intersection \( l \cap (n-1, s) \). Note that \( l \subseteq (n-1, s) \); for otherwise \( l \) would contain a point of \((n-2, s)\), which point would be within \((n-1, s)\) at least twice contrary to the definition of \( l \). Therefore \( P(s) \) is defined uniquely for all \( s \). As \( s \) moves continuously on \( C_n \) in a fixed direction, \( P(s) \) moves continuously on \( l \) because \((n-1, s)\) is continuous. Also, \( P(s) \) moves continuously in a fixed direction; for if \( P(s) \) were to experience a reversal of direction at \( P(s_0) \) then, in every curve neighborhood of \( s_0 \), points \( s_r, s_n \) would exist so that \( s_L < s_r < s_H, P(s_L) = P(s_H) \). Then, as \( P(s) \) is continuous,

\[
P(s_0) \in \lim_{s_L \to s_0, s_H \to s_0} (n-1, s_L) \cap (n-1, s_H) = (n-2, s_0)
\]

and \( l \) would contain a point not in \( n \) distinct \((n-1, s)\) contrary to the hypothesis. Let \((n-1, s_i) \) \((1 \leq i \leq n; s_i < s_1 < \cdots < s_i < s_{i+1} \) \((= s_{n+1})\)) be the complete set of \((n-1, s)\) which contain \( A \). As \( s \) increases continuously from \( s_i \) to \( s_{i+1} \), \( P(s) \) makes one complete circuit of \( l \) in a fixed direction. Consequently it crosses the point \( B \) exactly once. Hence \( t_i \) exists on \( C_n \) so that \( B \in (n-1, t_i) \) \((s_i < t_i < s_{i+1})\). Likewise within each arc \( s_i < s < s_{i+1} \) \((2 \leq i \leq n)\), a point \( t_i \) exists on \( C_n \) so that \( s_i < t_i < s_{i+1} \), \( B \in (n-1, t_i) \). Thus the theorem is proved.

To prove the converse, let \( C \) be any interior point of one of the segments \( AB \) of the line through \( A \) and \( B \), and \( D \) any interior point
of the other segment. As $P(s)$ is continuous and

$$P(s_l)=A, \quad P(s_t)=B,$$

at least one solution $P(s)=C$, or $P(s)=D$ must exist for which $s_l<s<t_t$. Likewise each of the $2n$ arcs $s_i<s<t_i$, $t_i<s<s_{i+1}$ ($1 \leq i \leq n$) contains at least one solution $P(s)=C$ or $P(s)=D$. But as $C$ is contained in at most $n$ ($n-1$, $s$) there must be exactly $n$ solutions $P(s)=C$. As these are all distinct and $C$ is arbitrary, $AB$ is a line $l$. The proof is now complete.

This proof of the converse, due to Dr. P. Scherk, replaces a more complicated one of my own. I should like to take the opportunity to thank him for many helpful suggestions which have contributed to the readability of the paper.

5. Hyperplanes with a given number of curve points.

**Lemma 2.** If, for $n \geq 3$, $C_{n-1}$ is the projection of $C_n$ from one of its points $s$, then a line $l$ of $C_n$ is projected into a line $l$ of $C_{n-1}$.

This is proved in [1].

**Lemma 3.** For $n \geq 3$, the projection of a $C_n$ from a line $l$ is a $C_{n-2}$.

**Proof.** No hyperplane through $l$ can cut $C_n$ in more than $n-2$ points. This is true for $n=2$ as it is equivalent to the fact that a line $l$ of $C_2$ cannot contain any curve points. Assume the assertion is true for $C_{n-1}$ ($n>2$). Let $H$ be a hyperplane which contains $l$. The result is clear if $H$ contains no points of $C_n$. Let $s$ be a point of $C_n$ within $H$. Project from $s$. Then $C_n$ is projected into a $C_{n-1}$ by Lemma 1, and $l$ into a line $l$ of $C_{n-1}$, by Lemma 2, which is within the projection $H$ of $H$. By the induction assumption $H$ contains at most $n-3$ points of $C_{n-1}$. Therefore $H$, which contains the points $C_n$ into which these are projected together with $s$ contains at most $n-2$ points of $C_n$.

The space of all 2-spaces through $l$ is an $(n-2)$-space $S_{n-2}$ whose hyperplanes are the hyperplanes of the original space which contain $l$. The elements $[l, s]$ of $S_{n-2}$ build a curve $C$, and $C$ has order $n-2$ by the result of the previous paragraph. This implies

$$[l, s'] = [l, s''], \quad \text{if } s'' = s'.$$
Thus there is a one-to-one correspondence between the points of $C_n$ and those of $C$. Where $0 \leq k \leq n-2$, let

$$[l, s_1], [l, s_2], \ldots, [l, s_{k+1}]$$

be given curve points of $C$. Because of the order condition these points span a $(k+2)$-space $Q$ which contains $l$. If $s_1, s_2, \ldots, s_{k+1}$ all approach $s$, then $Q \to [l, (k, s)]$ because of the differentiability condition. Thus the set of elements $[l, s]$ of $S_{n-2}$ is a $C_{n-2}$ with osculating $k$-spaces $[l, (k, s)]$. As this set is equivalent to the projection of $C_n$ from $l$, the lemma is established.

Most induction proofs for the curves $C_n$ make use of Lemma 1; in the following proof Lemma 3 is used for this purpose.

**Theorem 2.** Where $0 \leq k \leq n$, $k \equiv n \pmod{2}$, let $s_1, s_2, \ldots, s_k; t_1, t_2, \ldots, t_k$ be any points of $C_n$; then:

(a) If, for $n \geq 1$, $H_1, H_2$ be hyperplanes which contain $s_1, s_2, \ldots, s_k; t_1, t_2, \ldots, t_k$ respectively, and no additional points of $C_n$, then hyperplanes $H(p) \ (0 \leq p \leq 1)$ exist, continuously dependent on $p$, each of which contains exactly $k$ points of $C_n$ and for which $H(0)=H_1, H(1)=H_2$;

(b) If $s_i=t_i \ (1 \leq i \leq k)$, then $H(p)$ can be chosen so that it contains exactly the points $s_i \ (1 \leq i \leq k, \ 0 \leq p \leq 1)$;

(c) if $n \geq 2$, $0 \leq k \leq n-2$, for a given line $l$, a hyperplane $H'$ exists so that it contains exactly the points $s_1, s_2, \ldots, s_k$, together with the line $l$.

**Proof.** We first prove (c). If $n=2$ then $k=0$ and the result is equivalent to the fact that $H'=l$ does not cut $C_2$. Assume the result for for all curves $C_{n-1} \ (n \geq 2)$. Project from $l$. Thus $C_n$ is projected into a $C_{n-2}$, by Lemma 3, and $s_1, s_2, \ldots, s_k$ into points of $C_{n-2}$ with the same numerical coordinates. If $k=n-2$, a unique hyperplane

$$H'=[s_1, s_2, \ldots, s_k]$$

exists in the projected $(n-2)$-space through these points. If $k<n-2$, then by the induction assumption a hyperplane $H'$ exists in the projected space which contains exactly the points $s_1, s_2, \ldots, s_k$ of $C_{n-2}$. Consequently, if $H'$ is defined to be the hyperplane of the original space which is projected into $H'$, this hyperplane contains exactly the points $s_1, s_2, \ldots, s_k$ of $C_n$. As $l \subseteq H'$, (c) is proved for $C_n$. The proof
can now be completed by induction.

To prove (a) and (b), consider first the case $k=0$. With this restriction neither $H_1$ nor $H_2$ contains points of $C_n$. As the curve is connected, it lies entirely within one of the two open regions of the projective space whose boundary is the set of points of $H_1$ and $H_2$. Hence an affine coordinate system exists so that the equations of $H_1$, $H_2$ are $x_1=0$, $x_1=1$, respectively, and $C_n$ contains no points for which $0 \leq x_1 \leq 1$. Now (a) and (b) follow for $k=0$ if $H(p)$ is defined to be the hyperplane with the equation $x_1=p$, $0 \leq p \leq 1$.

Now let $k=n$; (b) is trivial in this case. Let $f_i(p)$ ($0 \leq p \leq 1$, $1 \leq i \leq n$) be any real-valued continuous functions for which $f_i(0)=s_i$, $f_i(1)=t_i$. Then (a) follows if $H(p)$ is defined to be the hyperplane spanned by the points with coordinates $f_i(p)$ ($1 \leq i \leq n$).

In particular this establishes (a) and (b) for $C_1$ and $C_2$. Assume both results for all $C_{n-1}$ ($n \geq 2$). We may assume $0 < k \leq n-2$. Let $l$ be arbitrary. By (c), hyperplanes $H_i$, $H_i^1$ exist which contain exactly the points $s_1$, $s_2$, \ldots, $s_k$; $t_1$, $t_2$, \ldots, $t_k$, respectively, together with the line $l$. Let $H_i$, $H_i^1$, $C_{n-1}$ be the projections of $H_i$, $H_i^1$, $C_n$, respectively, from $s_i$. By the induction assumption (b), hyperplanes $H(p)$ ($0 \leq p \leq 1$) exist in the projected space, continuously dependent on $p$, each of which contains exactly the points $s_1$, \ldots, $s_k$ of $C_{n-1}$, and for which

$$H(0) = H_1, \quad H(1) = H_1^1.$$  

Let $H(p)$ ($0 \leq p \leq (1/3)$) be the hyperplane of the original space which is projected into $H(3p)$. Then $H(p)$ depends continuously on $p$, contains exactly the points $s_1$, $s_2$, \ldots, $s_k$ of $C_n$, and $H(0) = H_1$, $H(1/3) = H_1^1$. Likewise $H(p)$ ($2/3 \leq p \leq 1$) exists so that it depends continuously on $p$, contains exactly the points $t_1$, $t_2$, \ldots, $t_k$ of $C_n$, and for which

$$H(2/3) = H^1_1, \quad H(1) = H_2.$$  

After a projection from $l$, a similar argument can be used to construct a hyperplane $H(p)$ ($1/3 \leq p \leq (2/3)$) which depends continuously on $p$, contains exactly $k$ points of $C_n$, and for which

$$H(1/3) = H^1_1, \quad H(2/3) = H^1_2.$$  

This proves (a) for $C_n$. Also (b) is clear if $H(p)$ is defined as above with the additional conditions that

$$H_i^1 = H_i^1 = H(p), \quad ((1/3) \leq p \leq (2/3)).$$  

The proof can now be completed by induction.
6. Hyperplanes which do not contain $n$ points of $C_n$.

**Definition 2.** $\Sigma(C_n)$ is the set of all points included in at least one space $L$ of the curve $C_n$ (cf. § 3).

**Lemma 4.** If, for $n \geq 3$, $\overline{P} \in \Sigma(C_{n-1})$, where $\overline{P}$ is the projection of a point $P$ from a point $s'$ of $C_n$, $P = \overline{s}'$, and $C_{n-1}$ that of $C_n$, then $P \in \Sigma(C_n)$.

**Proof.** If $\overline{P} \in \Sigma(C_{n-1})$, then points $s_1, s_2, \ldots, s_{n-1}; t_1, t_2, \ldots, t_{n-1}$ of the projection $C_{n-1}$ exist so that

$$\overline{P} \in [s_1, s_2, \ldots, s_{n-1}] \cap [t_1, t_2, \ldots, t_{n-1}] = L$$

and

$$s_1 < t_1 < s_2 < \ldots < t_{n-1} < s_{n-1},$$

by the dual of Theorem 1. Moreover,

$$[s_1, s_2, \ldots, s_{n-1}], [t_1, t_2, \ldots, t_{n-1}]$$

may be chosen to be any two distinct hyperplanes through $L$ within the projected $(n-1)$-space. Therefore these hyperplanes may be chosen so that $t_{n-1} < s' < s_1 + 1$. Let the numbers

$s_1, s_2, \ldots, s_{n-1}, t_1, t_2, \ldots, t_{n-1}, s'$

now represent points of $C_n$. Then $P \in [t_1, t_2, \ldots, t_{n-1}, s']$. As $t_1, t_2, \ldots, t_{n-1}, s'$ are represented by linearly independent vectors the intersection

$$\bigcap_{i=1}^{i=n-1} [t_1, t_2, \ldots, t_{i-1}, t_{i+1}, \ldots, t_{n-1}, s'] = s'.$$

Hence, because $P = \overline{s}'$, at least one value $i$ exists with

$$P \in [t_1, t_2, \ldots, t_{i-1}, t_{i+1}, \ldots, t_{n-1}, s'] \quad (1 \leq i \leq n-1).$$

For such a value $i$

$$[t_1, t_2, \ldots, t_{i-1}, P, t_{i+1}, \ldots, t_{n-1}, s'] = [t_1, t_2, \ldots, t_{n-1}, s'].$$

Let $t_n$ be a point of $C_n$ with $t_n > s'$. Then

$$[t_1, t_2, \ldots, t_{i-1}, P, t_{i+1}, \ldots, t_{n-1}, t_n]$$

approaches $[t_1, t_2, \ldots, t_{n-1}, s']$ as $t_n$ approaches $s'$. Because of the continuity of the curve points of $C_n$, $[t_1, t_2, \ldots, t_{i-1}, P, t_{i+1}, \ldots, t_n]$ will contain a point $t'_i$ of $C_n$ for which $s_i < t'_i < s_{i+1}$ provided $t_n$ is sufficiently...
close to $s'$. If $t_n$ is such a point, and $s_n$ is defined as $s'$, then

$$P \in [s, s_2, \ldots, s_n] \cap [t_1, t_2, \ldots, t_{i-1}, t_i', t_{i+1}, \ldots, t_n]$$

and

$$s_i < t_1 < s_2 < \cdots < s_i < t_i' < s_{i+1} < s_n < t_n < s_1 + 1.$$ 

It follows from the dual of Theorem 1 and Definition 2 that $P \in \Sigma(C_n)$. The lemma is thus established.

**Corollary.** If, for $n \geq 3$, $P$ is a point for which $P \in [(k, s_i), s_j]$, $s_i = s_j$, $0 \leq k \leq n - 3$, $P \subseteq s_j$, $P \neq (k, s_i)$, then $P \in \Sigma(C_n)$.

**Proof.** If $n = 3$ then $P \in [s', s_2]$ $(s_i = s_j$, $0 \leq k \leq n - 3$, $P \subseteq s_j$, $P \neq (k, s_i)$, then $P \in \Sigma(C_n)$.

**Lemma 5.** (a) For $n \geq 2$, $\Sigma(C_n)$ is open. (b) If a boundary point $P$ of $\Sigma(C_n)$ is approached by a sequence $P^\mu$ of points interior to $\Sigma(C_n)$, and $L$ is the limit of a space sequence $L^\mu$ for which $P^\mu \in L^\mu$, then $(k, s)$ $(0 \leq k \leq n - 2)$ exists for which $P \in (k, s) \subseteq L$.

**Proof.** If $P \in \Sigma(C_n)$ then a space $L$ exists for which $P \in L$. By the dual of Theorem 1, $s_i, s_2, \ldots, s_n$; $t_1, t_2, \ldots, t_n$ exist so that

$$L \subseteq [s_i, s_2, \ldots, s_n] \cap [t_1, t_2, \ldots, t_n]$$

and $s_i < t_1 < s_2 < \cdots < t_n < s_1 + 1$.

If $P'$ is sufficiently close to $P$ then it is contained within an $(n - 2)$-space $L'$ which is so close to $L$ that it has the form

$$[s', s_2, \ldots, s_n] \cap [t_1, t_2, \ldots, t_n'],$$

where $s', s_2, \ldots, s_n$ now represent curve points of the projection $C_2$ of $C_3$ from $t$. This implies, by the dual of Theorem 1, that $P' \in \Sigma(C_2)$, and so by the Lemma that $P \in \Sigma(C_n)$. Thus the corollary is true for $n = 3$. Assume it to be true for all $C_{n-1}$, $n > 3$. The result for $C_n$ then follows from the Lemma by a projection from $s_i$ if the least possible $k = n - 3$ and otherwise by a projection from a point of $C_n$ different from $s_i$ and $s_2$.
By the dual of Theorem 1, \( P' \in \Sigma(C_n) \), and so (a) is proved.

To prove (b), let \( H^r_1, H^r_2 \) be any two hyperplane sequences with \( L^r \supseteq H^r_1, L^r \supseteq H^r_2 \), which converge to two distinct limits \( H_1 \) and \( H_2 \), respectively. By the dual of Theorem 1, \( s^r_1, s^r_2, \ldots, s^r_n; t^r_1, t^r_2, \ldots, t^r_n \) exist so that
\[
 s^r_1 < t^r_1 < s^r_2 < \cdots < t^r_n < s^r_i + 1
\]
and
\[
 H^r_1 = [s^r_1, s^r_2, \ldots, s^r_n], \quad H^r_2 = [t^r_1, t^r_2, \ldots, t^r_n].
\]
As \( H^r_1, H^r_2 \) converge, the sequences \( s^r_i, t^r_i \) \( (1 \leq i \leq n) \) also converge. If \( s_i, t_i \) are the respective limits of these sequences,
\[
 L = [s_1, s_2, \ldots, s_n] \cap [t_1, t_2, \ldots, t_n] \quad \text{and} \quad s_1 \leq t_1 \leq s_2 \leq \cdots \leq t_n \leq s_1 + 1.
\]

At least one equality sign must occur in this system, for otherwise \( P \notin \Sigma(C_n) \) and so \( P \notin \Sigma(C_n) \), which is impossible as \( P \) is a boundary point of the open set \( \Sigma(C_n) \). We may suppose, after a possible adjustment in the notation, \( s_1 = t_1 \). Hence \( s_1 \in L \). If \( n = 2 \) this proves the Lemma, as
\[
 P = L = s_1 = (0, s_1).
\]
Assume it holds for all curves \( C_{n-1}, n > 2 \). If \( P = s_1 \), then it is already true for \( C_n \). If \( P = s_1 \), project from \( s_1 \). Let \( C_{n-1} \) be the projection of \( C_n \) and \( P' \) that of \( P \). Then \( P' \notin \Sigma(C_{n-1}) \), for otherwise, by Lemma 4, \( P \in \Sigma(C_n) \). Moreover,
\[
 P' \in [s_2, s_3, \ldots, s_n] \cap [t_2, t_3, \ldots, t_n] = L
\]
and this space is approached by the system
\[
 [s^r_2, s^r_3, \ldots, s^r_n] \cap [t^r_2, t^r_3, \ldots, t^r_n],
\]
where all the numbers now represent points of \( C_{n-1} \). Thus \( P' \) is a boundary point of \( \Sigma(C_{n-1}) \). Therefore by the induction assumption \((k, s)_{n-1}\) exists so that
\[
 P' \in (k, s)_{n-1} \subseteq L \quad (0 \leq k \leq n - 3).
\]
Consequently, \( P \in [s_1, (k, s)] \subseteq L \). Because \( P \in s_1 \), it now follows from the Corollary to Lemma 4 that \( P \in (k, s) \), or \( s = s_1 \) and \( P \in (k + 1, s) \). Either of these possibilities shows the lemma to be true and so the proof is complete.

**Lemma 6.** If, for \( n \geq 3, t^n \) is a sequence which converges to \( l \), and \( p \) an integer for which \( l \leq (p, s), l \leq (p - 1, s) \) \((0 \leq p < n - 1)\) then \( [t^n, (q, s)] \to (q + 2, s) \) \((p - 1 \leq q \leq n - 3)\).
PROOF. The space \([l^\mu, (q, s)]\) is a \((q+2)\)-space because \(q < n-1\) while \(l^\mu\) and \((q, s)\) have no common points. Consider first the case for which \(q = n-3, p = n-2\). If the lemma were false then a convergent subsequence of \([l^\mu, (n-3, s)]\) would exist whose limit would be a hyperplane \(Q\) for which \(Q = \infty(n-1, s)\). As \(l^\mu \rightarrow l\),
\[
[l, (n-3, s)] = (n-2, s) \subseteq Q.
\]
Consequently \(Q\) would cut \(C_n\) in \(s\) at least \((n-1)\)-fold. As \(C_n\) is closed, \(Q\) would cut \(C_n\) in one additional point \(s'\), and \(s' = \infty\) as \(Q = \infty(n-1, s)\). Hence, if \(l^\mu\) is sufficiently close to \(l\), \([l^\mu, (n-3, s)]\) would cut \(C_n\) in a point \(s''\) so close to \(s'\) that \(s'' = \infty\). Therefore the hyperplane \([l^\mu, (n-3, s)]\) would cut \(C_n\) in more than \(n-2\) points in contradiction to Lemma 3. Thus \([l^\mu, (n-3, s)]\) must approach \((n-1, s)\), and the lemma is proved in this case. In particular, it is completely proved for \(n = 3\). Assume it is established for all \(C_{n-1}, n > 3\).

Consider next the case for which \(q < n-3\). Project from any point \(t\) of \(C_n\) different from \(s\). As \(t \in (p, s)\), \(l\) is projected into a line \(\bar{l}\), and \(l^\mu\) is projected into a line \(l^\mu\) defined for the projection \(C_{n-1}\) of \(C_n\) by Lemma 2. Clearly
\[
\bar{l} \subseteq (p, s)_{n-1} \text{ and } l^\mu \not\subseteq (p-1, s)_{n-1},
\]
for otherwise
\[
l \subseteq [(p-1, s), t] \cap (p, s) = (p-1, s).
\]
Therefore, by the induction assumption, \([l^\mu, (q, s)]_{n-1} \rightarrow (q+2, s)_{n-1}\). This implies \([l^\mu, (q, s)] \rightarrow [(q+2, s), t]\), and, because \(t\) is arbitrary, that \([l^\mu, (q, s)] \rightarrow (q+2, s)\). Thus the lemma is proved in this case.

Finally let \(q = n-3, p < n-2\). If \([l^\mu, (n-3, s)]\) does not converge to \((n-1, s)\) this set contains a convergent subsequence with limit \(Q\), \(Q = \infty(n-1, s)\). Now \(1 \leq p < n-2\), and so \(n \geq 4\). Hence by the result of the previous paragraph \([l^\mu, (n-4, s)] \rightarrow (n-2, s)\). Consequently \((n-2, s) \subseteq Q\). This leads to the contradiction encountered in the first paragraph. Thus \([l^\mu, (n-3, s)] \rightarrow (n-1, s)\), and the lemma is proved for \(C_n\). The proof can now be completed by induction.

DEFINITION 3. \(\sigma(C_n)\) is the set of all hyperplanes each of which contains at least one line \(l\) of the curve \(C_n\).

\(\sigma(C_n)\) is the dual of the space \(\Sigma(C_n)\).

THEOREM 3. For \(n \geq 2\), \(\sigma(C_n)\) consists of all the hyperplanes which do not contain \(n\) points of \(C_n\).

PROOF. By Lemma 3 each member of \(\sigma(C_n)\) contains less than \(n\)
points of $C_n$. It remains to show that every hyperplane which contains less than $n$ points of $C_n$ contains at least one line $l$. Let $H$ be a hyperplane and $s_1, s_2, \ldots, s_h$ be the points of $C_n$ contained in $H$, where $0 \leq h < n$. As $C_n$ is closed, $h \equiv n \pmod{2}$. By Theorem 2 (c), for a given line $l$, a hyperplane $H'$ exists which contains $l$ and exactly the points $s_1, s_2, \ldots, s_h$ of $C_n$. By Theorem 2 (b), a system $H(p)$ ($0 \leq p \leq 1$) of hyperplanes exists, continuously dependent on $p$, each of which contains exactly the points $s_1, s_2, \ldots, s_h$ of $C_n$ and for which

$$H(0) = H', H(1) = H.$$  

By Definition 3, $H(0) \in \sigma(C_n)$. Assume $H \notin \sigma(C_n)$. By the dual of Lemma 5 (a), $\sigma(C_n)$ is open. Therefore a least value $\bar{p}$ of $p$ exists for which $H(\bar{p}) \notin \sigma(C_n)$. Let $p^\mu$ be a sequence for which $p^\mu \to \bar{p}$, $\bar{p} < p$. As $H(p^\mu) \in \sigma(C_n)$, $l^\mu$ exists for which $l^\mu \subseteq H(p^\mu)$. By replacing $p^\mu$ by an appropriate subsequence if necessary we may assume $l^\mu$ converges. If $\bar{l}$ be the limit of $l^\mu$ then, by the dual of Lemma 5 (b), $(k, s)$ exists so that

$$\bar{l} \leq (k, s) \leq H(\bar{p}) \quad (1 \leq k < n - 1).$$

We may assume $(k+1, s) \notin H(\bar{p})$; for otherwise $(k, s)$ may be replaced by an osculating space of a greater dimension so that this relation holds. Consequently $s$ occurs exactly $(k+1)$-fold in the set $s_1, s_2, \ldots, s_h$, and $k+1 \leq h \leq n-2$. This is impossible if $h \leq 1$ in which case $H \in \sigma(C_n)$. In particular this proves the theorem for $h \leq 3$. We assume therefore $n > 3$. As $k \leq n-3$ and $\bar{l} \leq (k, s)$, the number $q$ of Lemma 6 may be specialized to $k$. It follows then from this Lemma that $[l^\mu, (k, s)] \to (k+2, s)$. Hence, as $[l^\mu, (k, s)] \subseteq H(p^\mu)$. $(k+2, s) \subseteq H(p)$. This contradicts the fact that $s_1, s_2, \ldots, s_h$ are the only points of $C_n$ in $H(p)$ among which $s$ occurs exactly $(k+1)$-fold. Therefore $H \in \sigma(C_n)$. Thus the theorem is established.

7. A characterization of the lines $l$.

**Theorem 4.** For $n \geq 2$, a straight line is a line $l$ if, and only if, every hyperplane through $l$ contains less than $n$ points of $C_n$.

**Proof.** Let $m$ be a straight line which is not a line $l$. Then at least one point $P$ exists on $m$ which is not within $n$ distinct $(n-1, s)$. A sequence of points $P^\mu$ exists with $P^\mu \to P$ for which each $P^\mu$ is within less than $n$ $(n-1, s)$. (This can be conveniently proved by induction in the dual formulation.) If $A$ is a point of $m$ for which $A \in P$ then $[A, P^\mu] \to m$. By the dual of Theorem 3, $L^\mu$ (cf. § 3) exists for which $P^\mu \in L^\mu$. Now $[A, L^\mu]$ contains $[A, P^\mu]$ and also $n$ points of $C_n$ by the
definition of $L^*$. The limit of a convergent subsequence of $[A, L^*]$ is a hyperplane which contains $m$ together with $n$ points of $C_n$. This proves that if every hyperplane through a straight line contains less than $n$ points of $C_n$ then every point of the straight line is within $n$ distinct $(n-1, s)$ and so must be a line $l$.

No hyperplane through a line $l$ can contain $n$ points of $C_n$ by Lemma 3. Thus the proof of the theorem is complete.

References


University of British Columbia
PACIFIC JOURNAL OF MATHEMATICS

EDITORS

H. L. ROYDEN
Stanford University
Stanford, California

R. P. DILWORTH
California Institute of Technology
Pasadena 4, California

E. HEWITT
University of Washington
Seattle 5, Washington

A. HORN*
University of California
Los Angeles 24, California

ASSOCIATE EDITORS

H. BUSEMANN  P. R. HALMOS  R. D. JAMES  GEORGE PÓLYA
HERBERT FEDERER  HEINZ HOPF  BORGE JESSEN  J. J. STOKER
MARSHALL HALL  ALFRED HORN  PAUL LÉVY  KOSAKU YOSIDA

SPONSORS

UNIVERSITY OF BRITISH COLUMBIA
CALIFORNIA INSTITUTE OF TECHNOLOGY
UNIVERSITY OF CALIFORNIA, BERKELEY
UNIVERSITY OF CALIFORNIA, DAVIS
UNIVERSITY OF CALIFORNIA, LOS ANGELES
UNIVERSITY OF CALIFORNIA, SANTA BARBARA
MONTANA STATE UNIVERSITY
UNIVERSITY OF NEVADA
OREGON STATE COLLEGE
UNIVERSITY OF OREGON
UNIVERSITY OF SOUTHERN CALIFORNIA

STANFORD RESEARCH INSTITUTE
STANFORD UNIVERSITY
UNIVERSITY OF UTAH
WASHINGTON STATE COLLEGE
UNIVERSITY OF WASHINGTON
AMERICAN MATHEMATICAL SOCIETY
HUGHES AIRCRAFT COMPANY
SHELL DEVELOPMENT COMPANY

Mathematical papers intended for publication in the Pacific Journal of Mathematics should be typewritten (double spaced), and the author should keep a complete copy. Manuscripts may be sent to any of the editors. Manuscripts intended for the outgoing editors should be sent to their successors. All other communications to the editors should be addressed to the managing editor, Alfred Horn at the University of California Los Angeles 24, California.

50 reprints of each article are furnished free of charge; additional copies may be obtained at cost in multiples of 50.

The Pacific Journal of Mathematics is published quarterly, in March, June, September, and December. The price per volume (4 numbers) is $12.00; single issues, $3.50; back numbers (Volumes 1, 2, 3) are available at $2.50 per copy. Special price to individual faculty members of supporting institutions and to individual members of the American Mathematical Society: $4.00 per volume; single issues, $1.25.

Subscriptions, orders for back numbers, and changes of address should be sent to the publishers, University of California Press, Berkeley 4, California.

Printed at Kokusai Bunken Insatsusha (International Academic Printing Co., Ltd.) No. 10 1-chome Fujimi-cho, Chiyoda-ku, Tokyo, Japan.

* During the absence of E. G. Straus.

UNIVERSITY OF CALIFORNIA PRESS · BERKELEY AND LOS ANGELES
Henry A. Antosiewicz, *A theorem on alternatives for pairs of matrices* ........................................ 641
F. V. Atkinson, *On second-order non-linear oscillation* ................................................................. 643
Frank Herbert Brownell, III, *Fourier analysis and differentiation over real separable Hilbert space* ................................................................. 649
Richard Eliot Chamberlin, *Remark on the averages of real function* ........................................ 663
Philip J. Davis, *On a problem in the theory of mechanical quadrature* ........................................ 669
Douglas Derry, *On closed differentiable curves of order n in n-space* ........................................ 675
Edwin E. Floyd, *Boolean algebras with pathological order topology* ........................................... 687
George E. Forsythe, *Asymptotic lower bounds for the fundamental frequency of convex membrane* ........................................................................................................... 691
Israel Halperin, *On the Darboux property* ...................................................................................... 703
Theodore Edward Harris, *On chains of infinite order* ................................................................... 707
Peter K. Henrici, *On certain series expansions involving Whittaker functions and Jacobi polynomial* ............................................................................................................... 725
John G. Herriot, *The solution of Cauchy’s problem for a third-order linear hyperbolic differential equation by means of Riesz integral* .................................................. 745
Jack Indritz, *Applications of the Rayleigh Ritz method to variational problem* ........................................... 765
E. E. Jones, *The flexure of a non-uniform beam* .............................................................................. 799
Hukukane Nikaidô and Kazuo Isoda, *Note on non-cooperative convex game* .......................................................... 807
Raymond Moos Redheffer and W. Wasow, *On the convergence of asymptotic solutions of linear differential equation* ........................................................................................................ 817
S. E. Warschawski, *On a theorem of L. Lichtenstein* ................................................................. 835
Philip Wolfe, *The strict determinateness of certain infinite game* .................................................. 841