HOLOMORPHIC FUNCTIONALS AND COMPLEX CONVEXITY IN BANACH SPACES
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1. Introduction. The present paper extends some basic theorems of the theory of several complex variables to Banach spaces. Results which are new even for finite dimension are also obtained. Considerable use is made of methods developed in "Complex Convexity" (Bremermann [8]), however, many modifications are necessary to adapt them to infinite dimension.

A complex valued functional is $G$-holomorphic in a domain $D$ of a complex Banach space $B$ if it is single valued and its restriction to an arbitrary analytic plane $\{z|z=z_0+\lambda a\}$ ($z_0 \in D, a \in B$, $\lambda$ a complex parameter) is a holomorphic function of $\lambda$ in the intersection of the plane with $D$. The space of $n$ complex variables $\mathbb{C}^n$ can be considered as a Banach space, and for $\mathbb{C}^n$ the above definition is equivalent to the usual definition of a holomorphic function of several complex variables. In an infinite dimensional Banach space the Gâteaux holomorphic functions are not necessarily locally bounded, while in a finite dimensional space the local boundedness is a consequence of holomorphy. Therefore another notion of holomorphy, also coinciding with the notion of holomorphy in finite dimensional spaces, is possible: A function is Fréchet holomorphic in a domain $D$ if it is Gâteaux holomorphic and locally bounded (compare Hille [11] and Soeder [17]). The theories of both types of holomorphic functions have been studied, the latter more than the former. Both theories are considerably less developed than the theory of finitely many variables. This may be partly due to the fact that the infinite dimensional spaces are not locally compact, in fact, if a space is locally compact, then it is finite dimensional (see Hille [11]).

In the present paper the theory of Gâteaux holomorphic functionals is studied exclusively. As a tool are used plurisubharmonic functionals (as defined by Oka [14] and [15], Lelong [12] and Thorin [19]) and a functional $d^N_p(z)$ which is the distance of the point $z$ from the boundary of the domain $D$ measured in the norm $N$. A notion of holomorphic continuation is defined and a "basic lemma" on the simultaneous continuation of $G$-holomorphic functionals is proved (3.1).¹ A consequence of

¹ The lemma in its present form is new also for finite dimension and permits to construct the envelope of an arbitrary domain in the $\mathbb{C}^n$ explicitly. This will be carried out in a further paper.
this lemma is the fact that there exist domains, as in finite dimension, such that all \( G \)-holomorphic functions can be continued \( G \)-holomorphically into a larger domain. Those domains for which a \( G \)-holomorphic function exists that is not continuable, are called domains of holomorphy. From the continuation lemma follows that the domains of holomorphy have the property that the functional \( -\log d'_{\partial D}(z) \) is plurisubharmonic in \( D \), and a theorem is proved which for finite dimension is known as “Kontinuitätssatz.” The property of the functional \( -\log d'_{\partial D}(z) \) to be plurisubharmonic is invariant with respect to all norms \( N \) that generate equivalent topologies. The domains for which \( -\log d'_{\partial D}(z) \) is plurisubharmonic are called pseudo-convex, and some of their properties are studied. A domain \( D \) in a complex Banach space \( B_c \) is pseudo-convex if and only if its intersection with every (complex) two-dimensional linear submanifold of \( B \) is pseudo-convex.

The notion of pseudo-convexity bears some formal relationship to the ordinary convexity in real spaces, this is established by showing: A domain \( D \) in a real Banach \( B_r \) is convex if and only if \( -\log d'_{\partial D}(x) \) is a convex functional in \( D \). Finally tube domains are studied, that is domains of the form \( \{z| x \in d_x, y \text{ arbitrary}\} \), where \( x \) is the real part and \( y \) the imaginary part of \( z \), and \( d_x \) a domain in the real Banach space of the real parts. It is shown that for this particular class of domains the two notions coincide: A tube domain is pseudo-convex if and only if it is convex.

For simplicity’s sake the present considerations are limited to complex valued functionals but can be extended without difficulty to vector valued functions. Also generalizations to spaces more general than Banach spaces (for instance locally convex spaces) are possible.

2. Holomorphic, plurisubharmonic and distance functionals.

2.1. We will consider in this paper Banach spaces where the field of scalars is either the field of real numbers or the field of complex numbers. Accordingly we speak of real and complex Banach spaces and write \( B_r \) and \( B_c \) respectively. By \( z \) we will denote exclusively elements of complex \( B \)-spaces and by \( x \) elements of real \( B \)-spaces.

2.2. The norm that is defined in a Banach space \( B \) provides it in a natural way with a topology (strong topology). As neighborhoods of a point \( a \in B \) we define the pointsets \( \{b| ||b-a|| < \varepsilon\} \). A region is an open set; a domain is an open and connected set.

2.3. Definition. Let \( \lambda \) be a complex parameter. A complex valued functional \( f(z) \), defined in a domain \( D \) of a complex Banach space \( B_c \) is
Gateaux holomorphic in $D$ (or in short $G$-holomorphic) if $f(z)$ is single-valued in $D$ and if $f(z_0 + \lambda a)$ is holomorphic in $\lambda$ at the point $\lambda = 0$ for all $z_0 \in D$ and $a \in B$. In other words $f(z)$ is required to be a holomorphic function of the one complex variable $\lambda$ on the intersection of any two-dimensional analytic plane $\{z = z_0 + \lambda a\}$ with the domain $D$. Obviously a function is $G$-holomorphic in $D$ if and only if it is single-valued and $G$-holomorphic in a neighborhood of each point of $D$ (locally holomorphic). This definition is equivalent to the requirement that the Gateaux differential exists everywhere in $D$ and that $f(z)$ is single-valued in $D$. We do not require that $f(z)$ be locally bounded or similar conditions. (Compare Hille [11], p. 71 and p. 81).

2.4. DEFINITION. A real-valued functional $V(z)$ defined in a domain $D$ of a complex Banach space $B_c$ is quasi-plurisubharmonic in $D$ if $V(z_0 + \lambda a)$ is quasi-subharmonic in $\lambda$ at the point $\lambda = 0$ for all $z_0 \in D$ and $a \in B_c$. $V(z)$ is plurisubharmonic if $V(z)$ is quasi-plurisubharmonic and upper-semicontinuous in $D$. (Cf. Thorin [19], p. 16) $V(z)$ is upper-semicontinuous at the point $z_0$ if for every $\epsilon > 0$ there exists a $\delta$, such that $V(z) - V(z_0) < \epsilon$ for $||z - z_0|| < \delta$. (For the definition of quasi-plurisubharmonic see T. Radó [16]. Cf. also P. Lelong [12]. What we call quasi-plurisubharmonic functions Lelong denotes as functions of class $M$. The plurisubharmonic functions have also been introduced by K. Oka [14] and [15] under the name pseudo-convex functions. Oka admits the constant, $-\infty$, Lelong excludes it. For our applications it is more convenient to admit $-\infty$ as a plurisubharmonic functional.)

2.5. We now have to define the notion of holomorphic continuation. In one and several variables this is being done by means of power series developments. However, power series are somewhat inconvenient here. Therefore we will define as holomorphic continuation a function that is holomorphic in a larger domain and coincides with the given function in the given domain. However, already in one variable the “larger domains” may be no longer schlicht but concrete complex manifolds with no branch points as interior points. We have to take care of this situation and therefore define the following.

2.6. $D$ is a domain over the space $B_c$ if $D$ is a topological space carrying a mapping $\varphi_D$ which maps $D$ into $B_c$, such that $\varphi_D$ is locally a homeomorphism.

We call $\varphi_D$ the projection mapping of $D$ and $\varphi_D(E)$, where $E$ is a set in $D$, the projection of $E$.

Domains over a space $B_c$ are special complex analytic manifolds of infinite dimension. (For general complex analytic manifolds of infinite
2.7. \( D \) is a continuation of a domain \( D_0 \) over \( B_c \) if there exists a subset \( \tilde{D}_0 \) of \( D \) and a homeomorphism \( h \) of \( \tilde{D}_0 \) onto \( D_0 \) such that \( \varphi_{D_0} h(P) = \varphi_D(P) \) for every \( P \) in \( \tilde{D}_0 \).

We can then identify \( \tilde{D}_0 \) and \( D_0 \). In particular if \( D_0 \) is a domain in \( B_c \)—we will also say schlicht domain—then \( D \) is a continuation of \( D_0 \) if there exists a subset \( \tilde{D}_0 \subset D \) such that \( \varphi_D(\tilde{D}_0) \) is a homeomorphism onto \( D_0 \).

2.8. A functional \( f \) is \( G \)-holomorphic in a domain \( D \) over a complex Banach space \( B_c \) if \( f \) is \( G \)-holomorphic in a neighborhood of each point in \( D \). And it is \( G \)-holomorphic in a neighborhood \( U_i \) if it is \( G \)-holomorphic in the homeomorphic image \( \varphi_D U_i \) which is an open set in \( B_c \) where the notion of \( G \)-holomorphy is defined (2.3).

2.9. Let \( f(z) \) be a \( G \)-holomorphic functional in a domain \( D \subset B \). Then \( g(z) \) is a \( G \)-holomorphic continuation of \( f(z) \) if \( g(z) \) is \( G \)-holomorphic in a continuation \( D_1 \) of \( D \) and coincides with \( f(z) \) in \( D \).

2.10. Uniqueness of the \( G \)-holomorphic continuation. Let \( D \) be a domain over \( B_c \). Let \( D^* \) be a subdomain. Let \( f(z) \) and \( g(z) \) be \( G \)-holomorphic functionals in \( D \), let \( f(z) = g(z) \) in \( D^* \), then we have \( f(z) = g(z) \) throughout \( D \).

Proof. Let \( S \) be the set of points such that \( f(z) \) and \( g(z) \) coincide. Then we have \( D^* \subset S \subset D \). Let \( S^* \) be the largest open set contained in \( S \). Suppose \( S^* \neq D \). Then there exists a boundary point \( z_0 \) of \( S^* \) which is an interior point of \( D \). Let \( U \) be the homeomorphic image of a neighborhood of \( z_0 \) in the \( B_c \). In particular we can choose \( U \) as a sphere. In this sphere we have a point \( z_1 \) such that in a neighborhood of \( z_1 \) we have \( f(z) = g(z) \) and a point \( z_2 \) such that \( f(z_2) \neq g(z_2) \). Then we connect \( z_1 \) and \( z_2 \) by an analytic plane which cuts \( U \) in a circle. Restricting \( f(z) \) and \( g(z) \) to the analytic plane we obtain a contradiction to the identity theorem of holomorphic functions in one variable.

2.11. A domain \( H \) for which a functional \( f(z) \) exists that is \( G \)-holomorphic in \( H \) and does not possess a \( G \)-holomorphic continuation into a proper continuation of \( H \) we call a domain of holomorphy.

2.12. The distance function. Let \( D \) be a domain in \( B \), then we associate with every point of \( D \) the value
\[ d^{(N)}_D(z) = \sup r \in \{ z' | ||z' - z|| < r \} \subset D , \]

in other words \( d^{(N)}_D(z) \) is the distance of the point \( z \) from the boundary of \( D \) measured in the norm \( N \).

If \( D \) is different from the whole space \( B \), then \( D \) has at least one finite boundary point, and then obviously \( d^{(N)}_D(z) \) is finite in \( D \). If \( D \) is the whole space \( B \), then \( d^{(N)}_D \equiv \infty \).

2.13. If \( D \) is different from the whole space, then \( d^{(N)}_D(z) \) is continuous with respect to the topology generated by the norm \( N \).

The proof is the same as in the finite case which is carried out in Bremermann [8].

2.14. DEFINITION. Besides the distance function \( d^{(N)}_D(z) \) we will consider the distance function

\[ d^{(N)}_{a, D}(z) = \sup r \in \{ z' | z' = z + \lambda a, ||a|| = 1, |

\[ |\lambda| < r \} \subset D , \]

in other words \( d^{(N)}_{a, D}(z) \) is the radius of the largest circle with center at \( z \) on the analytic plane \( \{ z' | z' = z + \lambda a \} \) that is contained in \( D \), that is the distance of \( z \) from the boundary of \( \{ z' | z' = z + \lambda a \} \cap D \).

From the definitions it follows immediately the relation

\[ d^{(N)}_D(z) = \inf_a \{ d^{(N)}_{a, D}(z) \} . \]

where \( a \) varies through all elements of \( B \) with norm 1.

2.15. The function \( d^{(N)}_{a, D}(z) \) is lower semicontinuous with respect to the topology generated by the norm \( N \).

If \( D \) is the whole space, then \( d^{(N)}_{a, D}(z) \) will be \( \equiv \infty \). However, even if \( D \) is not the whole space, \( d^{(N)}_{a, D}(z) \) can be infinite for certain directions, though not for all directions.

(1) Let \( d^{(N)}_{a, D}(z_1) = c \) be finite. Then for every \( \epsilon > 0 \) the point set

\[ \{ z | z = z_1 + \lambda a, |\lambda| \leq c_1 - \epsilon \} \]

is compact in \( D \). Hence there exists for every \( \epsilon > 0 \) a \( \delta \) such that for \( ||z_1 - z_2|| < \delta \) the point set

\[ \{ z | z = z_2 + \lambda a, |\lambda| \leq c_1 - \epsilon \} \]

is contained in \( D \). Hence for \( ||z_1 - z_2|| < \delta \) we have

\[ d^{(N)}_{a, D}(z_1) \geq c_1 - \epsilon , \quad \text{or} \]

\[ d^{(N)}_{a, D}(z_1) - d^{(N)}_{a, D}(z_2) < \epsilon . \]

Hence \( d^{(N)}_{a, D}(z) \) is lower semicontinuous at \( z_1 \) with respect to the norm \( N \).
(2) Let \( d_{a,b}^{N}(z) = \infty \). Then for arbitrary large \( M \) the point set 
\[ \{ z | z = z_1 + \lambda a, \ |\lambda| \leq M \} \]
is compact in \( D \). Hence there exists a \( \delta \) such that for \( \|z_i - z_i\| < \delta \) the point set 
\[ \{ z | z = z_1 + \lambda a, \ |\lambda| \leq M \} \]
is contained in \( D \). Hence 
\[ d_{a,b}^{N}(z_1) > M \text{ for } \|z_i - z_i\| < \delta . \]
That means that also in this case \( d_{a,b}^{N}(z) \) is lower semicontinuous at the point \( z_1 \) with respect to the norm \( N \).

2.16. By a similar argument it follows that \( d_{a,b}^{N}(z) \) is for fixed \( z \) lower semicontinuous with respect to variable direction \( a \).

3. Simultaneous holomorphic continuation.

3.1. FUNDAMENTAL LEMMA. Let \( D \) be a domain in a complex Banach space. Let \( S \) be a simply connected domain on an analytic plane \( \{ z | z = z_0 + \lambda b \} \). Let \( T \) be the boundary of \( S \) and let \( S \cup T \subseteq D \). Let \( X(\lambda) \) be a function holomorphic in the image of \( S \) in the \( \lambda \)-parameter plane—in the following we will simply say holomorphic in \( S \)—and let \( X(\lambda) \neq 0 \) in \( S \cup T \) and \( |X(\lambda)| \) continuous in \( S \cup T \).

Let 
\[ |X(\lambda)|d_{a,b}^{N}(z_0 + \lambda b) \geq m > 0 \text{ for } \lambda \in T . \]

Then any functional that is \( G \)-holomorphic in \( D \) can be continued \( G \)-holomorphically into all points 
\[ C = \{ z | z = z_0 + \lambda b + \tau a, \ \lambda \in S \cup T, \ |	au| < m|X(\lambda)|^{-1} \} , \]
(\( \tau \) a complex parameter).

The idea of the proof is the following. We consider the subspace \( \{ z | z = z_0 + \lambda b + \tau a \} \) and an arbitrary functional \( f(z) \). The restriction of \( f \) to the intersection of \( D \) with this subspace is a holomorphic function in \( \lambda \) and \( \tau \). For fixed \( \lambda \) we can develop \( f(z_0 + \lambda b + \tau a) \) into an ordinary power series of powers of \( \tau \). From the maximum principle we derive that this series converges in the pointset \( C \). Thus we have continued \( f \) into \( C \). However it has to be checked that the continuation is not only a continuation of \( f \) as a holomorphic function of the one variable \( \tau \) but as a \( G \)-holomorphic function in \( B_c \).

This is not trivial. Functions of two complex variables are known
which can be continued as functions of one variable beyond the domain where they are holomorphic in both variables. (Cf. Behnke-Thullen [3].)

In order to show that \( f(z) \) is holomorphic in an arbitrary point \( P \) of \( C \) it is sufficient to show that \( f(z) \) can be defined in a neighborhood of \( P \) such that the restriction of \( f(z) \) to an arbitrary analytic plane \( \{z|z=P+\sigma c\} \) through \( P \) is holomorphic. We do this by including in the proof an arbitrary direction \( c \) from the beginning.

**Proof.** Let \( f(z) \) be an arbitrary functional \( G \)-holomorphic in \( D \). We consider the subspace \( \{z|z=z_0+\lambda b+\tau a+\sigma c\} \) where \( \sigma \) is a complex parameter and \( c \) an arbitrary direction with \( ||c||=1 \). The restriction of \( f(z) \) to the subspace is a holomorphic function of the three complex variables \( \lambda, \tau, \sigma \) (no matter if \( a, b, c \) are linearly independent or not.).

For \( \lambda \in T \) we have by assumption that \( |X(\lambda)|d_{\alpha,\beta}(z_0+\lambda b) \geq m \), and because \( X(\lambda) \neq 0 \) on \( T \) we have

\[
d_{\alpha,\beta}(z_0+\lambda b) \geq |X(\lambda)|^{-1} \quad \text{for } \lambda \in T.
\]

Obviously there exists for every \( \varepsilon > 0 \) a sufficiently small \( \delta > 0 \) such that the set

\[
C^* = \{z|z=z_0+\lambda b+\tau a+\sigma c, \ |\tau| \leq (m-\varepsilon)|X(\lambda)|^{-1}, \ \lambda \in T, \ |\sigma| \leq \delta\}
\]

is contained in \( D \) for arbitrary \( c \) with \( ||c||=1 \). The set \( C^* \) is compact in the subspace \( \{z|z=z_0+\lambda b+\tau a+\sigma c\} \), therefore the restriction of \( f \) to it is bounded (according to a well known theorem of \( n \) complex variables which was first proved by F. Hartogs (compare Carathéodory [9])). Let the bound be \( M \). (\( M \) depends upon \( c \), of course.)

We now develop the restriction of \( f \) in a power series in \( \tau \) and \( \sigma \).

\[
f(z_0+\lambda b+\tau a+\sigma c) = \sum_{\mu,\nu=0}^{\infty} \frac{1}{\mu!\nu!} \frac{\partial^{\mu+\nu}f(z_0+\lambda b+\tau a+\sigma c)}{\partial \tau^\mu \partial \sigma^\nu} \bigg|_{\tau=\sigma=0} \tau^\mu \sigma^\nu.
\]

For \( \lambda \in T, |\sigma| \leq \delta \) and \( |\tau| \leq (m-\varepsilon)|X(\lambda)|^{-1} \) the point \( z_0+\lambda b+\tau a+\sigma c \) belongs to \( C^* \) where \( f \) is holomorphic and its modulus smaller than \( M \). Hence we obtain by Cauchy’s formula for \( \lambda \in T \) the inequality

\[
\left| \frac{1}{\mu!\nu!} \frac{\partial^{\mu+\nu}f(z_0+\lambda b+\tau a+\sigma c)}{\partial \tau^\mu \partial \sigma^\nu} \bigg|_{\tau=\sigma=0} \tau^\mu \sigma^\nu \right| \leq \frac{M}{\delta^\nu[(m-\varepsilon)|X(\lambda)|^{-1}]^\mu}.
\]

By multiplying with \( |X(\lambda)|^{-\mu} \) we obtain for \( \lambda \in T \):

\[
\left| \frac{1}{\mu!\nu!} \frac{\partial^{\mu+\nu}f(z_0+\lambda b+\tau a+\sigma c)}{\partial \tau^\mu \partial \sigma^\nu} \bigg|_{\tau=\sigma=0} \tau^\mu \sigma^\nu \right| |X(\lambda)|^{-\mu} \leq \frac{M}{\delta^\nu(m-\varepsilon)^\mu}.
\]

The left hand side is for \( \sigma=\tau=0 \) the modulus of a holomorphic function of \( \lambda \) and takes its maximum with respect to \( S \cup T \) on \( T \). Therefore the
inequality is valid not only for $\lambda \in T$ but for $\lambda \in S \cup T$. Hence the series converges uniformly in every compact subset of the set

$$C^{**} = \{ z \mid z = z_0 + \lambda b + \tau a + \sigma c, \lambda \in S \cup T, \| \tau \| < (m - \varepsilon)|X(\lambda)|^{-1}, |\sigma| < \delta \}.$$  

The limit function of the series is a continuation of $f(z_0 + \lambda b + \tau a + \sigma c)$ into the set $C^{**}$.

Letting $c$ vary though all directions, that is, through all elements of $B_c$ such that $\|c\|=1$ and letting $\varepsilon$ tend to zero we define $f(z)$ in a full neighborhood (in the $B_c$) of each point of the set

$$C = \{ z \mid z = z_0 + \lambda b + \tau c, \lambda \in S \cup T, |\tau| < (m|X(\lambda)|^{-1}) \}.$$  

We have to make sure that this definition of $f(z)$ is consistent, that at the same point not two different values are defined!

If $a, b, c_1$ and $c_2$ are linearly independent, then

$$z_1 = z_0 + \lambda_1 b + \tau_1 a + \sigma_1 c_1 \neq z_2 = z_0 + \lambda_2 b + \tau_2 a + \sigma_2 c_2$$

for all triples

$$(\lambda_1, \tau_1, \sigma_1) \neq (\lambda_2, \tau_2, \sigma_2).$$

Therefore no contradictory values can be defined.

Suppose now that $a, b, c_1$ and $c_2$ are linearly dependent: $c_2 = \alpha_\lambda a + \alpha_\beta b + \alpha_\gamma c_1$. Then $\lambda_1 = \lambda_2 + \sigma_2 a_\lambda$, $\tau_1 = \tau_2 + \sigma_2 a_\beta$, and $\sigma_1 = \alpha_3 \sigma_2$ imply $z_1 = z_2$. Let

$$f(z_0 + \lambda b + \tau a + \sigma c_1) = f_1(\lambda, \tau, \sigma) \quad \text{and} \quad f(z_0 + \lambda b + \tau a + \sigma c_2) = f_2(\lambda, \tau, \sigma).$$

Then in a neighborhood of $(0, 0, 0)$ we have

$$f_1(\lambda + \sigma a_\lambda, \tau + \sigma a_\beta, \alpha_3 \sigma) = f_2(\lambda, \tau, \sigma).$$

This functional equation persists wherever both functions are holomorphic (in $\lambda, \tau, \sigma$). Hence no contradictory values of $f(z)$ are defined at the same point.

Finally we observe that $f$ is by construction $G$-holomorphic in a neighborhood (of the $B_c$) of each point of $C$. We observe further that $C$ is simply connected. Hence $f$ is single-valued in $C$. Hence the lemma is proved.

3.2. Let the conditions of 3.1 be satisfied except that we replace $d^{(\hat{y})}_\lambda(z)$ by $d^{(\hat{y})}_\lambda(z)$. Let

$$|X(\lambda)|d^{(\hat{y})}_\lambda(z) \succeq m > 0$$

for $\lambda \in T$.

Then any functional that is $G$-holomorphic in $D$ can be continued $G$-holomorphically into all points.
This follows immediately from the Fundamental Lemma 3.1. For if $|X(\lambda)|d^a(z) \geq m$ for $\lambda \in T$, then in particular $|X(\lambda)|d^a(z) \geq m$ for $\lambda \in T$ for every $a$. Hence by Lemma 3.1 $f(z)$ is G-holomorphically continued into all sets

$$\{z\mid z = z_0 + \lambda b + \tau a, \; \lambda \in S \cup T, \; |\tau| \leq |X(\lambda)|^{-1}\},$$

and the union of all these sets is $\tilde{C}$. We observe further that $\tilde{C}$ is simply connected and therefore the continuation single valued.

3.3. How is the continuation of a functional $f$, G-holomorphic in $D$, into a set $\tilde{C}$ as described in 3.2 compatible with values already defined in $D$?

If the intersection of $D$ and $\tilde{C}$ is connected, then $f$ is single-valued. Now let $D \cap \tilde{C}$ not be connected. Then there is one component $\tilde{C}_0$ of $D \cap \tilde{C}$ containing $S \cup T$. $f$ is a continuation from $\tilde{C}_0$ which can furnish function elements different from the ones already defined in the other components.

We therefore proceed as one does in one and finitely many variables. We pass to “domains over the space.” We consider $\tilde{C}$ as the projection of a set $\tilde{C}^*$ under a mapping $\phi$, being a homeomorphism of $\tilde{C}^*$ onto $\tilde{C}$. We identify $\tilde{C}_0$ and $\tilde{C}_0^* = \phi^{-1}\tilde{C}_0$, while we consider the other components of $D \cap \tilde{C}$ and their images in $C^*$ as different points.

In a further paper we will study the iteration of this process and we will show that in the limit we obtain the simultaneous continuation of all functionals that are holomorphic in $D$ into “the pseudo-convex envelope” of $D$.

3.4. If $D$ is a domain of holomorphy, then the sets $C$ and $\tilde{C}$ belong to $D$. Therefore in this case no question of single-valuedness arises and we can admit $S$ to be an arbitrary domain, not necessarily simply connected.

3.5. COROLLARY. Let $D$ be a (schlicht) domain of holomorphy. Let $S$ be an arbitrary domain on an analytic surface $\{z\mid z = z_0 + \lambda b\}$, $T$ the boundary. Then

$$\inf_{T} |X(\lambda)|d^a(z) = \inf_{S \cup T} |X(\lambda)|d^a(z)$$

and
\( \inf_{\tau} |X(\lambda)|d_{\tau,\psi}^{(N)}(z) = \inf_{S \cup T} |X(\lambda)|d_{\lambda}^{(N)}(z) . \)

Let

\[ m = \inf_{\tau} |X(\lambda)|d_{\tau,\psi}^{(N)}(z_0 + \lambda b) . \]

Now if \( D \) is a domain of holomorphy, then the set \( C \) defined in 3.1 belongs to \( D \). Hence

\[ d_{\lambda}^{(N)}(z_0 + \lambda b) \geq m |X(\lambda)|^{-1} \]

for \( \lambda \in S \cup T \). Hence

\[ |X(\lambda)|d_{\lambda,\psi}^{(N)}(z_0 + \lambda b) \geq m \]

for \( \lambda \in S \cup T \) from which the first equality follows immediately. The second equality follows analogously from Lemma 3.2.

3.6. Theorem. Let \( D \) be a holomorphy, then the functionals

\[ -\log d_{\lambda}^{(N)}(z) \]

and

\[ -\log d_{\lambda}^{(N)}(z) \]

are plurisubharmonic in \( D \).

Proof. Suppose \(-\log d_{\lambda}^{(N)}(z) \) would not be plurisubharmonic in \( D \). Now \(-\log d_{\lambda}^{(N)}(z) \) is continuous. Thus there would exist an analytic plane \( \{ z = z_0 + \lambda b \} \) on which it would not be subharmonic. That means there would exist a (small) circle and a harmonic function \( h \) being a majorant on the boundary of the circle but not inside.

We choose the representation of the analytic plane such that \( z_0 \) is the center of the circle. \( h(\lambda) \) is harmonic in the open circle \( |\lambda| < \rho \) and continuous in \( |\lambda| \leq \rho \) and for \( |\lambda| = \rho \) we have

\[ -\log d_{\lambda}^{(N)}(z_0 + \lambda b) \leq h(\lambda) . \]

On the other hand there exists a \( \lambda_0 \) with \( |\lambda_0| < \rho \) such that

\[ -\log d_{\lambda}^{(N)}(z_0 + \lambda_0 b) \geq h(\lambda_0) . \]

Let \( h^*(\lambda) \) be a conjugate harmonic function of \( h(\lambda) \), then

\[ |e^{h(\lambda) + ih^*(\lambda)}|d_{\lambda}^{(N)}(z_0 + \lambda b) \geq 1 \quad \text{for} \quad |\lambda| = \rho \]

and

\[ |e^{h(\lambda_0) + ih^*(\lambda_0)}|d_{\lambda}^{(N)}(z_0 + \lambda_0 b) < 1 \quad \text{for} \quad \lambda_0 \].

This is a contradiction to 3.5 with \( T = \{ |\lambda| = \rho \} \), \( S = \{ |\lambda| < \rho \} \) and \( X(\lambda) = e^{h(\lambda) + ih^*(\lambda)} \).

Hence \(-\log d_{\lambda}^{(N)}(z) \) is plurisubharmonic. The proof for \(-\log d_{\lambda,\psi}^{(N)}(z) \) is analogous. The only difference is that \(-\log d_{\lambda}^{(N)}(z) \) is upper-semi-continuous instead of continuous.
4. The Kontinuitätssatz. We will derive now a theorem which in the theory of finitely many variables is known as “Kontinuitätssatz.” The term “Kontinuitätssatz” was introduced by Behnke-Thullen [3]; we will use this term because translating it as “theorem of continuity” might be misleading.

4.1. Let $D$ be a domain of holomorphy. Let $\{S_\nu\}$ be a family of bounded domains on one dimensional analytic planes and $\{T_\nu\}$ their boundaries. Let $S_0 = \lim S_\nu$ and $T_0 = \lim T_\nu$. Then $S_\nu, T_\nu \subset D$ for every $\nu$ and $T_0 \subset D$ imply $S_0 \subset D$.

Proof. Applying 3.5 with $X(\lambda) = 1$ we obtain

$$\inf_{S_\nu \cup T_\nu} d_D^{(N)}(z) = \inf_{T_\nu} d_D^{(N)}(z).$$

Now $d_D^{(N)}(z)$ is a continuous functional in $D$. Then also $\inf_{S_\nu \cup T_\nu} d_D^{(N)}(z)$ and $\inf_{T_\nu} d_D^{(N)}(z)$ are continuous. Therefore the above equality holds also in the limit.

Hence

$$\inf_{S_0 \cup T_0} d_D^{(N)}(z) = \inf_{T_0} d_D^{(N)}(z).$$

Now, because $T_0$ is compact and in $D$, we have

$$\inf_{T_0} d_D^{(N)}(z) > 0$$

and therefore $\inf_{S_0 \cup T_0} d_D^{(N)}(z) > 0$, which means

$$S_0 \subset D.$$

4.2. The Kontinuitätssatz can be expressed also in the following way:

Let $\{S_\nu\}$ be a family of bounded domains on one dimensional analytic planes. Let $S_0 = \lim S_\nu$ and $T_0 = \lim T_\nu$. Let $f(z)$ be a functional holomorphic on $T_\nu$. If then $f(z)$ is singular at least at one point of $S_\nu$, then there exists a $\nu_0$ such that for $\nu > \nu_0$ the domain $S_\nu$ contains at least one singularity of $f(z)$.

5. Pseudo-convex domains. For finite dimensional domains the property of the functional $-\log d_D^{(N)}(z)$ to be plurisubharmonic is invariant with respect to the norm (Bremermann [8]). In this section we will extend this result to the infinite dimensional case. As in finite dimension we denote the domains for which the functionals $-\log d_D^{(N)}(z)$ are pluri-
subharmonic as pseudo-convex.

Thus the domains of holomorphy are pseudo-convex. For finite dimension the converse is true: The pseudo-convex domains are domains of holomorphy. This is very deep result due to K. Oka. (K. Oka [14] and [15]). Compare also F. Norgent [13] and H. J. Bremermann [7].) Most of the techniques applied to obtain this result cannot be generalized to infinite dimension (for instance the Weil-Bergmann integral formula [Weil [20], Bergmann [4], [5]] etc.). Nevertheless the pseudo-convexity may be characteristic for domains of holomorphy in the infinite dimensional case also.

5.1. Let D be a domain such that for a certain norm N the functional $-\log d_{a,N}^\gamma(z)$ is plurisubharmonic in D for every $a$.

Then the intersection $D^*$ with any finite dimensional linear submanifold L of B is a pseudo-convex region.

Proof. Let the linear submanifold L be $L = \{z|z=z_0 + \tau_1 b_1 + \cdots + \tau_n b_n\}$. Let $B^* = \{z|z=\tau_1 b_1 + \cdots + \tau_n b_n\}$. The restriction of the norm N to the subspace $B^*$ is a norm $N^*$ in $B^*$. For every $a \in B^*$ the restriction of $d_{a,N}^\gamma(z)$ to $D^* = L \cap D$ is equal to $d_{a,N^*}^\gamma(z)$ by definition.

The restriction of any plurisubharmonic functional in D to $D^*$ is a plurisubharmonic function in $D^*$, as one sees immediately from the definition of the plurisubharmonic functions.

Hence $-\log d_{a,N^*}^\gamma(z)$ is a plurisubharmonic function for every $a \in B^*$. Hence (the finite dimensional) $D^*$ is pseudo-convex according to a result by Bremermann [8].

Remark. The intersection $D \cap L$ is not necessarily connected, but just an open set, that is, a region.

5.2. Let D be a domain such that the intersection $D^*$ of D with any two dimensional linear submanifold L of B is pseudo-convex, then $-\log d_{a,N}^\gamma(z)$ is plurisubharmonic in D for every $a$ and for any norm $N$, which generates a topology which is equivalent to the topology with respect to which D is defined.

Proof. For finite dimensional Banach spaces it has been proved in Bremermann [8] that if $D^*$ is a pseudo-convex region then $-\log d_{a,N}^\gamma(z)$ is plurisubharmonic in $D^*$ for any norm $N^*$. Now if N is an arbitrary norm, then its restriction $N^*$ to a finite dimensional subspace $B^*$ is a norm in $B^*$. Hence $-\log d_{a,N^*}^\gamma(z)$ is plurisubharmonic in $D^*$ for $a \in B^*$ for every two dimensional subspace $B^*$, hence the restriction of $-\log d_{b,N}^\gamma(z)$ to any $D^*$ is plurisubharmonic, hence $-\log d_{a,b}^\gamma(z)$ is pluri-
subharmonic in $D$.

5.1 and 5.2 combined yield:

5.3. **Corollary.** The property of the functionals $-\log d^{(N)}_{a,D}(z)$ to be plurisubharmonic for a domain $D$ is invariant with respect to all norms that generate equivalent topologies.

5.4. **Definition.** The domains which have the property that the functionals $-\log d^{(N)}_{a,D}(z)$ are plurisubharmonic for all $a$ we call pseudo-convex.

5.5. **Corollary.** The domains of holomorphy are pseudo-convex.

5.6. With this definition we can express 5.1 and 5.2 also in the following way.

A domain $D$ is pseudo-convex if and only if the intersection $D$ with any finite dimensional linear submanifold is a pseudo-convex region.

The same is true if we replace "finite dimensional" by "two dimensional."

5.7. We now replace the functionals $-\log d^{(N)}_{a,D}(z)$ by $-\log d^{(N)}_D(z)$ and show: $D$ is pseudo-convex if and if $-\log d^{(N)}_D(z)$ is plurisubharmonic for arbitrary norms $N$ with equivalent topology.

Let $D^*$ be as in 5.1. If $-\log d^{(N)}_D(z)$ is plurisubharmonic, then its restriction to $D^*$ is plurisubharmonic. In general, however, we cannot say that this restriction is equal to $-\log d^{(N)}_{D^*}(z)$.

Let the finite dimensional submanifold be

$$\{z| z = z^0 + \tau_1 b_1 + \cdots + \tau_n b_n\}.$$ 

Then we take the upper envelope of

$$\{-\log d^{(N)}_D(z), \log |\tau_1|, \cdots \log |\tau_n|\}.$$ 

This is a plurisubharmonic function that becomes infinite everywhere at the boundary of $D^*$. Hence the finite dimensional region $D^*$ is pseudo-convex according to Bremermann [8]. Hence $D$ is pseudo-convex according to 5.6.

On the other hand if $D$ is pseudo-convex, then

$$-\log d^{(N)}_{a,D}(z)$$

is plurisubharmonic for every $a$ by definition. Now we have
In particular this relation holds also on every analytic plane. On analytic planes \(-\log d_{p}^{N}(z)\) is thus the upper envelope of subharmonic functions, and thus according to Radó [16], subharmonic. Hence \(-\log d_{p}^{N}(z)\) is plurisubharmonic in \(D\).

5.8. A domain \(D\) is pseudo-convex if there exists a plurisubharmonic functional \(V(z)\) such that the closure of

\[ \{z | V(z) < M, z \in D\} \]

is contained in \(D\) for arbitrary large \(M\). If \(D\) is bounded, then the converse is true.

Proof. If there exists such a \(V(z)\), then we restrict \(V(z)\) to finite dimensional subspaces and obtain by the analog theorem from the finite dimensional case (Bremermann [8] that all \(D^{*}\) are pseudo-convex, hence \(D\) is pseudo-convex.

On the other hand, if \(D\) is pseudo-convex, then \(-\log d_{p}^{N}(z)\) is plurisubharmonic and will tend to infinity at any finite boundary point of \(D\).

5.9. Let \(D\) be a pseudo-convex domain. Then the Kontinuitätssatz holds for \(D\). (Compare 4.1).

Proof. If \(D\) is pseudo-convex, then \(-\log d_{p}^{N}(z)\) is plurisubharmonic (5.7). Then the restriction of \(-\log d_{p}^{N}(z)\) to a one dimensional analytic plane is subharmonic. For subharmonic functions the maximum principle holds (Radó [16]). Hence we have

\[ \inf_{s_{\nu} \cup t_{\nu}} d_{p}^{N}(z) = \inf_{t_{\nu}} d_{p}^{N}(z) \]

for every \(\nu\).

The rest of the proof follows as in 4.1.

5.10. Most theorems which hold for plurisubharmonic functions and pseudo-convex domains in the finite dimensional case also hold in the infinite dimensional case. (For instance: The intersection of two pseudo-convex domains is a pseudo-convex region.) We have listed here only some of the very basic facts. The reader will find it not difficult to extend most of the theorems listed in Complex convexity (Bremermann [8]) to the infinite dimensional case.

In [8] we have stressed the formal relationship between complex convexity (by which notion we denote the plurisubharmonic functions and the pseudo-convex domains jointly) to ordinary convexity.

In the following section we will show that the same relationship
persists in the infinite dimensional case.


6.1. A real valued function $U(t)$ of one real variable $t$ is called convex in an interval $D$ of the real $t$-axis if and only if the following condition holds for every closed subinterval $D' \subset D$:

If $l(t)$ is a linear function such that $l(t) \geq U(t)$ on the boundary of $D'$, then $l(t) \geq U(t)$ holds also for $t \subset D'$.

6.2. A real valued functional $U(x)$ defined in a domain $D$ of a real Banach space $B_r$ is called convex if and only if its restriction to an arbitrary straight line $\{x\mid x=x_0+ta\}$ is a convex function of $t$ in $\{x\mid x=x_0+ta\} \cap D$.

Remark. Formally these definitions are similar to the definitions of subharmonic and plurisubharmonic functionals (compare Bremermann [8]).

6.3. A domain $D$ in a real Banach space $B_r$ is convex if with any two points $x_1$ and $x_2$ the connecting straight line segment $\{x\mid x=x_1+t(x_2-x_1), 0 \leq t \leq 1\}$ is contained in $D$.

Remark. This definition bears no formal relationship to the definition of the pseudo-convex domains. We will establish this relationship—as in the finite dimensional case (compare Bremermann [8])—by proving that a domain $D$ is convex if and only if $-\log d^{S}(x)$ is a convex functional in $D$. The proof which we have given in [8] for finite dimension does not apply for infinite dimension, therefore a different one is given in the following. (Convexity in several complex variables has also been studied from a different point of view by Behnke-Stein [2].)

6.4. Let $D$ be a convex domain. Let $S$ be an interval on a straight line $\{x\mid x=x_0+tb\}$, $T$ the boundary of $S$. Let $l(t)$ be a linear function of $t$. Then we have for every $a \in B$, $\|a\|=1$

$$\inf_{t} d^{S}(x_0+tb)e^{l(t)} = \inf_{S \cup T} d^{S}(x_0+tb)e^{l(t)}. $$

Proof. In the following we consider the subspace generated by the vectors $a$ and $b$. Let the parameter values belonging to the two points of $T$ be $t_1$ and $t_2$ ($t_1 < t_2$).

We observe that all the points

$$x=x_0+t_1b + \partial d^{S}(x_0+t_1b) \cdot a$$
and

\[ x = x_0 + t_2 b + \partial d^{(N)}_{a,b}(x_0 + t_2 b) \cdot a \]

belong to \( D \) for \(-1 < \theta < 1\) by definition of \( d^{(N)}_{a,b}(x) \). Now \( D \) is convex by assumption. Hence all the points on the connecting straight line segment connecting any two of these points belong to \( D \). Now let \( \inf_{\tau} d(x_0 + tb)e^{(t)} = m > 0 \). Then

\[ d(x_0 + tb)e^{(t_1)} \geq m \quad \text{and} \quad d(x_0 + tb)e^{(t_2)} \geq m. \]

Hence all the points on the straight line segment passing through

\[ x_1(\theta) = x_0 + t_2 b + \theta me^{-(t_2)}a \quad \text{and} \quad x_2(\theta) = x_0 + t_2 b + \partial me^{-(t_2)}a \]

belong to \( D \) for \(-1 < \theta < 1\).

Now the function \( me^{-(t_2)} \) is a convex function of \( t \) for any linear function \( l(t) \). Hence the curve

\[ x(t_1, \theta) = x_0 + tb + \partial me^{-(t_1)}a, \quad t_1 \leq t \leq t_2 \]

will lie for \(-1 < \theta < 1\) within the parallelogram through the four points \( x_1(1), x_1(-1), x_2(1), x_2(-1) \). Hence

\[ d^{(N)}_{a,b}(x_0 + tb) \geq me^{-(t_2)} \quad \text{for} \quad t_1 \leq t \leq t_2. \]

And therefore

\[ d^{(N)}_{a,b}(x_0 + tb)e^{(t)} \geq m; \]

and

\[ \inf_{S \cup T} d^{(N)}_{a,b}(x_0 + tb)e^{(t)} \geq m. \]

6.5. Let \( D \) be a domain such that for an arbitrary linear function \( l(t) \) and line segments \( S \) with boundary \( T \) we have

\[ \inf_{\tau} d^{(N)}_{a,b}(x)e^{(t)} = \inf_{S \cup T} d^{(N)}_{a,b}(x)e^{(t)}. \]

Then \(-\log d^{(N)}_{a,b}(x)\) is a convex function in \( D \).

Proof. Suppose \(-\log d^{(N)}_{a,b}(x)\) would not be convex. Then there would exist a straight line \( \{x | x = x_0 + tb\} \) and a segment \( S \) with boundary \( T \) and a linear function \( l(t) \), such that

\[ l(t) \geq -\log d^{(N)}_{a,b}(x_0 + tb) \]

on \( T \), but there would exist a \( t_0 \in S \) such that

\[ l(t_0) \leq -\log d^{(N)}_{a,b}(x_0 + tb). \]
This is equivalent to
\[ 1 \leq d_{a_t, D}^{(N)}(x_0 + tb)e^{t(\alpha)} \]
on \( T \), and
\[ 1 > d_{a_t, D}^{(N)}(x_0 + t_2 b)e^{t(\alpha_2)} . \]
Thus the minimum principle would be violated in contradiction to the assumption, hence the functional \(-\log d_{a_t, D}^{(N)}(x)\) is convex in \( D \).

6.6. Summing up 6.4 and 6.5: If \( D \) is a convex domain, then for an arbitrary norm \( N \) (generating an equivalent topology) and for every \( a \in B_r \) with \( ||a|| = 1 \) the functional \(-\log d_{a_t, D}^{(N)}(x)\) is convex in \( D \).

6.7. If \( D \) is convex, then \(-\log d_{D}^{(N)}(x)\) is convex in \( D \) for an arbitrary norm \( N \) (with equivalent topology).

This is an immediate consequence of 6.6 because \(-\log d_{D}^{(N)}(x)\) is the upper envelope of the family \{\(-\log d_{a_t, D}^{(N)}(x)\)\} and the upper envelope of a locally upper bounded family of convex functionals is convex.

6.8. We now proceed to prove the converse of 6.7, and for this purpose we show first:

Let \( D \) be a domain such that for one particular norm the functional \(-\log d_{D}^{(N)}(x)\) is convex. Then the following “Kontinuitätssatz” holds for \( D \):

Let \( \{S_r\} \) be a family of straight line segment, \( T_r \) their boundaries and \( S_0 = \lim_{r \to 0} S_r \), \( T_0 = \lim_{r \to 0} T_r \). Then \( \{S_r\}, T_r \}, T_0 \subset D \) implies \( S_0 \subset D \).

The proof is analogous to the proof of 5.9 and 4.1.

6.9. If for a domain \( D \) the Kontinuitätssatz 6.8 holds, then \( D \) is convex.

We have to show: Let \( x_1, x_2 \) be two arbitrary points in \( D \). Then we can connect them by a straight line segment.

Since \( D \) is a domain, we can connect \( x_1 \) and \( x_2 \) by a continuous arc \( x(t) \). Let \( x(0) = x_1 \) and \( x(1) = x_2 \). We connect \( x_1 \) with \( x(t) \) by the straight line segment. For small \( t \) the point \( x(t) \) is in a neighborhood of \( x_1 \) and therefore the connecting line segment in \( D \). Now, there cannot be a first line segment \( \{x_1, x(t_1)\} \) such that for \( 0 \leq t < t_1 \) the line segments are in \( D \), however \( \{x_1, x(t_1)\} \) is not, because this would violate the Kontinuitätssatz. Hence the line segment connecting \( x_1 \) and \( x_2 \) is in \( D \), hence \( D \) is convex.

6.10. Summing up the results of this section:

A domain \( D \) is convex if and only if
(a) \(-\log d_0^{\lambda}(x)\) is convex in \(D\). This property is invariant with respect to all topologically equivalent norms.

(b) \(-\log d_0^{\lambda}(x)\) is convex in \(D\) for all \(a \in B_r\) with \(||a||=1\). This property, too, is invariant with respect to all topologically equivalent norms.

(c) The Kontinuitätssatz 6.8 holds for \(D\).

6.11. We add: \(D\) is convex if and only if the intersection of \(D\) with any finite dimensional (two dimensional) linear submanifold of \(B_r\) is convex. This is obvious. We note further that most of the theorems and analogies to complex convexity which for the finite dimensional case are explicated in [8] are true for the infinite dimensional case also. The reader will find it very easy to carry out the proofs himself.

7. Tube domains.

7.1. Let \(B_r\) be a real Banach space. Then we can define a complex Banach space by considering pairs of elements of \(B_r\):

\[B_c = \{x, y\}, \quad x \in B_r, \quad y \in B_r,\]

and by defining for complex scalars \(\lambda = \sigma + i\tau\) the multiplication

\[\lambda(x, y) = (\sigma x - \tau y, \sigma y + \tau x).\]

As usual, we will write \((x, y) = x + iy\). If \(||\ ||\_r\) is the norm defined in \(B_r\), then one defines

\[||x + iy||_c = (||x||^2 + ||y||^2)^{1/2}\]

and one easily checks that the axioms are satisfied.

7.2. DEFINITION. Let \(B_c\) be a complex vector space and \(B_x\) and \(B_y\) its “real” and “imaginary” components. Then a tube domain is a domain that has the form

\[T_x = \{z = x + iy, \ x \in X, \ y \in B_y\},\]

where \(X\) is a domain in \(B_x\) called the basis of \(T_x\). (The notion of tube domain was introduced in the finite dimensional case by Bochner-Martin [6].)

7.3. Any functional \(f(z)\) holomorphic in a tube domain \(T_x\) is determined throughout \(T_x\) already by its values in the basis \(X\) of \(T_x\).

Proof. Let us consider the analytic plane passing through the two points
$z_1 = x_0$ and $z = x_0 + iy_0$, $x_0 \in X$, $y_0$ arbitrary.

The parameter representation is

$$z = z_1 + \lambda'(z_2 - z_1) = x_0 + i\lambda' y_0 = x_0 + \lambda y_0.$$  

Its intersection with the $B_x$ is

$$z = x_0 + (\mathcal{R} \lambda)y_0.$$  

This is a straight line passing through $x_0$. On the intersection of this straight line with $X$ the values of $f(z)$ are prescribed. Then $f(z)$ is determined on the whole plane strip

$$\{z | z = x_0 + \lambda y_0, \quad \mathcal{R}(x_0 + \lambda y_0) \in X\}$$

by a classical theorem on functions of one complex variable.

The union of the analytic planes considered contains the whole tube $T_x$, hence we conclude that $f(z)$ is determined throughout $T_x$.

7.4. An upper semi-continuous functional $V(z)$ defined in a tube domain $T_x$ that does not depend upon the imaginary part of $z$ is a plurisubharmonic functional in $T_x$ if and only if its restriction to the basis $X$ is a convex functional in $X$.

Proof. Let $V(z)$ be plurisubharmonic. Then $V(z)$ is subharmonic on every analytic plane $\{z | z = z_0 + \lambda a\}$. Then the Laplacian

$$\frac{\partial^2 V(z_0 + \lambda a)}{\partial \lambda \partial \lambda} \bigg|_{\lambda = 0} \geq 0$$

for every $a \in B_x$ and $z_0 \in T_x$. (Taken in the sense of L. Schwartz.)

Let $\lambda = \sigma + i\tau$ and $a = c + id$. Then

$$z_0 + \lambda a = x_0 + iy_0 + \sigma c - \tau d + i(\tau c + \sigma d).$$

Now if $V(z)$ does not depend upon $y$, then

$$V(z_0 + \lambda a) = V(x_0 + \sigma c - \tau d).$$

Hence

$$\frac{\partial^2 V(z_0 + \lambda a)}{\partial \lambda \partial \lambda} \bigg|_{\lambda = 0} = \left( \frac{\partial^2}{\partial \sigma^2} + \frac{\partial^2}{\partial \tau^2} \right) V(x_0 + \sigma c - \tau d) \bigg|_{\sigma = \tau = 0}.$$ 

For $d = 0$ it follows that

$$\frac{\partial^2 V(x_0 - \sigma c)}{\partial \sigma^2} \bigg|_{\sigma = 0} \geq 0.$$
and letting \( c = 0 \) we obtain

\[
\frac{\partial^2 V(x_0 - \tau d)}{\partial \tau^2} \bigg|_{\tau = 0} \geq 0.
\]

This means however that \( V(x) \) is a convex function in \( X \).

On the other hand, if \( V(x) \) is convex, then

\[
\frac{\partial^2 V(x_0 + \sigma c)}{\partial \sigma^2} \bigg|_{\sigma = 0} \geq 0 \quad \text{and} \quad \frac{\partial^2 V(x_0 - \tau d)}{\partial \tau^2} \bigg|_{\tau = 0} \geq 0
\]

for every \( c, d \in B_r, x_0 \in X \), and therefore

\[
\frac{\partial^2 V(z_0 + \lambda a)}{\partial \lambda \partial \bar{\lambda}} \bigg|_{\lambda = 0} \geq 0
\]

for every \( a \in B_c \) and \( z_0 \in T_x \). Hence \( V(z) \) is subharmonic on every analytic plane. \( V(z) \) is by assumption upper semi-continuous. Hence \( V(z) \) is plurisubharmonic.

7.5. A tube domain \( T_x \) is pseudo-convex if and only if its basis \( X \) is convex.

**COROLLARY.** A tube domain is pseudo-convex if and only if it is convex.

Let \( T_x \) be pseudo-convex. Then \(-\log d_x^{(1)}(z)\) is plurisubharmonic and it does not depend upon the imaginary part \( y \). Then norm \( N \) generates a norm \( N' \) in \( B_x \), and the restriction of \(-\log d_x^{(1)}(z)\) to \( X \) is equal to \(-\log d_x^{(1)}(x)\). Hence \(-\log d_x^{(1)}(x)\) is convex, hence the domain \( X \) is convex by Theorem 6.10. And passing through the conclusions in the reverse direction we conclude conversely if \( X \) is convex, then \( T_x \) is pseudo-convex.

Obviously \( T_x \) is convex if and only if \( X \) is convex. Hence follows the corollary.

7.6. It can be shown that all holomorphic functionals can be continued into the “pseudo-convex envelope.” In the case of our tube domain \( T_x \) the pseudo-convex envelope is that tube that has the convex envelope of \( X \) as its base.

This, however, we will study in a further paper.
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