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Introduction. This paper is divided into three parts, together with an appendix.

In the first part we discuss the homotopy theory of mappings into a space with a multiplication, such as a topological group. These spaces are more general than the group-like spaces considered by G. W. Whitehead in [6], and our treatment, as far as it goes, is quite different from his. In the second and third parts we apply the theory to the reduced product spaces of [2] and the loop-spaces of [4]. We arrive at useful new definitions of the Hopf construction and the Whitehead product, such that the relations between them are plainly exhibited. In many respects this completes the theory of the suspension triad as developed in [3].

PART I

HOMOTOPY THEORY OF A SPACE WITH A MULTIPLICATION

1. Preliminary notions. Let $S^r$ denote a topological $r$-sphere, with basepoint $e$, where $r \geq 1$. Let $Z$ be a space with a basepoint, and let $h: S^p \times S^q \to Z$ be a map, where $p, q \geq 1$. By the sections of $h$ we mean the maps $f: S^p \to Z$, $g: S^q \to Z$ which are defined by

$$f(x) = h(x, e), \quad g(y) = h(e, y)$$

$x \in S^p$, $y \in S^q$.

If $h': S^p \times S^q \to Z$ is another map with the same sections as $h$, then the two maps agree on the set of axes

$$\Sigma = S^p \times e \cup e \times S^q,$$

and since the complement of $\Sigma$ in $S^p \times S^q$ is an open $(p+q)$-cell the separation element $d(h, h') \in \pi_{p+q}(Z)$ is defined, as in §10 below. Of course

(1.1) \[ d(h, h') = 0. \]

In particular, let $Z$ be a space with a multiplication; that is to say, there is a continuous product $x \cdot y \in Z$, where $x, y \in Z$, such that $x \cdot z^0 = x$ and $z^0 \cdot y = y$, where $z^0$ is the basepoint in $Z$. Let $h$ be as before, and
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1 When we consider a map, or homotopy, of one space into another it is always assumed that the image of the basepoint in the one is the basepoint in the other.
let \( h' \) be defined by
\[
    h'(x, y) = f(x) \cdot g(y) \quad x \in S^p, \quad y \in S^q,
\]
where \( f, g \) are the sections of \( h \). Then \( h' \) has the same sections as \( h \), and we define
\[
    \delta(h) = d(h', h) \in \pi_{p+q}(Z).
\]
Notice that if \( k: S^p \times S^q \to Z \) is another map with the same sections then \( k' = h' \) and so
\[
    \delta(k) = \delta(h) + d(h, k),
\]
by the addition formula for separation elements ((10.4) below).

Let \( w: Z \to Z' \) be a map, where \( Z' \) is a space with a multiplication. We say that \( w \) is multiplicative if
\[
    w(x \cdot y) = w(x) \cdot w(y) \quad x, y \in Z.
\]
In that case we have (cf. (10.8))
\[
    \delta(w) = w_* \delta(h),
\]
where \( w_*: \pi_{p+q}(Z) \to \pi_{p+q}(Z') \) denotes the homomorphism which is induced by \( w \).

2. The pairing of \( \pi_p(Z) \) with \( \pi_q(Z) \) to \( \pi_{p+q}(Z) \). Let \( Z \) be a space with a multiplication, and let \( p, q \geq 1 \). With each pair of elements \( \alpha \in \pi_p(Z), \beta \in \pi_q(Z) \) we associate an element \( \langle \alpha, \beta \rangle \in \pi_{p+q}(Z) \), as follows. Let \( f: S^p \to Z, g: S^q \to Z \) be maps which represent \( \alpha, \beta \), respectively. Let \( h, k: S^p \times S^q \to Z \) be the maps which are defined by
\[
    h(x, y) = f(x) \cdot g(y), \quad k(x, y) = g(y) \cdot f(x),
\]
where \( x \in S^p, y \in S^q \). Then \( h \) and \( k \) have the same sections, and we write
\[
    \langle \alpha, \beta \rangle = d(h, k).
\]
We have at once (cf. (10.8))

**Theorem (2.2).** Let \( \alpha \in \pi_p(Z), \beta \in \pi_q(Z) \). Let \( w: Z \to Z' \) be a multiplicative map. Then
\[
    w_* \langle \alpha, \beta \rangle = \langle w_*(\alpha), w_*(\beta) \rangle,
\]
where \( w_*: \pi_r(Z) \to \pi_r(Z') \) denotes the homomorphism induced by \( w \).

The type of a map \( h: S^p \times S^q \to Z \) is the pair of elements \((\alpha, \beta)\), where \( \alpha \in \pi_p(Z), \beta \in \pi_q(Z) \) are the homotopy classes of the sections of
We prove

**THEOREM (2.3).** Let $Z$ be a space with a multiplication, and let
\[
\begin{align*}
  h & : S^p \times S^q \to Z \\
  k & : S^q \times S^p \to Z
\end{align*}
\]
be a pair of maps such that $h(x, y) = k(y, x)$, where $x \in S^p$, $y \in S^q$. Let $(\alpha, \beta)$ be the type of $h$, where $\alpha \in \pi_p(Z)$, $\beta \in \pi_q(Z)$. Then
\[
\langle \alpha, \beta \rangle = \delta(h) - (-1)^{pq}\delta(k) .
\]

**Proof.** Let $f : S^p \to Z$, $g : S^q \to Z$ be the sections of $h$, and let
\[
\begin{align*}
  h' & : S^p \times S^q \to Z \\
  k' & : S^q \times S^p \to Z
\end{align*}
\]
be the maps which are defined by
\[
\begin{align*}
  h'(x, y) &= f(x) \cdot g(y) , \\
  k'(y, x) &= g(y) \cdot f(x)
\end{align*}
\]
where $x \in S^p$, $y \in S^q$. Then
\[
\begin{align*}
  \delta(h) &= d(h', h) , \\
  \delta(k) &= d(k', k)
\end{align*}
\]
by definition. Let $v : S^p \times S^q \to S^q \times S^p$ be the map which interchanges the factors. Then $d(k'v, kv) = (-1)^{pq}d(k', k)$, by (10.9), since $v$ has degree $(-1)^{pq}$. Therefore
\[
\delta(h) - (-1)^{pq}\delta(k) = d(h', h) - d(k'v, kv) = d(h', k'v) ,
\]
by the addition formula for separation elements, since $h = kv$. However
\[
  k'v(x, y) = k'(y, x) = g(y) \cdot f(x) ,
\]
if $x \in S^p$ and $y \in S^q$. Hence $d(h', k'v) = \langle \alpha, \beta \rangle$, by (2.1), since $\alpha, \beta$ are the homotopy classes of $f$, $g$, respectively. Therefore
\[
\delta(h) - (-1)^{pq}\delta(k) = \langle \alpha, \beta \rangle ,
\]
which proves (2.3).

If we interchange $h$ and $k$ in (2.3), we obtain that
\[
\delta(k) - (-1)^{pq}\delta(h) = \langle \beta, \alpha \rangle ,
\]
since $k$ is of type $(\beta, \alpha)$. Hence, and since there exist maps of any given type, we obtain

**COROLLARY (2.4).** Let $\alpha \in \pi_p(Z)$, $\beta \in \pi_q(Z)$. Then
\[
\langle \alpha, \beta \rangle = (-1)^{pq+1}\langle \beta, \alpha \rangle .
\]
In the next section we shall prove that \( \langle \alpha, \beta \rangle \) determines a bilinear pairing of \( \pi_p(Z) \) with \( \pi_q(Z) \) to \( \pi_{p+q}(Z) \).

3. Products of maps. The proof of the following proposition is omitted, since it is the same as in the case of topological groups (see (16.9) of [5]).

**Theorem (3.1).** A space with a multiplication has a commutative fundamental group.

Let \( Y \) be a space and let \( Z \) be a space with a multiplication. The product of two maps \( u, v : Y \to Z \) is the map \( u \cdot v : Y \to Z \) which is defined by

\[
(u \cdot v)(y) = u(y) \cdot v(y) \quad y \in Y.
\]

In view of (3.1), we write \( \pi_r(Z) \) additively even when \( r = 1 \). The proof of the following proposition also is the same as in the case of topological groups (see (16.7) of [5]).

**Theorem (3.2).** Let \( v, u : S^r \to Z \) be maps, where \( r \geq 1 \) and \( Z \) is a space with a multiplication. Then the homotopy class of \( u \cdot v \) is equal to the sum, in \( \pi_r(Z) \), of the homotopy classes of \( u \) and \( v \).

The following lemma is an immediate consequence of (3.2) and the definition of separation elements.

**Lemma (3.3).** Let \( h, k, h', k' \) be four maps of \( S^p \times S^q \) into \( Z \) such that \( h \) and \( k \) have the same sections, and \( h' \) and \( k' \) have the same sections. Then \( h \cdot h \) and \( k \cdot k' \) have the same sections, and their separation element is given by

\[
d(h \cdot h, k \cdot k') = d(h, k) + d(h', k').
\]

We use (3.3) to prove

**Theorem (3.4).** Let \( Z \) be a space with a multiplication. Let \( h, h' \) be maps of \( S^p \times S^q \) into \( Z \) of type \( (\alpha, \beta) \), \( (\alpha', \beta') \), respectively, where \( \alpha, \alpha' \in \pi_p(Z) \) and \( \beta, \beta' \in \pi_q(Z) \). Then

\[
\delta(h \cdot h') = \delta(h) + \delta(h') + \langle \alpha', \beta' \rangle.
\]

The relation we have to prove is invariant under homotopies of \( h \) and \( h' \). Hence there is no real loss of generality if we assume that \( h \) and \( h' \) are such as to satisfy the following condition. Let \( (f, g), (f', g') \) be the sections of \( h, h' \), respectively, so that \( f \) and \( f' \) are maps of \( S^p \), and \( g \) and \( g' \) are maps of \( S^q \). We assume that \( f \) is constant over one hemisphere of \( S^p \) and that \( f' \) is constant over the other; similarly that
$g$ is constant over one hemisphere of $S^q$ and that $g'$ is constant over the other. Then, if $x \in S^p$ and $y \in S^q$, the expressions

$$f(x) \cdot f'(x) \cdot g(y) \cdot g'(y), \quad f(x) \cdot g(y) \cdot f'(x) \cdot g'(y)$$

do not depend on the order in which the products are taken; it is as though the multiplication on $Z$ were associative. This is expressed more concisely as follows. Let

$$u \quad \quad v$$

$$S^p \leftarrow S^p \times S^q \rightarrow S^q$$

denote the canonical projections, and define four maps $F$, $F'$, $G$, $G'$ of $S^p \times S^q$ into $Z$ by

$$F = f' u, \quad F' = f' u; \quad G = g v, \quad G' = g' v.$$

Then the product maps $F \cdot F' \cdot G \cdot G'$ and $F' \cdot G \cdot F' \cdot G'$ are well-defined.

After these preliminaries, we proceed to prove (3.4). Let $k = F \cdot G$, so that $d(h) = d(k, h)$, and let $k' = F' \cdot G'$, so that $d(h') = d(h', h')$. Then

$$(3.5) \quad d(k \cdot k', h \cdot h') = d(h) + d(h'),$$

by (3.3). Let $H = (F \cdot F') \cdot (G \cdot G')$. Then $d(h \cdot h') = d(H, h \cdot h')$, by definition, and hence

$$d(h \cdot h') = d(H, k \cdot k') + d(k \cdot k', h \cdot h'),$$

by the addition formula for separation elements. Hence

$$(3.6) \quad d(h \cdot h') = d(h) + d(h') + d(H, k \cdot k'),$$

by (3.5). However,

$$\langle \alpha', \beta' \rangle = d(F' \cdot G, G' \cdot F'),$$

by definition,

$$= d(F, F') + d(F' \cdot G, G' \cdot F') + d(G', G'),$$

by (1.1),

$$= d(F' \cdot F' \cdot G, F \cdot G' \cdot F') + d(G', G'),$$

by (3.3),

$$= d(F', F' \cdot G \cdot G', G' \cdot F' \cdot F'),$$

by (3.3),

$$= d(H, k \cdot k'),$$

by definition. Hence it follows from (3.6) that

$$d(h \cdot h') = d(h) + d(h') + \langle \alpha', \beta' \rangle,$$

which proves (3.4).

As an application of (3.4) we prove

**Theorem (3.7).** Let $Z$ be a space with a multiplication, and let $p, q \geq 1$. Then the transformation $(\alpha, \beta) \rightarrow \langle \alpha, \beta \rangle$ determines a bilinear

*This can also be proved directly.*
pairing of $\pi_p(Z)$ with $\pi_q(Z)$ to $\pi_{p+q}(Z)$.

We first show that

\[(3.8) \quad <\alpha + \alpha', \beta> = <\alpha, \beta> + <\alpha', \beta>,\]

where $\alpha, \alpha' \in \pi_p(Z)$, $\beta \in \pi_q(Z)$. For let $f, f': S^p \to Z$ be maps which represent $\alpha, \alpha'$, respectively, such that $f$ is constant over one hemisphere of $S^p$ and $f'$ is constant over the other. Let $g: S^q \to Z$ represent $\beta$, and let $h, h'$ be the maps of $S^p \times S^q$ into $Z$ which are defined by

\[h(x, y) = g(y) \cdot f(x), \quad h'(x, y) = f'(x),\]

where $x \in S^p$, $y \in S^q$. Then

\[(h \cdot h')(x, y) = (g(y) \cdot f(x)) \cdot f'(x) = g(y) \cdot (f(x) \cdot f'(x)),\]

and so $\delta(h \cdot h') = <\gamma, \hat{\beta}>$, by (2.1), where $\gamma$ denotes the homotopy class of $f \cdot f'$. But $\gamma = \alpha + \alpha'$, by (3.2), and so

\[<\alpha + \alpha', \beta> = \delta(h \cdot h') = \delta(h) + \delta(h') + <\alpha', \beta>, \text{ by (3.4)},\]

\[= <\alpha, \beta> + <\alpha', \beta>,\]

since $\delta(h') = \delta(h', h') = 0$, by (1.1). This proves (3.8). Linearity on the right follows from (3.8) and (2.4). Hence the proof of (3.7) is complete.

PART II
APPLICATION TO REDUCED PRODUCT COMPLEXES

4. The reduced product complex. Throughout this part of the paper, $A$ will denote a countable CW-complex with precisely one 0-cell, say $a^0$. Let $A_\infty$ denote the reduced product complex of $A$, as defined in [2]. We recall that $A_\infty$ is a countable CW-complex which contains $A$ as a subcomplex, and that $A_\infty$ carries an associative multiplication with $a^0$ as unit element. Let $I$ denote the interval $0 \leq t \leq 1$. Let $\hat{A}$ denote the suspension of $A$, that is the space which is obtained from the topological product $A \times I$ by identifying $A \times \hat{I} \cup a^0 \times I$ to a point. The points of $\hat{A}$ are represented by pairs $(a, t)$, where $a \in A$ and $t \in I$, with the identification being tacitly understood. We also identify each point $a \in A$ with $(a, \frac{1}{2}) \in \hat{A}$, so that $A$ is embedded in $\hat{A}$. The suspension triad of $A$ is the triad

\[(\hat{A}; C_+, C_-),\]

in which $C_-$, $C_+$ are the half-cones where $t \leq \frac{1}{2}$, $t \geq \frac{1}{2}$, respectively, so
that
\[ \hat{A} = C_+ \cup C_- , \quad A = C_+ \cap C_- . \]

The relation between the reduced product complex and the suspension triad is expressed in the following commutative diagram, where \( \phi \) denotes the canonical isomorphism which is defined in § 10 of [3].

\[
\begin{array}{cccccc}
\cdots & \to & \pi_r(A) & \to & \pi_r(A_\infty) & \to & \pi_r(A_\infty, A) & \stackrel{\phi}{\to} & \pi_{r-1}(A) & \to & \cdots \\
\phi & \downarrow & \phi & \downarrow & \phi & \downarrow & \phi & \downarrow & \phi & \downarrow & \\
\cdots & \to & \pi_r(A) & \to & \pi_{r+1}(\hat{A}) & \to & \pi_{r+1}(\hat{A}; C_+, C_-) & \to & \pi_{r-1}(A) & \to & \cdots \\
\end{array}
\]

\[(4.1)\]

The top line of the diagram is part of the homotopy sequence of the pair \((A_\infty, A)\), so that \( j, k \) are injections, and \( \partial \) is the boundary operator. The bottom line is part of the suspension sequence of \( A \), as defined in [3], so that \( E \) is the suspension operator, \( i \) is the injection, and \( \Delta \) is the repeated boundary operator. We recall from [3] that \( \phi \) maps \( \pi_r(A) \) identically, so that the commutativity of \((4.1)\) is expressed by the following relations (cf. (10.2) of [3]).

\[
\begin{align*}
(a) & \quad \phi j = E , \\
(b) & \quad i \phi = \phi k , \\
(c) & \quad \Delta \phi = \partial .
\end{align*}
\]

\[(4.2)\]

Let \( B \) a countable \( CW \)-complex with precisely one 0-cell, say \( b^0 \), and let \( f: A \to B \) be a map such that \( f(a^0) = b^0 \). Then the induced mapping \( f_\infty: A_\infty \to B_\infty \), as defined in § 1 of [2], is multiplicative in the sense of § 1. Let \( \hat{f}: \hat{A} \to \hat{B} \) denote the suspension of \( f \), which is defined by

\[
\hat{f}(a, t) = (f(a), t) \quad a \in A , \quad t \in I .
\]

Then \( \hat{f} \) maps the suspension triad of \( A \) into the suspension triad of \( B \), and hence induces a homomorphism of the suspension sequence of \( A \) into the suspension sequence of \( B \). We denote this homomorphism by \( f_* \), and we also denote by \( f_* \) the homomorphism of the homotopy sequence of \((A_\infty, A)\) into the homotopy sequence of \((B_\infty, B)\) which is induced by \( f_\infty \). By (10.5) of [3] these homomorphisms are related by

\[
\phi f_* = f_* \phi .
\]

\[(4.3)\]

5. The Hopf construction. Let \( A \) mean the same as in § 4, and let \( p, q \geq 1 \). A pairing of \( \pi_p(A) \) with \( \pi_q(A) \) to \( \pi_{p+q}(A_\infty, A) \) is defined as follows. Let \( \gamma \) denote the positive generator of the infinite cyclic group...
\[ \pi_{p+q}(S^p \times S^q, \Sigma), \text{ where } \Sigma = S^p \times e \cup e \times S^q \text{ and the orientations are the same as in [3].} \]

Let \( f, g \) be maps of \( S^p, S^q \) into \( A \) which represent \( \alpha \in \pi_p(A), \beta \in \pi_q(A) \), respectively. Let \( h : (S^p \times S^q, \Sigma) \to (A, A) \) denote the map which is defined by

\[ h(x, y) = f(x) \cdot g(y) \quad x \in S^p, \ y \in S^q. \]

Then we define \( \alpha \times \beta = h_*(\gamma) \), where

\[ h_* : \pi_{p+q}(S^p \times S^q, \Sigma) \to \pi_{p+q}(A, A) \]

denotes the homomorphism induced by \( h \). We write

\begin{equation}
\{ \alpha, \beta \} = \phi(\alpha \times \beta) \in \pi_{p+q+1}(\hat{A}; C_+, C_-),
\end{equation}

and we refer to \( \{ \alpha, \beta \} \) as the triad Whitehead product of \( \alpha \) and \( \beta \), in accordance with (7.1) of [3].

Let us apply the theory of Part I to the space with multiplication \( A_* \). By taking representatives we obtain from (2.1) that

\[ k\langle j(\alpha), j(\beta) \rangle = \alpha \times \beta - (-1)^{pq} \beta \times \alpha, \]

and hence, by (4.2b) and (5.1), we have

\begin{equation}
\iota \phi \langle j(\alpha), j(\beta) \rangle = \{ \alpha, \beta \} - (-1)^{pq} \{ \beta, \alpha \}.
\end{equation}

Now suppose that there exists a map \( h : S^p \times S^q \to A \) of type \( (\alpha, \hat{\beta}) \). Let \( h' \) denote the inclusion of \( h \) into \( A_* \). By taking representatives we obtain at once that \( k\delta(h') = \alpha \times \beta \), and so we conclude from (4.2b) and (5.1) that

\begin{equation}
\iota \phi \delta(h') = \{ \alpha, \beta \}.
\end{equation}

Recall that the Hopf construction, as defined in [3], assigns an element \( c(h) \in \pi_{p+q+1}(\hat{A}) \) to each map \( h : S^p \times S^q \to A \), and is characterized uniquely by the following three properties. First, let \( h \) have type \( (\alpha, \hat{\beta}) \), where \( \alpha \in \pi_p(A), \beta \in \pi_q(A) \). Then

\begin{equation}
\iota c(h) = \{ \alpha, \beta \}.
\end{equation}

Secondly, let \( B \) mean the same as in § 4, and let \( f : A \to B \) be a map such that \( f(\alpha^0) = b^0 \). Then

\begin{equation}
c(fh) = f_* c(h).
\end{equation}

Thirdly, let \( A = S^p \times S^q \), and let \( h \) be either of the projections

\[(x, y) \to (x, e), \quad (x, y) \to (e, y),\]

where \( x \in S^p, y \in S^q \). Then
The uniqueness of this characterization follows from (8.2), (8.3) and (8.4) of [3]. We use it to prove

**Theorem (5.7).** Let $h: S^p \times S^q \to A$ be a map, and let $h'$ denote its inclusion into $A_\omega$. Let $c(h)$ denote the element of $\pi_{p+q+1}(A)$ which is obtained from $h$ by the Hopf construction, and let $\delta(h')$ denote the element of $\pi_{p+q}(A_\omega)$ which is obtained from $h'$ as in § 1. Then $c(h) = \delta(h')$.

Let $\gamma(h) = \phi \delta(h')$. We check that $\gamma(h)$ satisfies (5.4), (5.5) and (5.6) as well as $c(h)$. For (5.4) follows from (5.3), in the case of $\gamma(h)$, and (5.6) follows from (1.1). Consider (5.5), where we have a map $f: A \to B$. Let $f_\omega: A_\omega \to B_\omega$ denote the multiplicative map which $f$ determines. Then $f_\omega h'$ is equal to the inclusion of $fh$ into $B_\omega$, and so

$$
\gamma(fh) = \phi \delta(f_\omega h') = \phi f_\omega \delta(h'), \text{ by (1.4)},
$$

$$= f_\omega \phi \delta(h'), \text{ by (4.3)},
$$

$$= f_\omega \gamma(h), \text{ by definition}.
$$

Therefore $\gamma(h)$ satisfies all three conditions, whence $\gamma(h) = c(h)$. This proves (5.7).

6. The Whitehead product. Let $X$ be a space with a basepoint, and let $p, q \geq 1$. The Whitehead product of a pair of elements $(\xi, \eta)$, where $\xi \in \pi_{p+1}(X)$, $\eta \in \pi_{q+1}(X)$, is an element of $\pi_{p+q+1}(X)$, and is denoted by $[\xi, \eta]$. In § 9 we shall prove a general theorem about this product which implies the following in case $X$ is the suspension of $A$, where $A$ is a complex as in § 4.

**Theorem (6.1).** Let $\lambda \in \pi_p(A_\omega)$, $\mu \in \pi_q(A_\omega)$. Then

$$
\phi \langle \lambda, \mu \rangle = (-1)^p [\phi(\lambda), \phi(\mu)].
$$

Since $\phi j = E$, by (4.2a), we have the following three corollaries in case $\lambda = j(\alpha)$ or $\mu = j(\beta)$, where $\alpha \in \pi_p(A)$, $\beta \in \pi_q(A)$.

**Corollary (6.2).** Let $\lambda \in \pi_p(A_\omega)$, $\beta \in \pi_q(A)$. Then

$$
\phi \langle \lambda, j(\beta) \rangle = (-1)^p [\phi(\lambda), E(\beta)].
$$

**Corollary (6.3).** Let $\alpha \in \pi_p(A)$, $\mu \in \pi_q(A_\omega)$. Then

$$
\phi \langle j(\alpha), \mu \rangle = (-1)^q [E(\alpha), \phi(\mu)].
$$

**Corollary (6.4).** Let $\alpha \in \pi_p(A)$, $\beta \in \pi_q(A)$. Then
Hence and from (5.2) we obtain the first commutation law for triad Whitehead products (cf. (2.4) of [3]):

**Corollary (6.5).** Let \( \alpha \in \pi_p(A) \), \( \beta \in \pi_q(A) \). Then

\[
\{\alpha, \beta\} - (-1)^{pq} \{\beta, \alpha\} = (-1)^q[E(\alpha), E(\beta)].
\]

As defined in [2], \( A_\infty \) is filtered by a sequence of subcomplexes \( A_0 \subset A_1 \subset \cdots \subset A_m \subset \cdots \), where \( A_0 = \partial^0 \) and \( A_1 = A \). The reduced product filtration of \( \pi_{r+1}(A) \) is defined as follows (cf. § 13 of [3]). We say that an element \( \gamma \in \pi_r(A_\infty) \) has filtration \( m \) (\( m \geq 1 \)) if \( \gamma \) can be represented by a map of \( S^r \) whose image is contained in \( A_m \) but not by one whose image is contained in \( A_{m-1} \). We also say that the zero element has filtration zero. The reduced product filtration of \( \pi_{r+1}(\hat{A}) \) is obtained from this by applying the canonical isomorphism \( \phi \). We supplement the results of [3] by

**Corollary (6.6).** Let \( \xi \in \pi_{p+1}(\hat{A}), \eta \in \pi_{q+1}(\hat{A}) \) be elements with filtrations \( m, n \), respectively. Then the filtration of the Whitehead product \( [\xi, \eta] \in \pi_{p+q+1}(\hat{A}) \) does not exceed \( m + n \).

This follows from (6.1). For let \( \alpha \in \pi_p(A_\infty), \beta \in \pi_q(A_\infty) \) be elements such that \( \varphi(\alpha) = \xi, \varphi(\beta) = \eta \). By hypothesis, there exist maps \( f: S^p \to A_\infty, S^q \to A_\infty \), representing \( \alpha, \beta \), respectively, such that \( fS^p \subset A_m, gS^q \subset A_n \). Now \( A_m \cdot A_n = A_n \cdot A_m = A_{m+n} \), by the definition of \( A_\infty \). Hence \( h(S^p \times S^q) \subset A_{m+n} \), where \( h \) denotes either of the maps

\[
f(x) \cdot g(y) \leftarrow (x, y) \rightarrow g(y) \cdot f(x) \quad x \in S^p, \quad y \in S^q.
\]

Therefore \( \langle \alpha, \beta \rangle \) can be represented by a map of \( S^{p+q} \) into \( A_{m+n} \), so that the filtration of \( \langle \alpha, \beta \rangle \), and hence of \( \phi(\alpha, \beta) \), does not exceed \( m + n \). Hence, by (6.1), the filtration of \( [\phi(\alpha), \phi(\beta)] \) does not exceed \( m + n \), which proves (6.6).

**Part III**

**Application to Loop-Spaces**

7. The loop-space (in the sense of Moore). Let \( X \) be a space with basepoint \( x_0 \). By a loop in \( X \) we mean a pair \( (f, s) \), where \( s \geq 0 \) and \( f \) is a map of the interval \( 0 \leq t \leq s \) into \( X \) such that \( f(0) = f(s) = x_0 \). The composition of \( (f, s) \) with another loop \( (f', s') \) is the loop \( (f'', s + s') \), where
Let $A$ denote the set of loops with the topology defined in § 2 of [4]; we call $A$ the loop-space of $X$. The ordinary space of loops, $\Omega$, consists of those loops $(f, s)$ such that $s=1$. Let $x^0$ denote the loop $(f, 0)$, where $f(0)=x_0$. The product in $A$ which is defined by composition of loops is associative, and admits $x^0$ as a unit element. In § 2 of [4] Moore asserts the following propositions. We omit the proofs, which are straightforward but tedious.

**Theorem (7.1).** (a) The product in $A$ is continuous; and (b) $\Omega$ is a deformation retract of $A$.

Let us represent $S^{r+1}$ as the suspension of $S^r$, as in § 1 of [3], so that $(x, t) \in S^{r+1}$ if $x \in S^r$ and $t \in I$. Let $h : S^r \to A$ be a map, and let $h(x) = (f, s)$, say, where $s \geq 0$ and $f$ maps the interval $0 \leq t \leq s$ into $X$. Then a map $h' : S^{r+1} \to X$ is defined by $h'(x, t) = f(st)$, where $0 \leq t \leq 1$. The transformation $h \to h'$ is invariant under homotopy, and therefore it defines a function $\phi : \pi_r(A) \to \pi_{r+1}(X)$. We prove

**Theorem (7.2).** The function $\phi$ is an isomorphism (onto).

For let $i_*$ denote the injection of $\pi_r(\Omega)$ into $\pi_r(A)$, which is an isomorphism by (7.1b). By taking representatives we find that $\phi i_*=\theta$, the Hurewicz isomorphism of $\pi_r(\Omega)$ onto $\pi_{r+1}(X)$. Hence $\phi$ is an isomorphism, which proves (7.2). Notice also that $\phi$ is natural. To be precise, let $X'$ be a space with a basepoint and let $h : X \to X'$ be a map. If $(f, s)$ is a loop in $X$, where $s \geq 0$ and $f$ maps the interval $0 \leq t \leq s$ into $X$, then $(hf, s)$ is a loop in $X'$. Let $\bar{h} : A \to A'$ denote the multiplicative map which is defined by $\bar{h}(f, s) = (hf, s)$, where $A'$ is the loop-space of $X'$. Then by taking representatives it follows at once that

\[(7.3)\quad \phi' \bar{h}_* = h_* \phi ,\]

where $\phi'$ means the same for $X'$ as $\phi$ does for $X$, and where $h_*$, $\bar{h}_*$ are the homomorphisms induced by $h$, $\bar{h}$, as shown in the following diagram:

\[
\begin{array}{ccc}
\pi_r(A) & \longrightarrow & \pi_r(A') \\
\phi \downarrow & & \downarrow \phi' \\
\pi_{r+1}(X) & \longrightarrow & \pi_{r+1}(X') .
\end{array}
\]

8. The canonical isomorphism. Let $A$ be a space, with basepoint
α°, on which a real-valued continuous function d is defined which is positive except that \( d(α°) = 0 \). Let \( \hat{A} \) denote the suspension of \( A \), and let \( A \) denote the loop-space of \( \hat{A} \). Let \( x° \in A \) denote the trivial loop at the suspension of \( α° \). Then a map \( u: A \to A \) is defined as follows. Let \( a \in A \) and let \( α = d(a) \). We define \( u(a°) = x° \). Let \( a \neq α° \). Then \( α > 0 \) and we define \( u(a°) = (f, α) \), where \( f \) is the map of the interval \( 0 \leq t \leq α \) into \( \hat{A} \) which is defined by \( f(t) = (a, t/α) \). Of course \( u \) depends on \( d \), but since the set of functions \( d \) is convex it follows that any two maps \( u \) are homotopic. The topology of \( A \) is such that \( u \) is a homeomorphism into \( A \), so that we regard \( A \) as a subspace of \( \hat{A} \).

We now define a homomorphism, \( ψ \), of the homotopy sequence of the pair \( (A, A) \) into the suspension sequence of \( A \), as shown in the following diagram.

\[
\begin{array}{cccccc}
\cdots \to π_r(A) \to π_r(\hat{A}) \to π_r(A, A) \to π_{r-1}(A) \to \cdots \\
\phi \downarrow & \phi \downarrow & \phi \downarrow & \phi \downarrow \\
\cdots \to π_r(A) \to π_{r+1}(\hat{A}) \to π_{r+1}(A; C_+, C_-) \to π_{r-1}(A) \to \cdots .
\end{array}
\]

(8.1)

We define \( ϕ \) as follows. Let \( V^r \) denote the convex hull of \( S^{r-1} \), so that points of \( V^r \) are represented by pairs \((s, x)\), where \( x \in S^{r-1} \) and \( 0 \leq s \leq 1 \), such that \((0, x) = e\), \((1, x) = x\). Let \( V^{r+1} \) denote the suspension of \( V^r \), so that points of \( V^{r+1} \) are represented by pairs \((y, t)\), where \( y \in V^r \) and \( 0 \leq t \leq 1 \). Let \( h: V^r \to A \) be a map, and let \( h(y) = (f, s) \), say, where \( s \geq 0 \) and \( f \) maps the interval \( 0 \leq t \leq s \) into \( \hat{A} \). Let \( h': V^{r+1} \to \hat{A} \) be the map defined by \( h'(y, t) = f(st) \). Since \( h'S^r = α° \) if \( h'S^{r-1} = x° \), we define \( ϕ \) on \( π_r(A, A) \) to be the homomorphism induced by the transformation \( h \to h' \). It is easy to check that \( ϕ \) means the same here as in (7.2). If \( h'S^{r-1} \subset A \) then \( h' \) maps one hemisphere of \( S^r \) into \( C_+ \) and the other into \( C_- \), so that the transformation \( h \to h' \) also induces a homomorphism of \( π_r(A, A) \) into \( π_{r+1}(A; C_+, C_-) \). Thus we define \( ϕ \) on \( π_r(A, A) \), and the definition is completed by setting \( ϕ \) to be the identity on \( π_r(A) \). It is easily verified that these definitions make (8.1) commutative, that is, that

\[
\begin{align*}
\text{(a)} & \quad \psi j = E , \\
\text{(b)} & \quad i ϕ = ψ k , \\
\text{(c)} & \quad Δ ϕ = ω .
\end{align*}
\]

(8.2)

Since \( ϕ \) maps \( π_r(A) \) identically, by definition, and maps \( π_r(A) \) isomorphically, by (7.2), we obtain by an application of the five lemma:

3 See §1 of [3] for details of these representations.
THEOREM (8.3). As shown in (8.1), $\psi$ is an isomorphism of the homotopy sequence of pair $(A, A)$ onto the suspension sequence of $A$.

Now let $A$ be a complex as in § 4, and consider the reduced product complex $A_\infty$. We extend the inclusion map $u : A \to A$ to a multiplicative map $w : A_\infty \to A$, as follows. Let $a_\infty \in A_\infty$, so that $a_\infty = a_1 \cdot a_2 \cdot \ldots \cdot a_n$, say, where $a_1, a_2, \ldots, a_n \in A$. Then we define

$$w(a_\infty) = u(a_1) \cdot u(a_2) \cdot \ldots \cdot u(a_n).$$

Notice that $w$ is nonsingular, although $A_\infty$ is not mapped homeomorphically unless $A = a^n$. Let $w_*$ denote the homomorphism of the homotopy sequence of $(A_\infty, A)$ into the homotopy sequence of $(A, A)$ which is induced by $w$, and let $\phi$ denote the canonical isomorphism of the homotopy sequence of $(A_\infty, A)$ onto the suspension sequence of $A$, as in (4.1). It follows from the definition of $\phi$ in § 10 of [3] that

$$(8.4) \quad \phi = \psi w_*.$$

Hence and from (8.3) we obtain

THEOREM (8.5). The homomorphism $w_*$ maps the homotopy sequence of the pair $(A_\infty, A)$ isomorphically onto the homotopy sequence of the pair $(A, A)$.

Thus $w$ is an algebraic homotopy equivalence of the pair, in the sense of [2]. Let us also denote by $w_*$ the homomorphism in singular homology which $w$ induces. Then from (8.5) of [2] we obtain

COROLLARY (8.6). The homomorphism $w_*$ maps the singular homology sequence of the pair $(A_\infty, A)$ isomorphically onto the singular homology sequence of the pair $(A, A)$.

The next section is devoted to proving:

THEOREM (8.7). Let $\Lambda$ denote the loop-space of a space $X$, and let $\xi \in \pi_p(\Lambda), \eta \in \pi_q(\Lambda)$, where $p, q \geq 1$. Then

$$\phi(\xi, \eta) = (-1)^p[\phi(\xi), \phi(\eta)].$$

We conclude the present section by showing how (6.1) is deduced from (8.7). Let $A$ be a complex as in § 6, and let $X = \hat{A}$ in (8.7). Then if $\lambda \in \pi_p(A_\infty), \mu \in \pi_q(A_\infty)$ are the elements given in (6.1) we have that

$$w_*\langle \lambda, \mu \rangle = \langle w_*(\lambda), w_*(\mu) \rangle,$$

by (2.2), since $w$ is multiplicative. Moreover,

$$\phi\langle w_*(\lambda), w_*(\mu) \rangle = (-1)^p[\phi w_*(\lambda), \phi w_*(\mu)],$$

by (8.7). Hence and from (8.4) we conclude that
Thus (6.1) follows from (8.7), and it only remains for us to prove (8.7).

9. Proof of (8.7). Let $A$ be a countable CW-complex with only one 0-cell, and let $u : A \to A$ be the inclusion map, where $A$ denotes the loop-space of $\hat{A}$. We prove first of all

**THEOREM (9.1).** Let $h : S^p \times S^q \to A$ be a map, where $p, q \geq 1$, and let $c(h)$ denote the element of $\pi_{p+q+1}(\hat{A})$ which is obtained from $h$ by the Hopf construction. Let $\delta(uh)$ denote the element of $\pi_{p+q}(A)$ which is obtained from the inclusion of $h$ into $A$ as in § 1. Then $c(h) = \psi \delta(uh)$.

*Proof.* We have $uh = wh'$, by the definition of $w$, where $h'$ denotes the inclusion of $h$ into $A_\infty$. Hence

$$\delta(uh) = \delta(wh') = w_* \delta(h'),$$

by (1.4), since $w$ is multiplicative. Hence

$$\phi \delta(uh) = \phi w_* \delta(h') = \phi \delta(h'),$$

by (8.4),

$$= c(h),$$

by (5.7).

This proves (9.1). We deduce

**COROLLARY (9.2).** Let $h_1, h_2 : S^p \times S^q \to A$ be maps which have the same sections, and let $d(h_1, h_2)$ denote their separation element in $\pi_{p+q}(A)$. Then

$$c(h_2) = c(h_1) + Ed(h_1, h_2).$$

*Proof.* We have

$$\delta(uh_2) - \delta(uh_1) = d(uh_1, uh_2),$$

by (1.3),

$$= jd(h_1, h_2).$$

by the naturality of the separation element. Therefore

$$\phi \delta(uh_2) - \phi \delta(uh_1) = \phi jd(h_1, h_2) = Ed(h_1, h_2),$$

by (8.2a). Hence (9.2) follows from (9.1).

Now take $A = S^p \times S^q$ and let $\alpha \in \pi_p(A)$, $\beta \in \pi_q(A)$ be the homotopy classes of the maps of $S^p$, $S^q$ into $A$ which are given by

$$x \to (x, e), \quad (x \in S^p); \quad y \to (e, y), \quad (y \in S^q);$$
respectively. We prove that

\[(9.3) \quad \psi\langle j(\alpha), j(\beta)\rangle = (-1)^p[E(\alpha), E(\beta)].\]

For let \( h: S^p \times S^q \to A \) denote the identity map, and let \( v: S^q \times S^p \to A \) denote the map which interchanges the factors. Since \( uh \) has type \((j(\alpha), j(\beta))\), it follows from (2.3) that

\[\langle j(\alpha), j(\beta)\rangle = \delta(uh) - (-1)^p \delta(uv).\]

Therefore

\[\psi\langle j(\alpha), j(\beta)\rangle = \psi \delta(uh) - (-1)^p \psi \delta(uv) = c(h) - (-1)^p c(v), \text{ by } (9.1),\]

\[= (-1)^p[E(\alpha), E(\beta)], \]

by (2.19) of [3]. This proves (9.3).

We continue to consider \( A = S^p \times S^q \), and we denote the set of axes \( S^p \times e \cup e \times S^q \) by \( A' \). Then \( \hat{A} \) contains \( \hat{A}' \), which we identify with \( S^{p+1} \times e \cup e \times S^{q+1} \). Let \( A' \) denote the loop-space of \( \hat{A}' \), regarded as a subspace of \( A \), and let \( j', E' \) and \( \varphi' \) mean the same in the case of \( A' \) as do \( j, E \) and \( \varphi \) in the case of \( A \). Thus, if \( k_* \) denotes any of the homomorphisms induced by the inclusion map \( k: A' \to A \) we have the relations

\[(9.4) \quad \begin{cases} k_*j' = jk_* & \text{(a)} \\ k_*E' = Ek_* & \text{(b)} \\ k_*\varphi' = \varphi k_* & \text{(c)} \end{cases} \]

Let \( \alpha' \in \pi_p(A') \), \( \beta' \in \pi_q(A') \) denote the homotopy classes of the maps of \( S^p, S^q \) into \( A' \) which are defined by

\[x \to (x, e), \quad (x \in S^p); \quad y \to (e, y), \quad (y \in S^q);\]

respectively. Since \( \alpha = k_* (\alpha') \) and \( \beta = k_* (\beta') \) it follows that

\[\psi k_* \langle j'(\alpha'), j'(\beta') \rangle = \psi \langle k_* j'(\alpha'), k_* j'(\beta') \rangle, \text{ by (2.2)},\]

\[= \psi \langle j(\alpha), j(\beta) \rangle, \text{ by (9.4a)},\]

\[= (-1)^p[E(\alpha), E(\beta)], \text{ by (9.3)} ,\]

\[= (-1)^p[k_* E'(\alpha'), k_* E'(\beta')], \text{ by (9.4b) },\]

\[= (-1)^p k_* [E'(\alpha'), E'(\beta')], \]

by the naturality of the Whitehead product. Hence

\[k_* \varphi' \langle j'(\alpha'), j'(\beta') \rangle = (-1)^p k_* [E'(\alpha'), E'(\beta')],\]
by (9.4c). But since $A'$ is a retract of $\hat{A}$, the injection

$$k_*: \pi_{p+q+1}(\hat{A}') \to \pi_{p+q+1}(\hat{A})$$

is an isomorphism into. Therefore we conclude that

$$(9.5) \quad \phi'(\langle j'(\alpha'), j'(\beta') \rangle) = (-1)^q[E'(\alpha'), E'(\beta')] .$$

Continue with the same meaning for $A'$, $\Lambda'$ etc., but now let $\Lambda$ mean the loop-space of $X$, as in (8.7). Let $\xi \in \pi_p(\Lambda)$, $\eta \in \pi_q(\Lambda)$ be the elements given in (8.7). Let $f$, $g$ be maps of $S^{p+1}$, $S^{q+1}$ into $X$ which represent $\phi(\xi)$, $\phi(\eta)$, respectively, and let $h: \hat{A} \to X$ denote the map which is defined by

$$h(x, e) = f(x) \quad (x \in S^{p+1}) ; \quad h(e, y) = g(y) \quad (y \in S^{q+1}) .$$

Let $\overline{h}: \Lambda' \to \Lambda$ denote the map defined by composing loops with $h$, as in § 7. Consider the induced homomorphisms

$$h_*: \pi_r(\Lambda') \to \pi_r(\Lambda), \quad h_*: \pi_{r+1}(\Lambda') \to \pi_{r+1}(X) ,$$

which are related by (7.3). We have

$$(9.6) \quad \phi(\xi) = h_*E'(\alpha'), \quad \phi(\eta) = h_*E'(\beta') ,$$

by the definition of $h$. By (8.2a) and (7.3), however

$$h_*E' = h_*\phi'j' = \phi\overline{h}_*j' ,$$

and so it follows from (7.2) and (9.6) that

$$\xi = \overline{h}_*j'(\alpha') , \quad \eta = \overline{h}_*j'(\beta') .$$

Therefore

$$\langle \xi, \eta \rangle = \langle \overline{h}_*j'(\alpha'), \overline{h}_*j'(\beta') \rangle$$

$$= \overline{h}_*\langle j'(\alpha'), j'(\beta') \rangle ,$$

by (2.2), since $\overline{h}$ is multiplicative. Since $\phi\overline{h}_* = h_*\phi'$, by (7.3), it follows that

$$\phi\langle \xi, \eta \rangle = h_*\phi'\langle j'(\alpha'), j'(\beta') \rangle$$

$$= (-1)^q[h_*[E'(\alpha'), E'(\beta')]] ,$$

by (9.5),

$$= (-1)^q[h_*E'(\alpha'), h_*E'(\beta')] ,$$

by naturality,

$$= (-1)^q[\phi(\xi), \phi(\eta)] ,$$

by (9.6).

This proves (8.7), and completes the proof of the various other theorems which we have deduced from it.
10. Separation elements. The notion of a separation element is not exactly a special case of the notion of a separation cochain (see [1]). Hence we provide a brief account in this Appendix.

Let $S^r (r \geq 1)$ denote the unit sphere in euclidean $(r+1)$-space, and let $S^{r-1}$ denote its equator. Let $V^r$ denote the convex hull of the equator, and let $E_+, E_-$ denote the two hemispheres into which $S^{r-1}$ divides $S^r$. Let $p, q: V^r \to S^r$ denote the orthogonal projections of $V^r$ onto $E_+, E_-$, respectively, (orthogonal to the plane of $V^r$).

Let $K$ be a $CW$-complex with a subcomplex $L$ such that $K-L=\varepsilon^r$, an open $r$-cell. That is to say, $\varepsilon^r$ is the topological image of the interior of $V^r$ under a map $f: V^r \to K$ such that $fS^{r-1} \subset L$. Let $u, v: K \to X$ be maps which agree on $L$, where $X$ is a space. Then we define a map $g: S^r \to X$ by

\begin{equation}
(10.1)
gp=uf, \quad gg=vf.
\end{equation}

We define $d(u, v)$, the separation element of $u$ and $v$, to be the homotopy class of $g$ in $\pi_r(X)$. The following relations are easily verified.

**Theorem (10.2).** Let $u, v: K \to X$ be maps which agree on $L$. Then $u \equiv v$, relative to $L$, if, and only if, $d(u, v)=0$.

**Corollary (10.3).** If $u: K \to X$ is a map then $d(u, u)=0$.

**Theorem (10.4).** Let $u, v, w: K \to X$ be maps which agree on $L$. Then $d(u, w)=d(u, v)+d(v, w)$.

**Corollary (10.5).** Let $u, v: K \to X$ be maps which agree on $L$. Then $d(u, v)+d(v, u)=0$.

**Theorem (10.6).** Let an element $\delta \in \pi_r(X)$ and a map $u: K \to X$ be given. Then there exists a map $v: K \to X$ which agrees with $u$ on $L$ such that $d(u, v)=\delta$.

**Theorem (10.7).** Let $u_t, v_t: K \to X$ be homotopies which agree on $L$, where $0 \leq t \leq 1$. Then $d(u_0, v_0)=d(u_t, v_t)$.

**Theorem (10.8).** Let $u, v: K \to X$ be maps which agree on $L$. Let $h: X \to Y$ be a map, where $Y$ is a space. Then $d(hu, hv)$ is equal to the image of $d(u, v)$ under the homomorphism induced by $h$. 
Theorem (10.9). Let $k : (K, L) \to (K', L')$ be a map of degree $p$, where $K$ and $K'$ are CW-complexes with subcomplexes $L$ and $L'$, respectively, which are complements of $r$-cells in their respective complexes. Let $u, v : K' \to X$ be maps which agree on $L'$. Then $d(uk, vk) = pd(u, v)$.
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