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1. Introduction, Definitions and Examples. In this paper an attempt is made to generalize the well-known representation theory of commutative Banach algebras by functions on the maximal ideals of the algebra [4]. The present paper is devoted almost exclusively to algebraic questions; topological aspects of the theory will be treated elsewhere.

In considering commutative algebras $A$ over the complex field $C$, there are relatively few cases in which one can assert that the quotient $A/M$ of the algebra by a maximal ideal is isomorphic to $C$. Apart from Banach algebras, there are the locally $m$-convex algebras of E.A. Michael [6] and R. Arens [1], and the 'algèbres à inverse continu' of L. Waelbroeck [8], [9] (=Q-algebras, in the terminology of Kaplansky [5], with continuous inversion). There are many interesting algebras which do not belong to either of these classes, and it would be desirable to have a theory to cover them as far as possible.

The basic idea is derived from the classical work of Carleman, von Neumann, and Stone on unbounded self-adjoint linear operators $T$ in Hilbert space (see, for example, [7]). Here the analysis is carried out with the aid of the bounded transformations $(T - \lambda I)^{-1}$; the spectrum of $T$ is the set of complex numbers $\lambda$ such that $(T - \lambda I)^{-1}$ does not exist as a bounded transformation. This suggests that if we start with a commutative algebra $A$, and a suitable sub-algebra $B$ (corresponding to the 'bounded' elements of $A$) we may be able to effect a useful analysis of $A$, and somehow represent an element $a \in A$ by a function whose values are those complex numbers $\lambda$ such that $(a - \lambda e)^{-1}$ does not exist in $B$ ($e$ being the unit of $A$). It turns out that this is basically correct, although there are certain complications of detail. For instance, the representing functions may take infinite values; this is unavoidable. The space on which the functions are defined is that of the 'maximal $B$-ideals' or 'maximal ordinary $B$-ideals' of the algebra, not the space of maximal ideals in the ordinary sense.

Much of the theory of this paper applies to algebras over fields of fairly general type; for instance, many results are true for any algebraically closed field. It is no more difficult to develop the theory for the general case than for the case of the complex field. Let $K$ be any
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(commutative) field, \( A \) a commutative linear algebra over \( K \), with a unit \( e \), and \( B \) a sub-algebra of \( A \), containing \( e \). A restriction will presently be put on \( B \) (immediately following Lemma 4), and after Theorem 1, \( K \) will be taken to be algebraically closed. Further special assumptions on \( A \) and \( K \) will be made in the later sections of the paper.

**Definition 1.** A subset \( J \) of \( A \) is a \( B \)-ideal of \( A \) if

(i) \( x - y \in J \) whenever \( x \in J \), \( y \in J \), and

(ii) \( xb \in J \) whenever \( x \in J \), \( b \in B \).

The \( B \)-ideal \( J \) is admissible if \( e \notin J \); it is ordinary if \( xy \in J \) whenever \( x \in J \), \( y \in J \); otherwise it is exceptional. \((B \text{-ideal} = B \text{-submodule}; \text{ordinary } B \text{-ideal} = B \text{-submodule which is a sub-algebra}).\)

It may be useful to remark that a \( B \)-ideal which is a proper subset of \( A \) is not necessarily an admissible \( B \)-ideal, by the above definition. For instance, \( B \) itself is clearly a \( B \)-ideal of \( A \); it may be a proper subset of \( A \) but it is never an admissible \( B \)-ideal.

We give now one or two examples of the type of system under consideration.

(i) Let \( A \) be any algebra of the type specified above, and take \( B = A \). The \( B \)-ideals of \( A \) are the ideals (in the usual sense) of \( A \); all are ordinary.

(ii) Let \( A \) be as in (i), and take \( B = Ke \) (which we shall sometimes write as \( K \), if no danger of confusion exists). The \( B \)-ideals of \( A \) are the linear subspaces of \( A \).

In particular, let \( A \) be the algebra of pairs of complex numbers \( (a_1, a_2) \), with pointwise addition and multiplication. The admissible \( B \)-ideals of \( A \) are the proper linear subspaces not containing \((1, 1)\). They are thus (a) the element \((0, 0)\), and (b) for each complex \( \alpha \neq 1 \), the subspace generated by \((1, \alpha)\), and the subspace generated by \((0, 1)\). There are precisely three ordinary admissible \( B \)-ideals, namely \((0, 0)\) and those generated by \((0, 1)\) and \((1, 0)\).

(iii) Let \( A \) be the algebra of polynomials, with complex coefficients, in the indeterminate \( t \), and let \( B \) be the sub-algebra of constants. The sets \( \{a: a(t_0) = 0\} \) (\( t_0 \) a complex number) are clearly ordinary \( B \)-ideals of \( A \). An elementary argument shows that they are maximal admissible ordinary \( B \)-ideals; it will appear later (after Theorem 2) that these are the only such \( B \)-ideals.

(iv) As for (iii), but with ‘polynomial’ replaced by ‘rational function’. Here the maximal ordinary \( B \)-ideals are the sets \( \{a: a(t_0) = 0\} \) for each complex \( t_0 \) and the set \( \{a: a(\infty) = 0\} \).

(v) Let \( A \) be the algebra of (equivalence-classes of) complex almost everywhere finite Lebesgue measurable functions on \((0, 1)\), \( B \) the sub-
algebra of essentially bounded functions. Among the $B$-ideals of $A$ are (a) the set of all functions of $A$ which are zero (almost everywhere) on $E$, for any fixed subset $E$ of $(0, 1)$ of positive measure (this is an ordinary $B$-ideal, and in fact an ideal); and (b) the set of functions $f(t)$ such that $|f(t)| \leq kn^{-1}$ almost everywhere in $E_n$, for each $n$, where $E_n$ is a decreasing sequence of measurable sets such that the measure of $E_n$ tends to zero as $n$ tends to infinity ($k$ depends on $f$ only). This is an ordinary $B$-ideal, but not an ideal.

(vi) Let $A$ be an algebra of (possibly unbounded) self-adjoint or normal linear transformations of a Hilbert space into itself, and let $B$ be the sub-algebra of bounded operators. This type of algebra will be considered in § 7.

In what follows it will be important to distinguish clearly between ordinary maximal $B$-ideals, that is, admissible $B$-ideals which are ordinary and which are not properly contained in any admissible $B$-ideal, and maximal ordinary $B$-ideals, that is, admissible $B$-ideals which are ordinary and which are not properly contained in any admissible ordinary $B$-ideal (maximal$= $maximal admissible). In example (ii) above, all the $B$-ideals (b) are clearly maximal. Of these only the ideals generated by $(0, 1)$ and $(1, 0)$ are ordinary; and these two are clearly also the only maximal ordinary $B$-ideals of $A$.

**Lemma 1.**
(i) If $J$ is a maximal $B$-ideal of $A$, then $B \cap J$ is a maximal ideal of $B$; if $I$ is a maximal ideal of $B$, there is a maximal $B$-ideal of $A$ containing $I$.

(ii) If $J$ is a maximal ordinary $B$-ideal of $A$, then $B \cap J$ is a maximal ideal of $B$; if $I$ is a maximal ideal of $B$, there is a maximal ordinary $B$-ideal of $A$ containing $I$.

**Proof.** (i) It is clear that $B \cap J$ is a proper ideal of $B$. Suppose that $J'$ is a proper ideal of $B$ which properly contains $B \cap J$; then $J + J'$ is a $B$-ideal of $A$ which properly contains $J$ and does not contain $e$. Since $J$ was assumed to be maximal, this is a contradiction, and so $B \cap J$ is a maximal ideal of $B$.

The second assertion follows, by a simple application of Zorn’s lemma, from the fact that any proper ideal of $B$ is an admissible $B$-ideal of $A$, and the fact that the union of an ascending chain of admissible $B$-ideals is clearly an admissible $B$-ideal.

(ii) As for (i), with ‘$B$-ideal’ replaced by ‘ordinary $B$-ideal’.

In general, a maximal ideal of $B$ is contained in many maximal (or maximal ordinary) $B$-ideals of $A$; but in some cases it is possible to assert that the extension is unique; see § 4, Proposition 5 and § 7,
Lemma 13.

2. A representation theorem. Let $\infty$ be a symbol such that $\infty + \lambda = \infty$ for all $\lambda \in K$, $\infty \cdot \infty = \infty$ and $\lambda \infty = \infty$ for all nonzero $\lambda \in K$. Denote the field $K$ augmented by $\infty$ by the symbol $K'$. Now let $J$ be any linear subspace of $A$, not containing $e$. Define a function with values in $K'$ as follows:

Definition 2.

$f_J(a) \begin{cases} = \lambda & \text{if } a - \lambda e \in J, \\ = \infty & \text{if } a - \lambda e \notin J \text{ for all } \lambda \in K. \end{cases}$

It is clear that the function is uniquely defined for all $a \in A$. There are one or two immediate consequences of the definition:

Lemma 2. (i) $f_J(\alpha a) = \alpha f_J(a)$ for all $\alpha \in K$, $a \in A$ ($0 \cdot \infty = 0$ here).
(ii) $f_J(a_1 + a_2) = f_J(a_1) + f_J(a_2)$, (when the right-hand side is defined).

Proof. (i) If $f_J(a) = \lambda \in K$ then $a - \lambda e \in J$, whence $\alpha a - \alpha \lambda e \in J$ and $f_J(\alpha a) = \alpha \lambda = \alpha f_J(a)$. If $f_J(a) = \infty$, then $a - \lambda e \notin J$ for all $\lambda \in K$; clearly if $\alpha \neq 0$ then $\alpha a - \mu e \notin J$ for all $\mu \in K$, and so $f_J(\alpha a) = \infty$. If $\alpha = 0$ then $f_J(\alpha a) = f_J(0) = 0$ for all $a \in A$.

(ii) If $f_J(a_1) = \lambda_1 \in K$, $f_J(a_2) = \lambda_2 \in K$, then $a_1 + a_2 - (\lambda_1 + \lambda_2)e \in K$ and the result follows. If $f_J(a_1) = \lambda_1 \in K$, and $f_J(a_2) = \infty$, then if $f_J(a_1 + a_2) = \mu \in K$, we would have $f_J(a_2) = f_J(a_1 + a_2 - a_1) = \mu - \lambda \in K$, a contradiction.

Next we turn to the multiplicative properties of the function $f_J(a)$. It is clear that if we are to obtain any general results we must take $J$ to be a $B$-ideal of $A$, and moreover an ordinary $B$-ideal; if $J$ is not ordinary we could find $a_1 \in J$, $a_2 \in J$, with $a_1 a_2 \notin J$, that is,

$f_J(a_1 a_2) \neq f_J(a_1) f_J(a_2) = 0.$

The first result, however, is valid for any sub-algebra $J$:

Lemma 3. Let $J$ be any sub-algebra of $A$ not containing $e$. Then if neither of $f_J(a_1)$, $f_J(a_2)$ is $\infty$, we have $f_J(a_1 a_2) = f_J(a_1) f_J(a_2)$.

Proof. Let $a_1 = f_J(a_1)e + j_1$, $a_2 = f_J(a_2)e + j_2$, where $j_1 \in J$, $j_2 \in J$. Then $a_1 a_2 = f_J(a_1) f_J(a_2)e + f_J(a_2) j_1 + f_J(a_1) j_2 + j_1 j_2$; the required result follows at once.

Difficulties arise when one or both of $f_J(a_1)$, $f_J(a_2)$ is $\infty$. 


LEMMA 4. If J is a sub-algebra of A and \( f_J(a) \neq \infty \) then \( aJ \subset J \).

**Proof.** If \( a = \lambda e + j \) \((j \in J)\) then for any \( j' \in J \) we have \( aj' = \lambda j' + jj' \in J \).

For the next lemma, and for all future developments, we require to make the following assumption.

**Assumption.** If \( M \) is any maximal ideal of \( B \) then \( B/M \cong K \).

This assumption is satisfied in the cases in which we are interested.

LEMMA 5. If \( J \) is a maximal \( B \)-ideal of \( A \) and \( aJ \subset J \) then \( f_J(a) \neq \infty \).

**Proof.** The result is trivial if \( a \in J \); we then have \( f_J(a) = 0 \). If \( a \notin J \) then \( J + aB \) is a \( B \)-ideal properly containing \( J \); since \( J \) was maximal, \( e = j + ab \) for some \( j \in J \), \( b \in B \). We have \( b = \lambda e + j' \) for some \( \lambda \in K \), \( j' \in J \), by assumption; hence \( e - \lambda a = j + aj' \in J \). We clearly cannot have \( \lambda = 0 \); hence \( a - \lambda^{-1} e \in J \) and \( f_J(a) = \lambda^{-1} \neq \infty \).

**Corollary.** If \( J \) is maximal and \( f_J(a) = \infty \), then \( e = aj + j' \), where \( j, j' \in J \).

**Proof.** \( aJ + J \) is a \( B \)-ideal of \( A \) properly containing \( J \) and hence containing \( e \).

LEMMA 6. If \( J \) is an ordinary maximal \( B \)-ideal of \( A \), then \( f_J(a, a_2) = f_J(a_1) f_J(a_2) \), whenever the right-hand side is defined.

**Proof.** The case in which \( f_J(a_1) \) and \( f_J(a_2) \) are both finite has already been covered (Lemma 3). Suppose then that \( f_J(a_1) = \infty \). By Lemma 5, Corollary, we have \( e = a_2 j + j', \) where \( j, j' \in J \). If \( a_2 - \lambda e = j'' \in J \) \((\lambda \neq 0)\) we have \( a_2 a_j j'' = \lambda e + j'' - \lambda j' - j'' j' \in J \), whence \( f_J(a_2 a_j) = \infty \), by Lemma 4. If \( e = a_2 j + j_2 \) \((j_1, j_2 \in J)\) then \( a_2 a_j j_2 = e - j' - j_2 + j' j_2 \notin J \), whence \( f_J(a_2 a_j) = \infty \) as before.

We can now collect the results obtained.

**Theorem 1.** Let \( \mathcal{J}_o \) be the set of ordinary maximal \( B \)-ideals of \( A \). Then there is a mapping of \( A \) into the set of \( K \)-valued functions on \( \mathcal{J}_o \); \( a \rightarrow f_J(a) \), so that the structure of \( A \) is preserved as far as it can be, that is \( f_J(aa) = f_J(a) f_J(a) \), \( f_J(a_1 + a_2) = f_J(a_1) + f_J(a_2) \), and \( f_J(a, a_2) = f_J(a_1) f_J(a_2) \), whenever the right-hand sides of these equalities are defined.
The above theorem has one serious flaw; given $A$ and $B$, the set $J$ may be empty. For example, let $A$ be a field properly containing $K$, and take $B=Ke$. Then any maximal $B$-ideal is a maximal linear subspace of $A$ not containing $e$; any $a \in A$ can be expressed uniquely as $a = le+j$, where $j \in J$. If $J$ were ordinary we would have $aJ \subseteq J+JJ = J$, that is, $J$ would be an ideal of $A$ in the usual sense, which is impossible.

It is uncertain whether, given $A$, it is possible to choose $B$ so that there is at least one ordinary maximal $B$-ideal. In any case, $B$ will often be prescribed in advance, so that no choice is possible.

We are thus obliged to look at maximal ordinary $B$-ideals rather than ordinary maximal $B$-ideals. We have, by Lemma 1 (ii), the assurance that there always exist at least as many maximal ordinary $B$-ideals of $A$ as there are maximal ideals of $B$, that is, always at least one.

3. A better representation theorem. We now consider maximal ordinary $B$-ideals instead of maximal $B$-ideals. This introduces some technical difficulties (which can, however, be overcome), and also makes it necessary to confine attention to fields $K$ which are algebraically closed. We shall make this assumption from now on. The sort of difficulty which arises if the field is not algebraically closed is adequately illustrated by considering the complex field $C$, as an algebra over the real field $R$. Here there is a unique maximal ordinary $R$-ideal $J = \{0\}$; if $a$ is any complex number with a nonzero imaginary part, then $f_J(a) = \infty$. Clearly the multiplicative properties of $J$ are quite unsatisfactory.

**Lemma 7.** If $J$ is a maximal ordinary $B$-ideal and $aJ \subseteq J$ then $f_J(a) \neq \infty$.

**Proof.** If $a \in J$ then $f_J(a) = 0$; suppose then that $a \notin J$. The set $J + aB + a^2B + \cdots$ is an ordinary $B$-ideal of $A$, properly containing $J$; hence $e = j + ab_1 + a^2b_2 + \cdots + a^n b_n$ for some $j \in J$, $b_1, \ldots, b_n \in B$. We shall show that we can take $n=1$ here. First, it is to be noted that there is no loss of generality in supposing that $b_1, \ldots, b_n$ are all scalar multiples of $e$; if in the above representation we had $b_r = \lambda_r e + j_r$ (1 $\leq$ $r$ $\leq$ $n$) then we could also write

$$e = j' + \lambda_1 a + \lambda_2 a^2 + \cdots + \lambda_n a^n,$$

where $j' = j + j_1 a + \cdots + j_n a^n \in J$.

Second, it is clearly permissible to assume that the representation of $e$ in this way is of minimum degree. We do this. Let $\mu(a)$ be a polynomial in $a$, with coefficients in $K$, which is in $J$, and of minimum
degree. Assume that the degree of \( \mu \) is \( n > 1 \). Let \( (a - \alpha e) \) be a factor of \( \mu(a) \), and write \( \mu(a) = (a - \alpha e)x \). By assumption \( x \in J \), and so the set \( J + xB + x^2B + \cdots \) is an ordinary B-ideal of \( A \), properly containing \( J \). We thus have

\[
e = j'' + xb'_1 + \cdots + x^m b'_m, \text{ where } j'' \in J, \ b'_1, \ldots, \ b'_m \in B.
\]

This gives

\[
a - \alpha e = (a - \alpha e)j'' + \mu(a)b'_1 + x\mu(a)b'_2 + \cdots + x^{m-1}\mu(a)b'_m \in J,
\]

which contradicts the assumption that \( \mu(a) \) was of minimum degree. Thus \( \mu(a) = a - \alpha e \), and \( f_j(a) = \alpha \neq \infty \).

**Corollary.** If \( J \) is a maximal ordinary B-ideal and \( f_j(a) = \infty \) then

\[
e = j_0 + aj_1 + a^2j_2 + \cdots + a^nj_n \text{ for some } j, \ j_1, \ldots, \ j_n \in J.
\]

**Proof.** The set \( J + aJ + a^2J + \cdots \) is an ordinary B-ideal of \( A \), properly containing \( J \). Hence it contains \( e \).

It will appear later (Lemma 9, Corollary) that we can always take \( n = 1 \) in this representation. In the meantime it is convenient to formulate this as follows.

**Property P.** Let \( J \) be a maximal ordinary B-ideal of \( A \), and \( a \) an element of \( A \) such that \( f_j(a) = \infty \). We shall say that property P holds (for \( a \) and \( J \)) if \( e = aj + j' \) for some \( j, \ j' \in J \).

**Lemma 8.** If \( f_j(a) = \infty \), and property P does not hold, then we can find \( j^* \in J \) such that \( f_j(aj^*) = \infty \).

**Proof.** Clearly, by Lemma 7 we can find \( j^* \) such that \( aj^* \notin J \). If \( f_j(aj^*) = \alpha \), we would have \( aj^* - \alpha e \notin J \), whence \( e = \alpha - aj^* + j' \), that is, property P would hold. Since we assume the contrary, \( f_j(aj^*) = \infty \).

**Lemma 9.** If \( J \) is a maximal ordinary B-ideal of \( A \), then \( f_j(a, a_2) = f_j(a_1)f_j(a_2) \), whenever the right-hand side is defined.

**Proof.** (a) The case in which both factors on the right are finite has already been covered (Lemma 3).

(b) Suppose that \( f_j(a_1) = \infty \), with property P, and \( f_j(a_2) = \alpha (\neq 0) \). Then \( e = a_1j + j' \), \( a_2 = \alpha e + j'' \), so that

\[
a_1a_2j = \alpha e - \alpha j' + j'' - j''j'' \notin J.
\]
Hence \( f_j(a_1a_2) = \infty \), by Lemma 4.

(c) Suppose \( f_j(a_1) = f_j(a_2) = \infty \), property \( P \) holding for both. Then \( e = a_1 j_1 + j_1 ', \ e = a_2 j_2 + j_2 ' \), and so

\[
a_1 a_1 j_1 j_2 = e - j_1 - j_2 ' + j_1 ' j_2 ' \in J,
\]

whence \( f_j(a_1a_2) = \infty \), as before.

(d) Now suppose that \( f_j(a_1) = \infty \), property \( P \) not being true, and \( f_j(a_2) = \alpha \neq 0 \). We shall show that \( f_j(a_1a_2) = \beta \in K \) is impossible. Let

\[
e = j_0 + j_1 a_1 + \cdots + j_n a_1^n,
\]

and \( a_1a_2 = \beta e + j \). Then

\[
a_2^n = j_0 a_2^n + j_1 (\beta e + j) a_2^{n-1} + \cdots + j_n (\beta e + j)^n,
\]

that is,

\[
(\alpha e + j')^n = j_0 (\alpha e + j')^n + j_1 (\beta e + j)(ae + j')^{n-1} + \cdots + j_n (\beta e + j)^n.
\]

This gives at once \( \alpha^n e \in J \), which is impossible. Hence \( f_j(a_1a_2) = \infty \).

(e) Finally suppose that \( f_j(a_1) = \infty \), property \( P \) not holding, and \( f_j(a_2) = \infty \) (property \( P \) possibly holding, possibly not). We note first that it will be enough to prove that under these hypotheses \( f_j(a_1a_2) = 0 \) is impossible. For, if \( f_j(a_1a_2) = \alpha \neq 0 \), we could choose \( j^* \) as in Lemma 8, and replace \( a_1 \) by \( a_1 j^* \). Then property \( P \) fails to hold for \( a_1 j^* \), and we would have \( f_j(a_1j^*) = f_j(a_2) = \infty \), \( f_j(a_1j^*a_2) = 0 \). So, assume that \( f_j(a_1a_2) = 0 \). Let

\[
e = j_0 + j_1 a_1 + \cdots + j_m a_1^m = j_0 ' + j_1 ' a_2 + \cdots + j_m ' a_2^n,
\]

where \( m \) and \( n \) are minimal. It is clearly no restriction to assume that \( m \geq n \). If \( a_1a_2 = j \in J \), then

\[
a_1^n (e - j_0) = j_0 ' j_1 a_1^{n-1} + \cdots + j_m ' j_n.
\]

Multiply this by \( j_m a_1^{m-n} \), and we have

\[
j_m a_1^m (e - j_0) = j_0 ' j_1 j_2 a_1^{m-1} + \cdots + j_m ' j_n j^n a_1^{m-n}.
\]

But also

\[
j_m a_1^m (e - j_0) = (e - j_0 - j_1 a_1 - \cdots - j_m a_1^{m-1})(e - j_0),
\]

so that, equating the right-hand sides of the last two equations, we have an expression for \( e \) as a polynomial in \( a_i \), with coefficients in \( J \), and of degree \( \leq m - 1 \), which contradicts the assumed minimality of \( m \). Thus \( f_j(a_1a_2) = \infty \) in this case also.

The above five cases exhaust all the possibilities, and so the lemma is proved.
COROLLARY. Property $P$ always holds; that is, if $J$ is a maximal ordinary $B$-ideal and $f_{j}(a)=\infty$, then $e=aj+j'$ for some $j, j' \in J$.

Proof. By Lemma 7, Corollary, we have $e=ah+j'$, where $h=j_{1}+\cdots+j_{m}a^{n-1}$. By Lemma 9, we must have $f_{j}(h)=0$, that is, $h \in J$.

As in the case of maximal $B$-ideals, we collect our results:

THEOREM 2. Let $\mathcal{J}_{0}$ be the set of maximal ordinary $B$-ideals of $A$. Then there is a mapping of $A$ into the set of $K'$-valued functions on $\mathcal{J}_{0}$: $a \rightarrow f_{j}(a)$, so that $f_{j}(\alpha a)=\alpha f_{j}(a), f_{j}(a_{1}+a_{2})=f_{j}(a_{1})+f_{j}(a_{2})$ and $f_{j}(a_{1}a_{2})=f_{j}(a_{1})f_{j}(a_{2})$, whenever the right-hand sides of these equalities are defined.

Since, as has been remarked, there always exists a maximal ordinary $B$-ideal of $A$, Theorem 2 always has content.

We can now show, as promised, that the $B$-ideals specified in Example (iii) of § 1 are the only maximal ordinary $B$-ideals. Suppose that there is a maximal ordinary $B$-ideal $J$ such that $f_{j}(t)=\infty$. Then, by Lemma 9, $f_{j}(a)=\infty$ for every non-constant polynomial $a \in A$; that is, $J=\{0\}$, which is clearly not maximal. Thus $f_{j}(t)$ is always finite, from which it follows at once that $J$ is one of the specified $B$-ideals.

It may be noted that if $J$ is a maximal ordinary (or ordinary maximal) $B$-ideal of $A$, then the function $f_{j}(a)$ has the properties

1. $f_{j}(e)=1; f_{j}(b) \in K$ for all $b \in B$, and
2. $f_{j}(\alpha a)=\alpha f_{j}(a), f_{j}(a_{1}a_{2})=f_{j}(a_{1})f_{j}(a_{2}), f_{j}(a+a')=f_{j}(a)+f_{j}(a')$ whenever the right-hand sides are defined. Conversely, if we have a function $f$ with these properties, the set $\{a: f(a)=0\}$ is clearly an ordinary $B$-ideal of $A$ but not in general a maximal one (consider Example (iii) of § 1 and write $f(a)=\alpha$ if $a=\alpha$ (constant), $f(a)=\infty$ otherwise). This is in contrast to the situation in which $J$ is an ideal and $f$ a genuine homomorphism.

4. Further general results. The spectrum, etc. We shall for the most part be concerned with maximal ordinary $B$-ideals; in one or two cases we consider maximal $B$-ideals (which may or may not be ordinary).

DEFINITION 3. Denote by $B_{2}$ the set of elements of $A$ such that $f_{j}(a)$ is finite for all maximal ordinary $B$-ideals $J$, and by $B_{3}$ the set such that $f_{j}(a)$ is finite for all maximal $B$-ideals $J$. If $B=B_{2}$, we say that $B$ is strongly saturated; if $B=B_{3}$, then $B$ is said to be weakly saturated.

It is evident that $B_{2} \supseteq B_{3} \supseteq B$. 
**Proposition 1.** (i) $B_2$ is a sub-algebra of $A$.

(ii) The maximal ordinary $B_2$-ideals of $A$ are the same as the maximal ordinary $B$-ideals of $A$.

(iii) If $M$ is any maximal ideal of $B_2$, then $B_2/M \cong K$.

(iv) $(B_2)_a = B_2$, for any $B$.

**Proof.** (i) This is an immediate consequence of Lemma 3. (Note that in general $B_2$ is not a sub-algebra of $A$).

(ii) Clearly every $B_2$-ideal of $A$ is also a $B$-ideal, since $B_2 \supseteq B$. On the other hand, by Lemma 3 every ordinary $B$-ideal is also an ordinary $B_2$-ideal. Hence the result follows.

(iii) By Lemma 1 (ii) the maximal ideals of $B_2$ are the traces on $B_2$ of the maximal ordinary $B_2$-ideals of $A$, that is, of the maximal ordinary $B$-ideals. Hence, for any $M$ and any $a \in B_2$, we have $a - ae \in M$ for some $\alpha \in K$, that is, $B_2/M \cong K$.

(iv) This follows at once from (ii).

The last part of the above proposition shows that for any $A$ it is always possible to choose a strongly saturated sub-algebra $B$; $(Ke)$, is of the required type.

**Theorem 3.** (i) The element $a \in A$ has an inverse $a^{-1} \in B$ if and only if it is in no maximal $B$-ideal of $A$.

(ii) The element $a \in A$ has an inverse $a^{-1} \in B_2$ if and only if it is in no maximal ordinary $B$-ideal of $A$. If such an inverse exists, it is expressible as a polynomial in a with coefficients in $B$.

**Proof.** (i) If $a a^{-1} = e$, where $a^{-1} \in B$, then clearly a cannot be in any admissible $B$-ideal of $A$. If $ab \neq e$ for all $b \in B$, then $aB$ is an admissible $B$-ideal of $A$, and hence is contained in some maximal $B$-ideal $J$. Then $a = ae \in J$.

(ii) If $J$ is a maximal ordinary $B$-ideal, it is also a maximal ordinary $B_2$-ideal, by Proposition 1 (ii). Thus if $a \in J$, the relation $e = aa^{-1}$, with $a^{-1} \in B_2$, is impossible.

If $a$ is such that $e$ is not expressible as a polynomial in $a$, with coefficients in $B$ and without constant term, then the set of all such polynomials clearly forms an admissible ordinary $B$-ideal of $A$. There is thus a maximal ordinary $B$-ideal containing $a$. So, if $a \notin J$ for all maximal ordinary $J$, it follows that $e = aa^{-1}$, where $a^{-1}$ is expressed as a polynomial in $a$ with coefficients in $B$. By Lemma 9, since $f_j(a)$ is never zero it follows that $f_j(a^{-1})$ is never infinite, that is, $a^{-1} \in B_2$.

**Corollary.** If $B$ is strongly saturated, the element $a \in A$ has an
inverse in $B$ if and only if it is in no maximal ordinary $B$-ideal.

In general the expression for $a^{-1}$ as a polynomial in $a$ will necessarily be of degree $\geq 1$. Consider, for example, the algebra of §1, Example (ii). If $\alpha \neq \beta$, and neither $\alpha$ nor $\beta$ is zero, the element $a = (\alpha, \beta)$ satisfies the equation

$$e = (\alpha \beta)^{-1} \{(\alpha + \beta)e - a^2\},$$

so that $a^{-1} = (\alpha \beta)^{-1} \{(\alpha + \beta)e - a\}$. It is clear that $a^{-1}$ cannot be expressed as a polynomial of lower degree (a constant multiple of $e$ in this case).

**Definition 4.** The range of values of $f_J(a)$ as $J$ varies over all maximal $B$-ideals of $A$ is the $B$-spectrum of $a$, denoted $\sigma_B(a)$. The range of values of $f_J(a)$ as $J$ varies over all maximal ordinary $B$-ideals of $A$ is the $B$-spectroid of $a$, denoted $\tau_B(a)$. We write $\sigma_B(a) = \sigma'_B(a) \cap K$, and $\tau_B(a) = \tau'_B(a) \cap K$; these may be referred to as the finite parts of the respective sets.

The set $\sigma_B(a)$ consists of those scalars $\alpha$ such that $a - \alpha e$ has no inverse in $B$; the set $\tau_B(a)$ consists of those scalars $\alpha$ such that $a - \alpha e$ has no inverse in $B_2$. In general if $D$ is any subset of $A$, we shall denote by $\sigma_B(a)$ the set of scalars $\lambda \in K$ such that $(a - \lambda e)^{-1}$ fails to exist in $D$. It is clear that neither $\sigma'_B(a)$ nor $\tau'_B(a)$ can be empty, although each set may consist of the element $\infty$ only; an example of this is easily found in the algebra $A$ of formal power-series in an indeterminate, with $B$ the sub-algebra of series with nonnegative powers only. Here there is a unique maximal $B$-ideal, which is ordinary, consisting of series with positive powers only; if $J$ is this $B$-ideal, and $a \notin B$, then clearly $f_J(a) = \infty$.

Since every maximal ordinary $B$-ideal of $A$ is contained in a maximal $B$-ideal, it follows that $\sigma_B(a) \supseteq \tau_B(a)$ for all $a \in A$. The following lemma describes a case in which the two sets are equal:

**Proposition 2.** If $B$ is strongly saturated then $\sigma'_B(a) = \tau'_B(a)$ for all $a \in A$.

**Proof.** It is clear, in view of the remarks following Definition 4, that if $B = B_2$ then $\sigma_B(a) = \tau_B(a)$. If $B = B_3$ and $\infty \notin \tau'_B(a)$ then by definition $a \in B_3 = B$, and so $\infty \notin \sigma'_B(a)$, in view of the assumption on $B$ made after Lemma 4. In view of the relation $\sigma'_B(a) \supseteq \tau'_B(a)$, this completes the proof.

It is of course, not true that if $B = B_3$ then the maximal ordinary
B-ideals coincide with the maximal B-ideals—consider the algebra of §1, Example (iii).

Suppose that

\[(a - \alpha, e)^{-1}, \cdots, (a - \alpha, e)^{-1}\]

exist in \(A\). Then if

\[q(a) = (a - \alpha, e)^{t_1} \cdots (a - \alpha, e)^{t_r},\]

where \(t_1, \cdots, t_r\) are positive integers, and \(p(a)\) is any polynomial, the rational function \(r(a) = p(a)/q(a)\) certainly exists as an element of \(A\).

If this is so we have the 'spectral mapping theorem':

**Theorem 4.** If the rational function \(r(a)\) of \(a\) exists in \(A\) then the B-spectroid of \(r(a)\) is the image under \(r(.)\) of the B-spectroid of \(a\); that is, \(\alpha \in \tau_B(a)\) if and only if \(r(\alpha) \in \tau_B(r(a)), (\alpha \in K').\)

**Proof.** This follows at once from Theorem 2.

Notice that the spectroid, not the spectrum, is involved; the result is false in general if 'spectrum' is substituted for 'spectroid.'

**Corollary.** A necessary and sufficient condition that the rational function \(r(a)\) should exist as an element of \(B_2\) is that \(r(\tau_B(a)) \subseteq K.\)

**Proof.** If

\[r(a) = II(a - \alpha, e)^{t_i},\]

then

\[II(f_j(a) - \alpha, e)^{t_i} \in K\]

for all maximal ordinary \(J\). Thus if \(\rho_i < 0\) we cannot have \(f_j(a) = \alpha, i,\) and so \((a - \alpha, e)^{t_i}\) exists (in \(B_2\) and, a fortiori, in \(A\)) for all \(i\) with \(\rho_i < 0\). Thus \(r(a)\) exists in \(A\) and the result follows at once from the theorem.

**Theorem 5.** If \(a\) and \(a'\) are any elements of \(A\), then

\[\tau_B(aa') \subseteq \tau_B(a) \cdot \tau_B(a')\] and \[\tau_B(a + a') \subseteq \tau_B(a) + \tau_B(a').\]

These relations are also true when \(\tau\) is replaced by \(\tau'\), provided that the sets which occur on the right-hand sides do not contain a product \(0 \cdot \infty\) or a sum \(\infty + \infty\), respectively.

**Proof.** This also follows at once from Theorem 2.
Theorem 5 can of course be extended to several elements of \( A \), and combined with Theorem 4 to give information about the spectroid of a rational function of several elements of \( A \).

Next, a condition that the spectrum should consist of the whole of \( K \):

**Proposition 3.** If \( \sigma'_{\beta}(a) \) (that is, \( a \in B'_{\beta} \)) and \( a \not\in B \), then \( \sigma'_{\beta}(a) = K \).

**Proof.** Suppose that \( \alpha \in K \) is not in \( \sigma'_{\beta}(a) \). Then \( f_{\beta}(a-\alpha e) \) is never zero, for any maximal \( B \)-ideal \( J \); hence, by Theorem 3 (i), \( (a-\alpha e)^{-1} \) exists in \( B \). Since \( f_{\beta}(a-\alpha e) \) is never \( \infty \), it follows that \( f_{\beta}((a-\alpha e)^{-1}) \) is never zero. This implies that \( ((a-\alpha e)^{-1})^{-1}=(a-\alpha e) \) is in \( B \), and hence that \( a \in B \).

**Proposition 4.** Let \( \alpha \in K \) be such that \( (a-\alpha e)^{-1} \in B \). Then either \( a \in B \), or \( \infty \in \tau'_{\beta}(a) \).

**Proof.** Suppose that \( a \not\in B \). The set \( (a-\alpha e)^{-1}B \) is clearly an ideal of \( B \); it is admissible, since \( (a-\alpha e)^{-1}b=e \) would imply \( a \in B \), which is not so. Hence, by Lemma 1 (ii) there is a maximal ordinary \( B \)-ideal, \( J \) say, containing this set. Then we must have \( f_{\beta}(a)=\infty \); for \( (a-\beta e) \in J \) would imply \( (a-\beta e)(a-\alpha e)^{-1} \in J \), that is, \( e+(\alpha-\beta)(a-\alpha e)^{-1} \in J \), that is, \( e \in J \), which is impossible.

Note that it is possible to have \( a \not\in B \), \( \infty \not\in \tau'_{\beta}(a) \)—consider Example (iii) of § 1. In this case, of course, if \( a \not\in B \) there is no \( \alpha \in K \) such that \( (a-\alpha e)^{-1} \in B \).

**Proposition 5.** If, for each \( a \in A \), there exists \( \alpha \in K \) such that \( (a-\alpha e)^{-1} \in B \), then

(i) \( B \) is strongly saturated, and

(ii) each maximal ideal of \( B \) is contained in a unique maximal ordinary \( B \)-ideal of \( A \).

**Proof.** (i) This follows at once from Proposition 4.

(ii) Suppose that \( M \) is a maximal ideal of \( B \), contained in two distinct maximal ordinary \( B \)-ideals of \( A \), \( J \) and \( J' \). Let \( a \in A \) be such that \( f_{\beta}(a) \neq f_{\beta}(a) \), and \( \alpha \in K \) such that \( b=(a-\alpha e)^{-1} \) is in \( B \). Then

\[
f_{\beta}(b)=f_{\beta}(b)=f_{\beta}(a-\alpha)^{-1} \neq (f_{\beta}(a-\alpha)^{-1}=f_{\beta}(b)=f_{\beta}(b),
\]

which is a contradiction.
5. The B-radical, semi-simplicity, etc. The theory given in this section is based on the definition of the B-radical of $A$ as the intersection of all maximal ordinary $B$-ideals of $A$. There is, of course, a parallel theory based on the definition of the radical as the intersection of all maximal $B$-ideals; this set is a $B$-ideal but not in general an ordinary $B$-ideal. The two theories resemble each other so closely that there seems to be no point in writing out both sets of results explicitly.

**Definition 5.** The intersection of all maximal ordinary $B$-ideals of $A$ is the **B-radical** of $A$.

It is evident that the B-radical is an ordinary $B$-ideal.

**Proposition 6.** If $\tau_B(a) = \{0\}$ implies $a \in B$ (in particular, if $B$ is strongly saturated) then the B-radical of $A$ consists of those elements $b \in B$ such that $(e - ab)$ has an inverse in $B$ for all $a \in K$.

*Proof.* If $a$ is in the B-radical then $\tau_B(a) = \{0\}$, and $a \in B$, by assumption. If $e - aa$ had no inverse in $B$, then $(e - aa)B$ would be a proper ideal of $B$, and would be contained in a maximal ordinary $B$-ideal of $A$, by Lemma 1 (ii). If $J$ is this $B$-ideal then $f_J(e - aa) = 0$, hence $f_J(a) = \alpha^{-1} \neq 0$, a contradiction. So $e - aa$ has an inverse in $B$ for each $a \in K$.

On the other hand, if $a \in B$, and $a$ is not in the B-radical, there will be a nonzero $\alpha \in K$ such that $f_J(a) = \alpha$ for some $J$. Then we cannot have $(e - \alpha^{-1} a)^{-1} \in B$; if this were so then $e = (e - \alpha^{-1} a)(e - \alpha^{-1} a)^{-1} \in JB \subseteq J$, which is impossible.

**Definition 6.** If the B-radical of $A$ is $\{0\}$ then $A$ is **B-semi-simple**. If, whenever $a \neq a'$ there is a maximal ordinary $B$-ideal $J$ such that $f_J(a) \neq f_J(a')$, then $A$ is **completely B-semi-simple**.

In the case of a Banach algebra, semi-simplicity implies complete semi-simplicity. Whether this is so in the present more general case remains an open question. We shall obtain partial results in this direction under restrictive hypotheses.

**Proposition 7.** If $A$ is B-semi-simple, $a \neq a'$, and $\tau_B(a)$ is not the whole of $K$, then there is a maximal ordinary $B$-ideal $J$ such that $f_J(a) \neq f_J(a')$.

*Proof.* If $f_J(a)$ never takes the value $\infty$, then clearly $f_J(a) = f_J(a')$ for all maximal ordinary $J$ implies $a = a'$, by the definition of B-semi-simplicity.
If $f_J(a)$ never takes the value $\alpha$, then by Theorem 3, $(\alpha - \alpha e)^{-1} \in B_2$. If $f_J((\alpha - \alpha e)^{-1}) = f_J((\alpha' - \alpha e)^{-1})$ for all $J$ then $(\alpha - \alpha e)^{-1} = (\alpha' - \alpha e)^{-1}$, by the assumed $B$-semi-simplicity. Hence $\alpha - \alpha e = \alpha' - \alpha e$, and $\alpha = \alpha'$.

**Lemma 10.** If $A$ is $B$-semi-simple, and $\tau^*_J(\alpha)$ contains no nonzero elements of $K$, then $\alpha = 0$.

**Proof.** Since $K$ is assumed to be algebraically closed, there will be in $K$ an element different from 0 and from 1; let $\alpha$ be any such element. Since $f_J(\alpha)$ is never 1, $(\alpha - e)^{-1}$ exists in $B_2$, by Theorem 3. Similarly, $(\alpha a - e)^{-1}$ exists in $B_2$. Clearly $f_J((\alpha - e)^{-1}) = f_J((\alpha a - e)^{-1})$ for all $J$ ($= 0$ if $f_J(\alpha) = \infty$, $= -1$ if $f_J(\alpha) = 0$). Hence $(\alpha - e)^{-1} = (\alpha a - e)^{-1}$, whence $\alpha - e = \alpha a - e$, giving $\alpha = 0$.

**Lemma 11.** If $\tau^*_J(\alpha)$ contains a finite number of elements of $K$ only, then it does not contain $\infty$, if $A$ is $B$-semi-simple.

**Proof.** Let $\alpha_1, \alpha_2, \ldots, \alpha_n$ be the elements of $K$ in $\tau^*_J(\alpha)$. Then $f_J((\alpha - \alpha_1 e)(\alpha - \alpha_2 e)\cdots(\alpha - \alpha_n e)) = 0$ or $\infty$ only. By Lemma 10 this implies that $(\alpha - \alpha_1 e)(\alpha - \alpha_2 e)\cdots(\alpha - \alpha_n e) = 0$, and this is clearly inconsistent with $f_J(\alpha) = \infty$ for any $J$.

**Corollary.** If there are only a finite number of maximal ordinary $B$-ideals, then $f_J(a)$ is never $\infty$ for any $\alpha \in A$, that is, $A = B_2$.

It is clear that if we know that for each $\alpha \in A$, $f_J(\alpha) = \infty$ for a finite set of maximal ordinary $B$-ideals only, simplifications will result.

**Definition 7.** The algebra $A$ is of **finite type** (with respect to $B$) if for each $\alpha \in A$ the function $f_J(\alpha)$ is infinite on (at most) a finite set of maximal ordinary $B$-ideals $J$.

The algebra of rational functions of an indeterminate is evidently of finite type with respect to the sub-algebra of constants.

**Proposition 8.** If $A$ is $B$-semi-simple and of finite type, it is completely $B$-semi-simple.

**Proof.** Suppose that $f_J(\alpha) = f_J(\alpha')$ for all $J$. Then $f_J(\alpha - \alpha')$ takes a finite set of nonzero values at most. Hence, by Lemma 11, $f_J(\alpha - \alpha')$ is never $\infty$. If $\alpha \neq \alpha'$, then $\alpha(\alpha - \alpha')$ would be such that (i) $f_J(\alpha(\alpha - \alpha')) = \infty$ for some $J$; and (ii) $f_J(\alpha(\alpha - \alpha'))$ takes a finite set of values in $K$. 


There are two problems which are closely related to each other and to $B$-semi-simplicity. These are, broadly speaking, (i) on how large a set of maximal ordinary $B$-ideals can the function $f_J(a)$ be infinite and (ii) on how small a set can $f_J(a)$ be nonzero, with $a \neq 0$? In the absence of $B$-semi-simplicity, of course, $f_J(a)$ may be infinite for all maximal ordinary $J$, and $f_J(a')$ may be zero for all such $J$, with $a' \neq 0$ (consider the example of formal power-series discussed after Definition 4).

In the next two propositions we assume that $A$ is $B$-semi-simple.

**Proposition 9.** Let $\mathcal{M}$ be a finite set of maximal ordinary $B$-ideals, and $a \in A$ an element such that $f_J(a) = \infty$ for $J \in \mathcal{M}$, and $f_J(a) \neq \infty$ for $J \notin \mathcal{M}$. Then, if $f_J(a') = 0$ for all $J \notin \mathcal{M}$, it follows that $a' = 0$.

*Proof.* The function $f_J(aa')$ takes a finite set of values only, hence it is never infinite, by Lemma 11. This clearly implies that $f_J(a') = 0$ for all $J$, and so $a' = 0$, by the assumed $B$-semi-simplicity.

A somewhat similar result is the following.

**Proposition 10.** Let $\mathcal{M}$ be a set of maximal ordinary $B$-ideals such that there is an element $a \in A$ with $f_J(a) = \infty$ for $J \in \mathcal{M}$, and $f_J(a) \neq \infty$ for $J \notin \mathcal{M}$. Then there is no element $a' \in A$ with $f_J(a') \neq 0$ for $J \in \mathcal{M}$, and $f_J(a') = 0$ for $J \notin \mathcal{M}$.

*Proof.* If there were such an element $a'$ then we would have $f_J(aa') = 0$ or infinite only, whence $aa' = 0$, by Lemma 10. This contradicts $f_J(aa') = \infty$ for $J \in \mathcal{M}$.

If $A$ is $B$-semi-simple, then Theorem 2 states that $A$ is isomorphic in a certain sense to an algebra of functions on the set of maximal ordinary $B$-ideals. In certain cases it is possible to assert that there is a genuine isomorphism between $A$ and an algebra of equivalence-classes of functions. We introduce this as follows.

Let $X$ be any set. We shall call a family $\mathcal{O}$ of subsets of $X$ a $Q$-family if (i) the union of two (and hence any finite number of) subsets of $\mathcal{O}$ is in $\mathcal{O}$; (ii) $X$ is not in $\mathcal{O}$. For example, if $X$ is the real interval $(0, 1)$, the subsets of measure zero form a $Q$-family. Take now the set $S$ of functions defined on $X$, with values in $K'$, which are finite outside a set of $\mathcal{O}$: Let $T$ be the set of functions which are zero
outside a set of \( \mathcal{O} \). Let \( (S; T) \) be the set of equivalence-classes of functions of \( S \), modulo functions of \( T \). Then, in the familiar way, \( (S; T) \) can be made into an algebra by defining the sum of two classes to be the class determined by the sum of two functions, one from each class, etc.; it is easy to verify that the algebraic operations are well-defined. The object of condition (ii) is to ensure that the resulting algebra is nontrivial.

**Definition 8.** If \( X \) is the set of maximal ordinary \( B \)-ideals of \( A \), and there is a \( Q \)-family of subsets of \( X \) such that \( A \) is isomorphic to \( (S; T) \), as defined above, then \( A \) has a \( Q \)-representation.

**Theorem 6.** If \( A \) is \( B \)-semi-simple, and of finite type, it has a \( Q \)-representation.

**Proof.** If there are finitely many maximal ordinary \( B \)-ideals, then \( f_j(a) \) is always finite, by Lemma 11, Corollary. Then result follows at once in this case, taking the \( Q \)-family consisting of the empty set only.

If there are infinitely many maximal ordinary \( B \)-ideals, then it is easy to verify that the family of sets on which \( f_j(a) \) is infinite for some \( a \in A \) forms a \( Q \)-family. The required result then follows from Proposition 9.

It would be of considerable interest to extend the above results, in particular, to remove the qualification 'finite' from the set \( \mathcal{H} \) in Proposition 9. In § 7 we shall do this under additional hypotheses (Proposition 17). It is not evident that these restrictions are necessary for the validity of the result, and more information on the point would be welcome. There is one partial result in this direction, as follows:

**Proposition 11.** If \( A \) is completely \( B \)-semi-simple, then \( f_j(a) = \infty \) for \( J \in \mathcal{H} \), \( f_j(a') = 0 \) for \( J \notin \mathcal{H} \), \( a' \in B \) together imply \( a' = 0 \).

**Proof.** Immediate.

6. **Algebras over topological fields.** We now consider the case of a field \( K \) with a topology. We are primarily interested in the complex case, but it is as easy to write out the results for much more general fields. We require very little of the topology; the essential feature is that it should provide a reasonable definition of 'bounded' subsets of \( K \). We shall assume (until after Proposition 15) that \( K \) is a topological
field in the sense of Bourbaki, that is, that the topology is Hausdorff and the algebraic operations are continuous.

We adopt the definition of boundedness given by Shafarevich; the subset \( H \) of \( K \) is bounded if, given any neighborhood \( N \) of \( 0 \), there is a neighborhood \( N' \) of \( 0 \) such that \( HN' \subseteq N \). It is trivial that the union, sum and product of two bounded subsets of \( K \) are again bounded subsets. We shall further assume (again until after Proposition 15) that \( K \) is of type \( V \), in the sense of Kaplansky; that is, if the set \( S \) is disjoint from some neighborhood of \( 0 \), then the set of inverses \( S^{-1} \) is bounded. We assume that \( K \) is not discrete; if \( K \) is discrete then every subset of \( K \) is closed and bounded, and the results reduce to those of \( \S 4 \).

**Definition 9.** Denote by \( B \) the set of elements of \( A \) which have a bounded \( B \)-spectroid, and by \( B' \) the set of elements with a bounded \( B \)-spectrum. If \( B \supseteq B' \) then \( B \) is weakly bounded; if \( B' \supseteq B \) then \( B \) is strongly bounded. If \( B \supseteq B' \), then \( B \) is strongly boundedly saturated; if \( B' \supseteq B \) then \( B \) is weakly boundedly saturated.

It is evident that \( B \supseteq B' \); \( B \) is clearly a sub-algebra of \( A \), by Lemma 3, but \( B' \) is not a sub-algebra of \( A \) in general.

For the remainder of this section we shall assume that \( B \) is weakly bounded, unless the contrary is explicitly stated.

**Proposition 12.** (i) The maximal ordinary \( B \)-ideals of \( A \) are the same as the maximal ordinary \( B \)-ideals. (ii) If \( M \) is any maximal ideal of \( B \), then \( B_i\mid M \cong K \). (iii) \( (B_i)_1 = B_i \), for any \( B \).

**Proof.** This is analogous to that of Proposition 1.

It is always possible, for any given \( A \), to choose a strongly bounded sub-algebra \( B \); take \( B = Ke \). Also, it is always possible to choose a strongly boundedly saturated \( B \); take \( B = (Ke)_i \).

If \( B \) is not weakly bounded, there may be \( B_i \)-ideals of \( A \) which are not \( B \)-ideals. For example, let \( I \) be any infinite index-set, and \( A \) the algebra of complex-valued functions defined on \( I \), \( \{a_i\}_{i \in I} \), with pointwise addition and multiplication. Take \( B = A \); then \( B_i \) is the set of all bounded functions on \( I \). Any function \( a \in A \) with \( a_i \neq 0 \) for all \( i \in I \), but \( \inf_{i \in I} |a_i| = 0 \), will be in an ordinary \( B_i \)-ideal but in no proper \( B \)-ideal of \( A \).

**Lemma 12.** If \( 0 \) adheres to \( \sigma'_B(a) \) then \( 0 \in \sigma'_B(a) \); if \( 0 \) adheres to
Proof. We shall prove the second statement only; the proof of the first is similar and slightly simpler. The set $aB + a^2B + a^3B + \cdots$ is clearly an ordinary $B$-ideal of $A$. If $e$ were in this $B$-ideal, then

$$e = b_0a + b_1a^2 + \cdots + b_na^n$$

for some $b_0, b_1, \ldots, b_n \in B$. It is elementary to verify that if $0$ adheres to $\tau_B(a)$ then it adheres to $\tau_B(b_0a + \cdots + b_na^n)$ also. Thus it would adhere to $\tau_B(e) = \{1\}$. This is impossible, since the topology of $K$ is Hausdorff. So the $B$-ideal specified above is admissible, and there is a maximal ordinary $B$-ideal, $J$ say, containing it. Thus $a = ae \in J$, and $f_J(a) = 0$, so that $0 \in \tau_B(a)$, as asserted.

**Theorem 7.** For each $a \in A$, $\sigma_B(a)$ and $\tau_B(a)$ are closed subsets of $K$.

**Proof.** If $\alpha \in K$ adheres to $\sigma_B(a)$ then clearly $0$ adheres to $\sigma_B(a - \alpha e)$; hence, by Lemma 12, $0$ is in $\sigma_B(a - \alpha e)$ and so $\alpha$ is in $\sigma_B(a)$. Similarly for $\tau_B(a)$.

We may topologise $K'$ by taking the basic neighborhoods of $\infty$ to be the complements in $K'$ of the bounded subsets of $K$. In this topology, $\tau_B(a)$ and $\sigma_B(a)$ are not in general closed in $K'$. Example (iii) of §1 shows that we may have $\infty$ adherent to $\tau_B(a)$, but no maximal ordinary $J$ such that $f_J(a) = \infty$.

**Theorem 8.** If $a$ is in no maximal ordinary $B$-ideal of $A$ then $a$ has an inverse in $B_1$.

**Proof.** (1) As in Theorem 3 (ii), $a$ has an inverse $a^{-1}$ in $A$. Since $f_J(a)$ is never zero, there is a neighborhood $N$ of $0$ such that $N \bigcap \tau_B(a)$ is empty, by Theorem 7. Since we assume that $K$ is of type $V$, this implies that the set of inverses of elements of $\tau_B(a)$ is bounded; but this set of inverses is evidently the $B$-spectroid of $a^{-1}$; hence $a^{-1} \in B_1$.

**Corollary.** If $B$ is strongly boundedly saturated, then $a \in A$ has an inverse $a^{-1} \in B$ if and only if $a$ is in no maximal ordinary $B$-ideal of $A$.

**Proposition 13.** If $a \in B_2$, $a \notin B$, and $B$ is strongly boundedly saturated, then $\tau_B(a) = K$. 
Proof. This follows from Theorem 8, Corollary, just as Proposition 3 follows from Theorem 3 (i).

We note that if \( B \) is strongly boundedly saturated, the hypothesis of Proposition 6 is satisfied, and hence the conclusion of the proposition is valid.

**Proposition 14.** If \( p(a) \in B_1 \) for some polynomial \( p \) of degree \( \geq 1 \), then \( a \in B_1 \).

**Proof.** Since \( \tau_\beta(p(a)) \) is bounded, we can choose \( \alpha \in K \) so that \( 0 \notin \tau_\beta(q(a)) \), where \( q(a) = p(a) - \alpha a \). Thus \( q(a) \in B_1 \) and \( (q(a))^{-1} \) exists. Write \( (q(a))^{-1} \) as a sum of terms of the type \( \beta r_\beta(a - \alpha a)^{-r} \), it is a matter of routine to verify that if \( \tau_\beta(q(a)) \) is unbounded, then 0 adheres to \( \tau_\beta((q(a))^{-1}) \). This contradicts the fact that \( q(a) \in B_1 \), and \( \tau_\beta((q(a))^{-1}) = \{\tau_\beta(q(a))\}^{-1} \).

The corresponding result, with \( B_2 \) in place of \( B_1 \), is true and trivial.

The following result is analogous to Theorem 4, Corollary, and is proved in exactly the same way:

**Proposition 15.** A necessary and sufficient condition that the rational function \( r(a) \) exists as an element of \( B_1 \) is that \( r(\tau_\beta(a)) \) is a bounded subset of \( K \).

For the remainder of this section we assume only that the field \( K \) has a Hausdorff topology, and that addition is continuous. We may topologise \( K' \) by taking the neighborhoods of \( \infty \) to be the complements in \( K' \) of the bounded subsets of \( K \). It is possible to introduce a topology on the maximal ordinary \( B \)-ideals of \( A \) in at least three obvious ways:

(i) Take as basic neighborhoods of the maximal ordinary \( B \)-ideal \( J_0 \) the sets \( \{J: f_\gamma(a_r) \in N_r, \ r = 1, 2, \ldots, n\} \), where \( N \) is any neighborhood of \( 0 \) and \( a_1, a_2, \ldots, a_n \) are any elements of \( J_0 \). This clearly defines a Hausdorff topology in which each function \( f_\gamma(a) \) is continuous (as a function of \( J \)) wherever it is finite. In particular all functions representing elements of \( B_1 \) are continuous everywhere.

(ii) Take as basic neighborhoods of \( J_0 \) the sets

\[
\{J: f_\gamma(a_r) \in N_r(f_\delta(a_r)), \ r = 1, 2, \ldots, n\},
\]

where \( a_1, a_2, \ldots, a_n \) are any elements of \( A \) and \( N_1, N_2, \ldots, N_n \) are any
neighborhoods of $f_{j_0}(a_1), f_{j_1}(a_2), \ldots, f_{j_n}(a_n)$ respectively. This is the weakest topology in which all the functions $f_j(a)$ are continuous. It is evidently finer than (i).

(iii) Take as basic neighborhoods of $J_0$ the sets $\{ J : f_j(b_r) \in N, r = 1, 2, \ldots, n \}$, where $N$ is any neighborhood of 0 and $b_1, b_2, \ldots, b_n$ are any elements of $J_0 \cap B$.

Other variations are possible; for instance, $B$ may be replaced by $B_1$ or $B_2$ in (iii). We shall refer to these variations as (iii'), (iii''), respectively.

In general, topology (iii) will not be Hausdorff; a necessary and sufficient condition that it should be so is that each maximal ideal of $B$ should be contained in precisely one maximal ordinary $B$-ideal of $A$. If the topology is Hausdorff, then the set $\mathcal{J}_0'$ of maximal ordinary $B$-ideals of $A$ is compact; Gelfand’s proof of the corresponding result for Banach algebras [4, Satz 9] applies to the present case. Similar remarks apply to (iii') and (iii'').

In the case where $A$ is a Banach algebra, and $B = A$, all the above topologies reduce to the customary Gelfand topology on the maximal ideals. In the context of § 8, topology (ii) seems the most appropriate.

Similar topologies could of course be imposed on the space of all maximal $B$-ideals of $A$.

7. Self-adjoint algebras. As in § 5, we use the maximal ordinary $B$-ideals; similar results could be obtained, starting from the maximal $B$-ideals. In this section the scalar field is taken to be the complex field $\mathbb{C}$. The results could be formulated in a more general situation (in a field with a suitable ‘conjugation’), but there seems to be no point in doing this. Asterisks applied to scalars denote complex conjugates, and $\infty^* = \infty$.

**Definition 10.** The algebra $A$ is **self-adjoint** (with respect to $B$) if, given $a \in A$, there exists $a^* \in A$ (not necessarily unique) such that $f_j(a^*) = f_j(a)^*$ for each maximal ordinary $J$.

From now on it is assumed that $A$ is self-adjoint and $B$-semi-simple.

**Proposition 16.** The algebra $A$ is **completely $B$-semi-simple**.

**Proof.** Suppose that $f_j(a) = f_j(a')$ for all $J$. Then evidently $(e + aa^*)^{-1}$ and $(e + a'a'^*)^{-1}$ both exist (in $B_1$) and $f_j((e + aa^*)^{-1}) = f_j((e + a'a'^*)^{-1})$ for all $J$. Hence the two inverses are equal, by the assumed $B$-semi-
simplicity, and this implies $aa^* = a'a'^*$. Next, it is easy to verify that 
$\alpha(e + aa^*)^{-1}$ and $\alpha'(e + a'a'^*)^{-1}$ are both in $B_1$, and 
$f_J(\alpha(e + aa^*)^{-1}) = f_J(\alpha'(e + a'a'^*)^{-1})$ for all $J$. Hence the two elements are equal, and the conclusion $a = a'$ is immediate.

**Corollary.** The element $a^*$ is unique.

It is clear that $a^* = 0$ implies $a = 0$, and $aa^* = 0$ implies $a = 0$.

The next result is, as promised in §5, an improvement of Proposition 9 in the present special case:

**Proposition 17.** If $\mathcal{H}$ is a set of maximal ordinary $B$-ideals and 
$a \in A$ is such that $f_J(a) = \infty$ for $J \in \mathcal{H}$, $f_J(a) \neq \infty$ for $J \notin \mathcal{H}$, then $f_J(a') = 0$ for $J \notin \mathcal{H}$ implies $a' = 0$.

**Proof.** Since $f_J(\alpha'a'^* + e)$ is either real and $\geq 1$, or is infinite, it is clear that $f_J(aa'a'^* + a) = f_J(a)$ for $J \in \mathcal{H}$; and since $f_J(a') = 0$ for $J \notin \mathcal{H}$, the same equation holds for $J \notin \mathcal{H}$ also. Hence $aa'a'^* = 0$, by Proposition 16. But this implies $a' = 0$; if not, there would be a $B$-ideal $J \in \mathcal{H}$ with $f_J(a') \neq 0$, which would imply $f_J(aa'a'^*) = \infty$, which contradicts $aa'a'^* = 0$.

**Theorem 9.** If $A$ is $B$-semi-simple and self-adjoint, it has a $Q$-representation.

**Proof.** If $f_J(a) = \infty$ for $J \in \mathcal{H}$, and $f_J(a') = \infty$ for $J \in \mathcal{H}'$, it follows that if $a'' = (e + aa^*)(e + a'a'^*)$ then $f_J(a'') = \infty$ for $J \in \mathcal{H} \cup \mathcal{H}'$. Also, $f_J(a)$ cannot be infinite for all maximal ordinary $B$-ideals $J$, by Lemma 10. Hence the family of sets on which $f_J(a)$ is infinite for some $a \in A$ is a $Q$-family. The required result now follows from Proposition 17.

So far the topology of $C$ has not been involved; it is essential for the results which follow. From now on we suppose $B = B_1$, that is, $B$ is weakly bounded and strongly boundedly saturated (Definition 9). In the absence of this assumption the following results remain true, when suitably modified. But the statements then become more complicated, and the gain in generality is not significant.

**Proposition 18.** $B = B_*$. 


Proof. For any $a$, $f_s(e^{+a+a^*})$ is never zero, and so $(e^{+a+a^*})^{-1}$ exists. If $a \in B$, then $f_s((e^{+a+a^*})^{-1})$ is never zero. By Lemma 12, it is therefore bounded away from zero, and so $f_s(a)$ is bounded away from infinity. Thus $a \in B = B'$. Since $B \supseteq B'$, the theorem follows.

COROLLARY. $\tau_\beta(a)$ is closed in $C'$ for any $a$.

**LEMMA 13.** Each maximal ideal of $B$ is contained in exactly one maximal ordinary $B$-ideal of $A$.

**Proof.** Suppose that the maximal ideal $M$ of $B$ is contained in the distinct maximal ordinary $B$-ideals, $J$ and $J'$, of $A$. Let $a \in J$, $a \notin J'$. Then

$$f_M((e^{+a+a^*})^{-1}) = (1 + |f_s(a)|^2)^{-1} = (1 + |f_s(a)|^2)^{-1} = f_M((e^{+a+a^*})^{-1}),$$

a contradiction.

**LEMMA 14.** All the topologies described in § 6 are equivalent.

**Proof.** It is clearly sufficient to prove that (iii) is finer than (ii). Let $N$ be the neighborhood

$$N = \{J : f_s(a_r) \in N_r(f_s(a_r)), r = 1, 2, \ldots, n\}.$$

Write

$$b_r = (e + a_r a_r^*)^{-1};$$

it is easy to find neighborhoods $N_r'$, $N_r''$ such that

$$f_s(b_r) \in N_r'(f_s(b_r)), f_s(a_r b_r) \in N_r''(f_s(a_r b_r))$$

together imply

$$f_s(a_r) \in N_r(f_s(a_r))$$

(if $f_s(a_r) = \infty$, then $N_r''$ is superfluous). By translating the neighborhoods $N_r'$, $N_r''$ to the origin if necessary, and taking their intersection, it is easily seen that there is a neighborhood in topology (iii) which is contained in $N$.

Combining the above results, we obtain at once:

**THEOREM 10.** Let $A$ be a self-adjoint, $B$-semi-simple algebra, with $B = B'$. Then the maximal ordinary $B$-ideals of $A$ can be topologised so as to become a compact Hausdorff space, and the mapping $a \rightarrow f_s(a)$
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sends elements of $A$ into continuous $C'$-valued functions on this space. The sets on which $f_j(a)$ is infinite for some $a \in A$ form a $Q$-family of closed sets.

It is apparent that the structure space depends (set-wise and topologically) only on the 'bounded' sub-algebra $B$ of $A$, provided that this satisfies reasonable conditions, which ensure that it is large enough. If we assume a little more, namely that all bounded continuous functions correspond to elements of $B$ (for instance, if $B$ is a Banach algebra under a suitable norm), then we can clearly assert that the set on which $f_j(a)$ is infinite is nowhere dense (since the set is closed, this is equivalent to its interior being empty). The conclusion of Theorem 10 is thus strengthened.

To conclude this section we turn to Example (vi) of § 1, and see to what extent the results of this section can be applied to it. First, it seems desirable to state precisely what we mean by an algebra of normal operators on a Hilbert space; we mean a collection $A$ of normal operators such that any scalar multiple of an operator in $A$ is in $A$, and the sum and product of any two operators in $A$ have unique extensions in $A$. As always, we assume that $A$ contains a unit (the identity operator, here) and is commutative (in the sense that the product of two operators, in a certain order, has the same extension in $A$ as the product in the reverse order). We take $B$ to consist of the bounded operators in $A$: we assume that if $a \in A$, and $a^{-1}$ exists as a bounded operator, then $a^{-1} \in B$, and we also assume that $B$ is uniformly closed. This implies that the maximal ideal condition $B/M \cong C$ is satisfied. If we denote by $a^*$ the usual Hilbert space adjoint of $a$ (we proceed immediately to show that this is in agreement with the previous use of $a^*$), and restrict attention to algebras $A$ which are self-adjoint in the sense that $a \in A$ implies $a^* \in A$, then we have the following.

**Lemma 15.** The algebra $A$ is self-adjoint in the sense of Definition 10.

**Proof.** If $a$ is bounded then it is clear that $f_j(a+a^*)$ is real, since $(a+a^* - \lambda e)$ has an inverse in $B$ for nonreal $\lambda$. Similarly, $f_j(a-a^*)$ is imaginary, and so $f_j(a^*) = f_j(a)^*$ for bounded $a$. Next, for any $a \in A$, write $b = (e+aa^*)^{-1}$; it is well known that $b \in B$ and $ab \in B$; also $b$ is self-adjoint ($b^* = b$), and $(ab)^* = a^*b$. If $f_j(a)$ and $f_j(a^*)$ are both finite, then from $f_j(a^*b) = f_j(ab)^*$ it follows that $f_j(a^*) = f_j(a)^*$, since $f_j(b)$ is real and nonzero. It remains to show that if one of $f_j(a)$, $f_j(a^*)$ is finite, then so is the other. Suppose the contrary; there is no loss of generality in supposing $f_j(a) = 1$, $f_j(a^*) = \infty$. Then
1 = \text{f}_A(e - b) = \text{f}_A(aa^*b) = \text{f}_A(a)\text{f}_A(a^*b) = \text{f}_A(a)\text{f}_A(ab)^* = 0 ,

which is impossible.

The sub-algebra \( B \) is semi-simple, by the usual reasoning, and the \( B \)-semi-simplicity of \( A \) follows at once from this. The conclusions of Lemma 13 and 14 are true, independently of any assumption that \( B = B_1 \), since \( b = (e + aa^*)^{-1} \) and \( ab \) are certainly in \( B \).

The conclusion of Theorem 10 is thus valid for \( A \). Moreover, the assumption that \( B \) is uniformly closed ensures that the functions \( \text{f}_A(a) \) become infinite only on nowhere dense sets. The fact that \( B = B_1 \) follows from the same assumption; for each bounded continuous function on the maximal \( B \)-ideals of \( A \) (maximal ideals of \( B \)) corresponds to an element of \( B \).

In the paper of Fell and Kelley [3], the authors deal with algebras of operators from a somewhat different point of view. Starting from a strongly closed algebra of bounded operators, they select a class of unbounded functions on the structure space (the same class as we have obtained above, namely the continuous \( C \)-valued functions infinite only on a nowhere dense set), and show that to each such function there corresponds a normal operator. Every normal operator can be obtained in this way, starting from a suitable algebra of bounded operators. The problem of the functional representation of an algebra of operators is not explicitly treated.

As a realization of the sort of algebra we have been considering, take the following trivial example. Let the Hilbert space be \( L_1(0, 1) \), and consider continuous \( C \)-valued functions on \( (0, 1) \) which are infinite only on a set with empty interior. To each such function a normal operator can be attached in an obvious way; the operator, applied to a function of \( L_1 \), yields the ordinary product of the two functions. If we assume that \( A \) is an algebra of such operators, containing all operators corresponding to bounded functions, then the above theory can be applied, and it is found that the operators are represented by the functions from which they have arisen.

8. Algebraic function fields. Although it is not our main objective, we give a few indications of the relation between the theory developed in the preceding sections, and the theory of fields of algebraic functions of one variable. All the relevant definitions, etc., will be found in Chevalley’s book [2]. The first result is valid quite generally.

**Lemma 16.** If \( A \) is a field, and \( K \) is a proper sub-field of \( A \), then for every maximal ordinary \( K \)-ideal \( J \) of \( A \) there is an element \( a \in A \) with \( f_J(a) = \infty \).
Proof. If not, \( J \) would be a proper ideal of \( A \), different from \( \{0\} \), by Lemma 3; this is impossible.

The definition of a \( V \)-ring, as required in the next lemma, will be found in [2, p. 1].

**Theorem 11.** If \( A \) is a field of algebraic functions of one variable and \( K \) is an algebraically closed proper sub-field of \( A \), then the maximal ordinary \( K \)-ideals of \( A \) are in one-to-one correspondence with the \( V \)-rings in \( A \) (over \( K \)).

**Proof.** Let \( J \) be a maximal ordinary \( K \)-ideal of \( A \), and write \( Q = J + K \). Then clearly \( Q \) is a ring; further (i) \( Q \) contains \( K \); (ii) \( Q \neq A \), since, by Lemma 16 there is an element \( a \in A \) with \( f_\alpha(a) = \infty \); and \( f_\alpha(q) \in K \) for all \( q \in Q \); (iii) if \( x \notin Q \) then \( f_\alpha(x) = \infty \); for if \( f_\alpha(x) = \alpha \in K \) then \( x - \alpha e \in Q \) and so \( x \in Q \). If \( f_\alpha(x) = \infty \) then \( f_\alpha(x^{-1}) = 0 \), by Lemma 9, and so \( x^{-1} \in Q \). Thus \( Q \) is a \( V \)-ring.

On the other hand, let \( Q \) be any \( V \)-ring, and let \( J \) be the ideal of non-units. Then \( Q / J \cong K \) ([2], p. 10); every element of \( Q \) is of the form \( \alpha e + j \), where \( j \in J \). Clearly \( J \) is an ordinary \( B \)-ideal; we now show that it is maximal. Let \( a \) be any element of \( A \), not in \( J \). Then if \( a \in Q \), \( a - \alpha e \in J \) for some \( \alpha \in K \) and so \( e \) is in the \( K \)-ideal generated by \( J \) and \( a \). If \( a \) is not in \( Q \) then \( a^{-1} \) must be in \( J \); for if \( a^{-1} \) were in \( Q \) but not in \( J \) then \( a^{-1} \), and hence \( a \), would be a unit in \( Q \). So again \( e \) is in the \( K \)-ideal generated by \( J \) and \( a \). That is, \( J \) is maximal. This establishes the required correspondence.

We may thus identify the maximal ordinary \( K \)-ideals in \( A \) with the places of \( A \), where \( A \) is a field of algebraic functions of one variable over \( K \). The value taken by \( a \in A \) at the place \( J \) [2, p. 6] is the same as the value of the function \( f_\alpha(a) \) as defined in § 2.

The places of \( A \) may be topologised, if \( K \) is a topological field; the topology (ii) previously indicated (§ 6) reduces to that given by Chevalley for the complex case [2, p. 133].
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