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# THE LATTICE OF INVARIANT SUBSPACES OF A COMPLETELY CONTINUOUS QUASINILPOTENT TRANSFORMATION 

W. F. Donoghue, Jr.

An essential result in the study of a continuous linear transformation of a Banach space into itself is the specification of the lattice of proper closed subspaces of the Banach space which are invariant under the transformation. For certain classes of transformations the results which have been obtained in this direction may be regarded as complete, for example, for self-adjoint transformations in Hilbert space. The invariant subspaces for certain isometries in Hilbert space have been found by Beurling [2] whose results have been extended to unitary transformations by the author [3]. In general, however, little is known; in fact, it is not yet known that an arbitrary continuous linear transformation in Hilbert space has nontrivial closed invariant subspaces. A theorem of von Neumann guarantees that a completely continuous transformation in Hilbert space has such subspaces, while more recent work of Aronszajn and Smith [1] establishes the same result for any Banach space. For completely continuous transformations which contain only the point 0 in the spectrum (the quasi-nilpotent transformations), spectral theory can provide no information concerning the invariant subspaces, and the application of the result of Aronszajn and Smith only assures the existence of a nested sequence of closed invariant subspaces. Such a lattice of invariant subspaces is considerably simpler in structure than that usually encountered in spectral theory. It is the purpose of this note to show that more cannot be obtained, and that this very simple lattice does in fact occur. The three examples which follow illustrate this fact; the fourth example shows that not every completely continuous quasi-nilpotent transformation has such a lattice of invariant subspaces.

Example 1. Let $\mathscr{H}$ be the Hilbert space consisting of all functions

$$
f(z)=\sum_{n=0}^{\infty} a_{n} z^{n}
$$

analytic in $|z|<1$ with Taylor coefficients in $l^{2}$ :

$$
\sum_{n=0}^{\infty}\left|a_{n}\right|^{2}=\|f\|^{2}<\infty .
$$
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We may also write

$$
(f, g)=\sum_{n=0}^{\infty} a_{n}{\overline{b_{n}}}_{n}=\frac{1}{2 \pi} \int_{0}^{2 \pi} f\left(e^{i \theta}\right) \overline{g\left(e^{i \theta}\right)} d \theta
$$

where

$$
g(z)=\sum_{n=0}^{\infty} b_{n} z^{n} .
$$

Let $V$ be the transformation defined by $V f(z)=z f(z / 2) ; \quad V$ is completely continuous and quasi-nilpotent. Let $\mathscr{I}_{n}$ be the subspace of $\mathscr{H}$ composed of functions $f(z)$ which have a zero of order $\geqq n$ at the origin; it is evident that these subspaces satisfy the relation $\mathscr{A}_{n+1} \subset \mathscr{N}_{n}$ and that they are closed and invariant under $V$. It will be shown that these are the only nontrivial closed invariant subspaces.

For the proof, it is enough to consider an element $f$ of $\mathscr{C}$ for which $f(0) \neq 0$ and to show that the sequence $V^{n} f(n \geq 0)$ spans $\mathscr{C}$. We may suppose $f(0)=1$ and write $f(z)=1+g(z)$ with $g$ in $\mathscr{M}_{1}$. For $n \geqq 0$ we define $h_{n}(z)=\sqrt{ } 2^{\left(n^{2}-n\right)} V^{n} f$; it is sufficient to show that the sequence $h_{n}$ spans the space. For this purpose, consider the linear transformation $T$ defined by $T\left(z^{n}\right)=h_{n}(z)$; it is easy to establish the continuity of $T$, and it will now be shown that $T$ has a continuous inverse, thereby establishing the completeness of $h_{n}$. Note first that

$$
\left\|(T-I) z^{n}\right\|^{2}=\left\|h_{n}(z)-z^{n}\right\|^{2}=\left\|f\left(z / 2^{n}\right)-1\right\|^{2}=\left\|g\left(z / 2^{n}\right)\right\|^{2} \leqq \underset{4^{n}}{\|g\|^{2}} .
$$

On the other hand, if $f_{\nu}(z)$ is a sequence in $\mathscr{C}$ weakly converging to 0 then

$$
f_{\nu}(z)=\sum_{n=0}^{\infty} a_{n}^{(\nu)} z^{n}
$$

and

$$
\left\|(T-I) f_{\nu}\right\| \leqq \sum_{n=0}^{\infty}\left|a_{n}^{(\nu)}\right|\left\|h_{n}-z^{n}\right\| \leqq\|g\| \sum_{n=0}^{\infty}\left|a_{n}^{(\nu)}\right|\left(1 / 2^{n}\right) ;
$$

(the inequality above following in general from its truth for finite sums). From the weak convergence of the $f_{\nu}$ to 0 it is clear that

$$
\lim _{\nu} \sum_{n=0}^{\infty}\left|a_{n}^{(\nu)}\right|\left(1 / 2^{n}\right)=0,
$$

hence that $(T-I) f, \nu$ converges strongly to 0 and therefore that $T-I$ is completely continuous. Accordingly 0 is in the resolvent set of $T$ or there exists a finite-dimensional null space for $T$. Thus $T^{-1}$ exists and
is continuous, since the nonexistence of a null space for $T$ is shown as follows: $T f=0$ for

$$
f(z)=\sum_{n=0}^{\infty} a_{n} z^{n}
$$

means

$$
\sum_{n=0}^{\infty} a_{n} h_{n}(z)=0
$$

whence

$$
a_{0} h_{0}(z)+\sum_{n=1}^{\infty} a_{n} h_{n}(z)=0 ;
$$

the second term is in $\mathscr{A}_{1}$, hence the first term is, and since $h_{0}$ is not in that subspace it follows that $a_{0}=0$; from an inductive argument it then follows that all $a_{n}=0$, as desired.

Example 2. Let $V^{*}$ be the adjoint of the transformation $V$ described above. The invariant subspaces for $V^{*}$ are the orthogonal complements of the invariant subspaces for $V$, and form an increasing sequence of finite-dimensional subspaces. Clearly $V^{*}$ is completely continuous and quasi-nilpotent.

Example 3. If $f(t)$ is a function integrable on the interval $0 \leqq t \leqq 1$ let $S f$ be the indefinite integral

$$
S f(t)=\int_{0}^{t} f(x) d x
$$

The operator $S$ is the Volterra integral operator and is completely continuous and quasi-nilpotent when considered as a transformation from $L^{p}$ into itself for $1 \leqq p<\infty$, or when considered on the space $\mathscr{C}$ of continuous functions on the interval. If $\mathscr{M}_{s}$ denotes the class of all functions in $L^{p}$ which vanish almost everywhere on the interval $0 \leqq t$ $\leqq s$ it is clear that the $\mathscr{M}_{s}$ form closed subspaces of $L^{p}$ which are invariant under $S$. It will be shown that such subspaces are the only closed invariant subspaces of the operator $S$.

For the proof, the result is first established for the continuous function space. Let $f(t)$ be continuous on the interval $0 \leqq t \leqq 1$ and define $f=0$ outside that interval to obtain a function defined throughout the axis. If $Y(t)$ is the Heaviside function equal to 1 on the positive half-axis and vanishing on the negative half-axis, then for all $x$ in the unit interval

$$
S f(x)=(Y * f)(x)
$$

where * denotes convolution. Similarly, the iterates of $S$ applied to $f$ are given for $0 \leqq x \leqq 1$ by

$$
S^{n} f(x)=\left(Y_{n} * f\right)(x)
$$

where $Y_{n+1}(t)$ vanishes on the left half-axis and equals $t^{n} / n$ ! on the right. Let $\mu$ be a measure on the unit interval orthogonal to all $S^{n} f$; the equation

$$
\int_{0}^{1} S^{n} f(x) d \mu=0
$$

may be written $\left(Y_{n} * f * \check{\mu}\right)(0)=0$ where $\check{\mu}$, the reflection of $\mu$ through the origin, is given by $\check{\mu}(t)=\mu(-t)$. From the associativity of convolution, then, $\left(Y_{n} *(f * \check{\mu})\right)(0)=0$ whence it follows that the continuous function $f * \check{\mu}$ is orthogonal to $\check{Y}_{n}(t)=Y_{n}(-t)$ for all $n \geqq 0$. Accordingly $f * \check{\mu}$ vanishes on the left half-axis. A theorem, the most general version of which is due to J. Lions [4] asserts that for any two distributions on $R^{n}$ with compact support, the convex hull of the support of the convolution is the vectorial sum of the convex hulls of the supports of the factors. Thus if the convex hull of the support of $\mu$ is the interval $(c, d)$ and the convex hull of the support of $f$ is $(a, b)$ it follows that the interval $(a-d, b-c)$ is the convex hull of the support of $f * \check{\mu}$, whence $d \leqq a$. Thus the only measures orthogonal to $S^{n} f, n \geqq 0$ are measures orthogonal to the subspace $\mathscr{N}_{a}$ and the closed linear span of that sequence is $\mathscr{N}_{a}$, unless $a=0$, in which case the closed linear span will be the whole space if $f(0) \neq 0$. Thus any proper invariant subspace for $S$ in $\mathscr{C}$ is a union of spaces of type $\mathscr{N}_{s}$ and is therefore a space of that type itself.

For the spaces $L^{p}$ the same result follows from the observation that the range of $S$ is contained in $\mathscr{C}$. If the smallest interval containing the support of $S f$ is ( $a, b$ ), then the sequence $S^{n} f, n \geqq 1$ spans the subspace $\mathscr{N}_{a}$ of $\mathscr{C}$ and its closure in $L^{p}$ is the corresponding $\mathscr{M}_{a}$ of that space. Evidently $f(t)=0$ almost everywhere in $0 \leqq t \leqq a$, whence $S^{n} f$, $n \geqq 0$ spans $/_{a}$ in $L^{p}$.

It is of interest to note that our assertion is no longer true for the space $L^{\infty}$. As above, the transformation $S$ is completely continuous and quasi-nilpotent, however, its range is contained in a separable subspace of the nonseparable $L^{\infty}$. It is possible to obtain any closed invariant subspace of $L^{\infty}$ by choosing any closed subspace of a subspace of the type $\mathscr{I}_{a}$ which contains the corresponding continuous function subspace $\mathscr{A}_{a}$. Nevertheless, if the word closed were interpreted to mean weak-star closed the result obtained above for $\mathscr{C}$ and $L^{p}$ would carry over to $L^{\infty}$.

Example 4. Let $\mathscr{H}$ be the separable Hilbert space consisting of functions $f(x, y)$ defined in the unit square for which

$$
\|f\|^{2}=\int_{0}^{1} \int_{0}^{1}|f(t, s)|^{2} d s d t<\infty .
$$

On $\mathscr{H}$ consider the integral operator $T$ defined by

$$
T f(x, y)=\int_{0}^{x} \int_{0}^{y} f(t, s) d s d t
$$

$T$ is completely continuous and quasi-nilpotent. Following the methods of the previous example it is not difficult to construct a class of subsets of the square corresponding to a class of invariant subspaces. Obviously the linear subspaces so obtained are not linearly ordered under inclusion; moreover these are not all of the invariant subspaces since the subspace consisting of functions which depend only on the product $x y$ is also a closed invariant subspace for $T$.
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# ASYMPTOTIC BEHAVIOR OF RESTRICTED EXTREMAL POLYNOMIALS AND OF THEIR ZEROS 

M. Fekete and J. L. Walsh

Introduction. Progress in the study of polynomials has recently been made in two directions: (i) asymptotic properties of sequences of polynomials of least norm on a given set (Leja, [7]; Davis and Pollak, [1]; Fekete, [3]; Walsh and Evans, [10]; Fekete and Walsh, [5]); (ii) geometry of the zeros of polynomials of prescribed degree minimizing a given norm on a given set, where one or more coefficients are preassigned (Zedek, [12]; Fekete, [4]; Walsh and Zedek, [11]; Fekete and Walsh, [6]). The object of the present paper is to combine these two trends, by studying the asymptotic properties of sequences of polynomials of least norm on a given set, where the polynomials are restricted by prescription of one or more coefficients.

If $S$ is a given compact point set and $N\left[A_{n}(z), S\right]$ any norm on $S$ of the polynomial $A_{n}(z) \equiv z^{n}+a_{1 n} z^{n-1}+\cdots+a_{n n}$ we are interested in the asymptotic relations for (restricted) polynomials $A_{n}(z, N)$ of least $N$-norm

$$
\begin{gather*}
\lim _{n \rightarrow \infty} \nu_{n}^{1 / n}=\tau(S), \quad \nu_{n}=N\left[A_{n}(z, N), S\right],  \tag{1}\\
\lim _{n \rightarrow \infty}\left|A_{n}(z, N)\right|^{1 / n}=|\varphi(z)|, \tag{2}
\end{gather*}
$$

where $\tau(S)$ is the transfinite diameter of $S,|\varphi(z)| \equiv e^{G(z)} \tau(S), G(z)$ being Green's function with pole at infinity for the maximal infinite region $K$ containing no point of $S$, and where (2) is considered uniformly on a more or less arbitrary compact set in $K$.

Part I is devoted primarily to (1); we show for instance that for the unit circle, with the first $k \equiv k(n)$ coefficients $a_{j n}$ of the extremal polynomial $A_{n}(z, N)$ prescribed and uniformly of the order $O\left(\binom{n}{j}\right)$ in their totality, a necessary and sufficient condition for (1) for all such choices of coefficients is $k=o(n)$, where $N$ is any classical norm. We prove similar results for other sets $S$. Part II is devoted primarily to (2); first we use as hypothesis the analogue of (1), namely

$$
\left\{N\left[A_{n}(z), S\right]\right\}^{1 / n} \rightarrow \tau(S),
$$

for arbitrary polynomials $A_{n}(z)$; and then we use (1) as hypothesis, for extremal polynomials $A_{n}(z, N)$ with $k$ prescribed coefficients and $N$

[^1]monotonic. If $A_{n}(z, N)$ has zeros in $K$, under suitable conditions the corresponding factors of $A_{n}(z, N)$ can be omitted in whole or in part, and the analogue of (2) is valid for the remaining factor, uniformly on any closed set in $K$ containing no limit point of zeros of that factor; for instance if $k$ is constant we can omit the factors of $A_{n}(z, N)$ corresponding to the zeros of $A_{n}(z, N)$ exterior to the inflated convex hull $H_{k}(S)$, and (2) is valid uniformly on any compact set exterior to $H_{k}(S)$; as another instance, if $k=1$ and if the prescribed center of gravity of the zeros of $A_{n}(z, N)$ is fixed and different from the conformal center of gravity of $S$, then precisely one zero of $A_{n}(z, N)$ becomes infinite and (2) is valid uniformly on any compact set exterior to the convex hull $H_{0}$ of $S$. Finally, we study (1) for extremal polynomials some of whose zeros are prescribed.

## PART I

## Asymptotic properties of the least $N$-norm of restricted polynomials on a given point set

1. In pursuing the objective indicated, we start our considerations with remarks relevant to both (1) and (2). Let $A_{n}=A_{n}\left(\gamma_{j}, 1 \leqq j \leqq k\right)$ denote the aggregate of all polynomials $A_{n}(z) \equiv z^{n}+a_{13} z^{n-1}+a_{2 n} z^{n-2}+\cdots$ $+a_{n n}$ satisfying

$$
a_{j n}=\gamma_{j}, \quad 1 \leqq j \leqq k, 1 \leqq k \leqq n-1 .
$$

The reader may easily prove the existence for each $n\left(\geqq n^{*}=n^{*}(N)\right)$ and for each $\gamma_{j}=\gamma_{j}(n)$ and $k=k(n)$ of a polynomial $A_{n}(z, N)$ in $A_{n}\left(\gamma_{j}\right.$, $1 \leqq j \leqq k$ ) of least $N$-norm, provided $N$ belongs to the wide category of quasi-Tchebycheff (q.T.) norms continuous in $A_{n}$ on $S$; such norms are broad generalizations of the classical norms, including the (ordinary) Tchebycheff norm

$$
M=M\left[A_{n}(z), S\right]=\left[\max \left|A_{n}(z)\right|, z \text { on } S\right] .
$$

We recall [5, p. 53] that $N\left[A_{n}(z), S\right]$ is a q.T. norm on $S$ provided for all

$$
A_{n}(z) \equiv z^{n}+a_{n 1} z^{n-1}+\cdots
$$

we have

$$
\begin{equation*}
\frac{N\left[A_{n}(z), S\right]}{M\left[A_{n}(z), S\right]} \leqq U(S, N), \quad n=1,2, \cdots \tag{4}
\end{equation*}
$$

$$
\begin{equation*}
\frac{N\left[A_{n}(z), S\right]}{M\left[A_{n}(z), S\right]} \geqq L_{n}(S, N, \varepsilon)>0 \quad \text { for } n=n_{0}(\varepsilon), \tag{5}
\end{equation*}
$$

$$
\lim _{n \rightarrow \infty}\left\{L_{n}(S, N, \varepsilon)\right\}^{1 / n}=f(N, \varepsilon), \quad \lim _{\varepsilon \rightarrow 0} f(N, \varepsilon)=1
$$

A norm $N\left[A_{n}(z), S\right]$ is continuous in $A_{n}$ on $S$ provided to an arbitrary $A_{n}^{*}(z) \in A_{n}$ and $\varepsilon(>0)$ there corresponds a $\delta=\delta\left(\varepsilon, A_{n}^{*}\right)(>0)$ such that for an arbitrary polynomial $A_{n}^{* *}(z)$ in $A_{n}$ the inequality $\left|A_{n}^{*}(z)-A_{n}^{* *}(z)\right|<\delta$ on $S$ implies

$$
\left|N\left[A_{n}^{*}(z), S\right]-N\left[A_{n}^{* *}(z), S\right]\right|<\varepsilon .
$$

Such continuity of $N\left[A_{n}(z), S\right]$ on a certain subset of $A_{n}$ is also necessary for the existence of a polynomial $A_{n}(z, N)$ in $A_{n}$ of least $N$-norm, since there exist instances of noncontinuous q.T.-norms $N$ for which

$$
N\left[A_{n}(z), S\right]>\left[\inf N\left[A_{n}(z), S\right], A_{n}(z) \in A_{n}\right]
$$

holds for all $A_{n}(z) \in A_{n}$. For the purposes of (1) if $N$ is not continuous one may replace $\min N$ in our considerations by $\inf N$. Henceforth we consider only continuous q.T. norms $N\left[A_{n}(z), S\right]$.
2. The writers have already proved [5, Theorem 2] that the relation

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\{N_{0}\left[A_{n}(z), S\right]\right\}^{1 / n}=\tau(S) \tag{6}
\end{equation*}
$$

for an arbitrary compact set $S$, a given q.T.-norm $N_{0}$, and an arbitrary sequence of polynomials $A_{n}(z) \equiv z^{n}+\cdots$, implies the relation

$$
\lim _{n \rightarrow \infty}\left\{N\left[A_{n}(z), S\right]\right\}^{1 / n}=\tau(S)
$$

for any other q.T.-norm on S. There follows
Theorem 1. Equation (1) holds for every choice of q.T. norm $N$ if and only if (1) holds for a particular choice of $N$, where all polynomials are restricted to $A_{n}$.

From (6) with $A_{n}(z)$ the polynomials $A_{n}\left(z, N_{0}\right)$ we deduce (7) involving these same polynomials, and this (7) as a majorant relation proves (1); we use here the consequence of (5) that no matter what the polynomials $A_{n}(z)$ may be, the first member of (7) is not less than $\tau(S)$. Conversely, if (6) is not valid for a particular $N_{0}$ and the polynomials $A_{n}\left(z, N_{0}\right)$, then (7) is not valid for either the $A_{n}\left(z, N_{0}\right)$ or the $A_{n}(z, N)$, so (1) is not valid.

The importance of Theorem 1 for our investigation of (1) is that in the sequel we may instead investigate (6) with $A_{n}(z) \equiv A_{n}\left(z, N_{0}\right)$ for a particular $N_{0}$ conveniently chosen with respect to $S$.

## 3. As a first such application of Theorem 1 we prove

Theorem 2. Let $A_{n}\left(\gamma_{1}, \gamma_{2}, \cdots, \gamma_{k}\right)$ be given, and $S$ the unit disc
$|z| \leqq 1$. A necessary and sufficient condition for (1) with $A_{n}(z, N) \in A_{n}$ is

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\{1+\left|\gamma_{1}\right|^{2}+\left|\gamma_{2}\right|^{2}+\cdots+\left|\gamma_{k}\right|^{2}\right\}^{1 / 2 n}=1, \tag{8}
\end{equation*}
$$

independently of the q.T.-norm $N$.
In fact, with $A_{n}(z) \in A_{n}$ and $n \geqq k+1$, the choice

$$
\begin{align*}
\left\{N_{0}\left[A_{n}(z), S\right]\right\}^{2} & =\frac{1}{2 \pi} \int_{|z|=1}\left|A_{n}(z)\right|^{2}|d z|  \tag{9}\\
& =1+\left|\gamma_{1}\right|^{2}+\cdots+\left|\gamma_{k}\right|^{2}+\left|a_{k+1, n}\right|^{2}+\cdots
\end{align*}
$$

leads to the unique minimizing polynomial

$$
\begin{gather*}
A_{n}\left(z, N_{0}\right) \equiv z^{n}+\gamma_{1} z^{n-1}+\cdots+\gamma_{k} z^{n-k}, \\
\nu_{n}=N_{0}\left[A_{n}\left(z, N_{0}\right), S\right]=\left\{1+\left|\gamma_{1}\right|^{2}+\cdots+\left|\gamma_{k}\right|^{2}\right\}^{1 / 2} . \tag{10}
\end{gather*}
$$

Since $\tau(S)=1$, (1) with $N_{0}$ for $N$ is equivalent to (8). To complete the proof we recall Theorem 1.
4. A noteworthy corollary of Theorem 1 is

Theorem 3. With the notation and hypothesis of Theorem 2, suppose we have

$$
\begin{equation*}
r_{j}=O\left[\binom{n}{j}\right], \quad 1 \leqq j \leqq k \tag{11}
\end{equation*}
$$

uniformly in $j$. Then a necessary and sufficient condition for (1) with arbitrary q.T.-norm $N$ is

$$
\begin{equation*}
k=o(n) . \tag{12}
\end{equation*}
$$

With $N_{0}$ of (9) for $N$, hypothesis (11) in case (12) entails in view of (10)

$$
\begin{equation*}
1 \leqq \nu_{n}=O\left[n\binom{n}{j}\right] \quad \text { as } n \rightarrow \infty \tag{13}
\end{equation*}
$$

$\operatorname{since}\binom{n}{j}$ increases with $j$ provided $2 j<n$. It is sufficient to prove (1) for every sequence of values $n \rightarrow \infty$, so it is sufficient to prove (1) under the alternate assumptions $k(n) \equiv O(1)$ and $k(n) \rightarrow \infty$. Relations (13) prove (1) if $k=O(1)$. If however $k=k(n) \rightarrow \infty$ still subject to (12), by Stirling's formula

$$
\begin{equation*}
\binom{n}{k} \sim\left[\left(\frac{n}{k}-1\right)^{k} /\left(1-\frac{k}{n}\right)^{n}\right] \sqrt{1 / 2 \pi k}, \tag{14}
\end{equation*}
$$

$$
\binom{n}{k}^{1 / n} \sim\left(\frac{n}{k}-1\right)^{k / n} \rightarrow 1
$$

implying (1) with $N=N_{0}$, and hence for all q.T.-norms $N$.
To prove the necessity of (12) for (1) with $N \equiv N_{0}$ (and hence with an arbitrary q.T.-norm), choose

$$
\gamma_{j}=\binom{n}{j}, \quad 1 \leqq j \leqq k .
$$

Then by (10)

$$
\nu_{n}>\binom{n}{j}, \quad 1 \leqq j \leqq k=k(n) .
$$

If (12) is false, for a suitably chosen sequence we have

$$
\lim k(n) / n=\varepsilon, \quad 0<\varepsilon \leqq 1 ;
$$

in case $0<\varepsilon<1$, by (14) follows

$$
\nu_{n}^{1 / n}>\binom{n}{k}^{1 / n} \rightarrow \frac{1}{(1-\varepsilon)^{1-\varepsilon} \varepsilon^{e}} \rightarrow 1
$$

while in case $\varepsilon=1$ we have

$$
\nu_{n}^{1 / n}>\left(\left[\begin{array}{c}
n \\
n \\
2
\end{array}\right]\right)^{1 / n} \rightarrow 2 \quad \text { as } n \rightarrow \infty
$$

This contradiction of (1) completes the proof of Theorem 2.
5. By modifying slightly the above argument, the reader may easily prove the following proposition, a generalization for $S$ the disc $|z| \leqq R$ of the previous two theorems.

Theorem 4. A necessary and sufficient condition for (1) with $S:|z| \leqq R$ and $A_{n}(z, N) \in A_{n}\left(\gamma_{1}, \cdots, \gamma_{k}\right)$ is

$$
\begin{equation*}
\lim \left\{R^{2 n}+\left|\gamma_{1}\right|^{2} R^{2 n-2}+\cdots+\left|\gamma_{k}\right|^{2} R^{2 n-2 k}\right\}^{1 / 2 n}=R . \tag{15}
\end{equation*}
$$

With the particular choice (uniformly in $j$ )

$$
\begin{equation*}
r_{j}=O\left[R^{j}\binom{n}{j}\right], \quad 1 \leqq j \leqq k \tag{16}
\end{equation*}
$$

a necessary and sufficient condition for (1) is (12).
A word is in order to justify the form of (16). Much of the present paper is devoted to the study of polynomials $A_{n}(z)$ in $A_{n}\left(\gamma_{1}, \gamma_{2}, \cdots, \gamma_{k}\right)$
where we have

$$
\begin{equation*}
\gamma_{j}=(-1)^{)^{j}}\binom{n}{j} c_{j} \tag{17}
\end{equation*}
$$

and the numbers $c_{j}$ are independent of $n$. For instance the center of gravity of the zeros of $A_{n}(z)$ is $c_{1}$, and (17) may prescribe $c_{1}$ independent of $n$. Here it is significant (Theorem 11, below) that a necessary condition for (1) with the zeros of the $A_{n}(z)$ bounded is (17) with $c_{1} \rightarrow c$, where of course $c_{1}$ is not necessarily independent of $n$, and where $c$ is the conformal center of gravity of $S$, a number depending wholly on $S$ itself.

We shall call the number $c_{j}$ defined by (17) the centroid of order $j$ of the zeros of $A_{n}(z)$.

Another comment on (16) is that if the $z$-plane is transformed by a simple stretching $z^{\prime}=R z$, the transfinite diameter of every set is multiplied by $R$, and the $j$ th centroid of the zeros of a polynomial is multiplied by $R^{j}$; thus the factor $R^{j}$ in (16) is appropriate.
6. We shall shortly indicate ( $\S \S 7,8$ ) that Theorems 2 , 3 , and 4 admit at least partial extensions to arbitrary sets whose boundaries are rectifiable. The usefulness of these extensions in the study of still more general point sets is now to be shown.

If $S$ is an arbitrary compact set, and if the maximal infinite region $K$ belonging to the complement of $S$ is regular in the sense that the classical Green's function $G(z)$ for $K$ with pole at infinity exists, we denote by

$$
w=\varphi(z) \equiv \exp [G(z)+i H(z)+\log \tau(S)],
$$

where $H(z)$ is conjugate to $G(z)$ in $K$, a function which maps $K$ onto $|w|>\tau(S)$ with $\varphi(\infty)=\infty$.

The locus $C_{R}:|\varphi(z)|=R \tau(S), R>1$, in $K$ consists of a finite number of rectifiable Jordan curves which are mutually exterior except perhaps for a finite number of points each of which may belong to several curves; we denote the sum of the closed interiors of these curves by $S_{R}$. As $R \rightarrow 1$, the locus $C_{R}$ approaches the boundary of $K$.

Theorem 5. Let $S$ be a compact set, and let the infinite region $K$ belonging to the complement of $S$ be regular. Let $A_{n}\left(\gamma_{1}, \gamma_{2}, \cdots, \gamma_{k}\right)$ be given and restrict $A_{n}(z, N)$ to $A_{n}$. A necessary and sufficient condition that (1) be valid for all q.T.-norms on $S$ is that (1) be valid for all q.T.norms on all $S_{R}$.

By Theorem 1, we may restrict ourselves to the consideration of the Tchebycheff norms on $S$ and $S_{R}$. We denote the respective extremal
polynomials by $T_{n}(z, S)$ and $T_{n}\left(z, S_{R}\right)$. To prove the sufficiency of the condition, we write

$$
\begin{aligned}
& M\left[T_{n}\left(z, S_{R}\right), S_{R}\right] \geqq M\left[T_{n}\left(z, S_{R}\right), S\right] \geqq M\left[T_{n}(z, S), S\right] \geqq \tau(S)^{n}, \\
& \lim \left\{M\left[T_{n}\left(z, S_{R}\right), S_{R}\right]\right\}^{1 / n}=\tau\left(S_{R}\right) \\
& \quad=R \cdot \tau(S) \geqq \lim \sup \left\{M\left[T_{n}(z, S), S\right]\right\}^{1 / n} \geqq \tau(S),
\end{aligned}
$$

and $R \rightarrow 1$ establishes (1). With this reasoning as given, it is also sufficient if (1) is valid on a sequence of sets $S_{m}$ each containing $S$, with $K$ regular or not, provided $\tau\left(S_{m}\right) \rightarrow \tau(S)$; the sets $S_{m}$ may be taken as the closed interiors of lemniscates.

Conversely, by use of the generalized Bernstein Lemma [9, p. 77] we have

$$
\begin{aligned}
&\left\{\tau\left(S_{R}\right)\right\}^{n} \leqq M\left[T_{n}\left(z, S_{R}\right), S_{R}\right] \leqq M\left[T_{n}(z, S), S_{R}\right] \leqq M\left[T_{n}(z, S), S\right] R^{n}, \\
& \tau\left(S_{R}\right) \leqq \lim \inf \left\{M\left[T_{n}\left(z, S_{R}\right), S_{R}\right]\right\}^{1 / n} \leqq \lim \sup \left\{M\left[T_{n}\left(z, S_{R}\right), S_{R}\right]\right\}^{1 / n} \\
& \leqq \lim \left\{M\left[T_{n}(z, S), S\right]\right\}^{1 / n} \cdot R=\tau\left(S_{R}\right), \\
& \lim \left\{M\left[T_{n}\left(z, S_{R}\right), S_{R}\right]\right\}^{1 / n}=\tau\left(S_{R}\right) .
\end{aligned}
$$

7. Theorem 5 emphasizes the importance in considering (1) of sets with rectifiable boundary, both for their own sake and for the study of more general sets. For the former we have the great advantage of orthogonal polynomials as a tool. Thus we prove ${ }^{2}$

Theorem 6. Let the point set $S$ consist of a finite number of rectifiable Jordan arcs, and let the polynomials $P_{n}(z) \equiv z^{n}+\cdots$ of respective degrees $n$ be mutually orthogonal on $S$, with

$$
\int_{S}\left|P_{n}(z)\right|^{2}|d z|=p_{n} .
$$

Let the norm $N_{0}$ be defined by

$$
\left\{N_{0}\left[A_{n}(z)\right]\right\}^{2}=\int_{S}\left|A_{n}(z)\right|^{2}|d z|
$$

and let us set

$$
\begin{aligned}
B_{n}(z) \equiv z^{n}+\gamma_{1} z^{n-1}+\cdots+\gamma_{k} z^{n-k} \equiv d_{\Delta} P_{n}(z)+d_{1} P_{n-1}(z)+\cdots+d_{n} P_{0}(z), \\
p_{n} d_{n}=\int_{S} B_{n}(z) \overline{P_{h}(z)}|d z|, \quad d_{h}=d_{n}(n), 0 \leqq h \leqq n,
\end{aligned}
$$

[^2]where the $\gamma_{j}=\gamma_{j}(n)$ and $k=k(n)$ are prescribed. For each $n \geqq k+1$, $\min N_{0}\left[A_{n}(z)\right]$ with $A_{n}(z) \in A_{n}\left(\gamma_{j}\right)$ is $N_{0}\left[C_{n}(z)\right]$ where
$$
C_{n}(z) \equiv d_{0} P_{n}(z)+d_{1} P_{n-1}(z)+\cdots+d_{k} P_{n-k}(z),
$$
and is assumed by no other polynomial. A necessary and sufficient condition for (1) with $N=N_{0}$ or with $N$ an arbitrary q.T.-norm on $S$ is
$$
\lim _{n \rightarrow \infty}\left\{\left|d_{0}\right|^{2} p_{n}+\left|d_{1}\right|^{2} p_{n-1}+\cdots+\left|d_{k}\right|^{2} p_{n-k}\right\}^{1 / 2 n}=\tau(S)
$$

An arbitrary polynomial $A_{n}(z) \equiv z^{n}+\cdots$ may obviously be expressed as a linear combination $A_{n}(z) \equiv b_{0} P_{n}(z)+b_{1} P_{n-1}(z)+\cdots+b_{n} P_{0}(z)$ by considering successively the coefficients of $z^{n}, z^{n-1}, \cdots, 1$. Then the coefficients $b_{h}$ can also be computed by use of the orthogonality relations,

$$
\int_{S} A_{n}(z) \overline{P_{h}(z)}|d z|=p_{h} b_{n-h},
$$

and we have

$$
\left\{N_{0}\left[A_{n}(z)\right]\right\}^{2}=\left|b_{0}\right|^{2} p_{n}+\left|b_{1}\right|^{2} p_{n-1}+\cdots+\left|b_{n}\right|^{2} p_{0} .
$$

The condition $A_{n}(z) \in A_{n}\left(\gamma_{j}\right)$ is equivalent to specific prescription of $b_{0}, b_{1}$, $\cdots, b_{k}$, so it is clear that

$$
\min N_{0}\left[A_{n}(z)\right]=N_{0}\left[C_{n}(z)\right]=\left\{\left|d_{0}\right|^{2} p_{n}+\left|d_{1}\right|^{2} p_{n-1}+\cdots+\left|d_{k}\right|^{2} p_{n-k}\right\}^{1 / 2},
$$

a minimum assumed by no other polynomial than $C_{n}(z)$ in $A_{n}$; the remainder of Theorem 6 follows from Theorem 1.

Both Theorem 2 and the first part of Theorem 4 are clearly generalized in Theorem 6. We proceed to a corresponding generalization of the necessity of condition (16) in the second part of Theorem 4.
8. The number $R$ plays two roles in Theorem 4: it is both $\tau(S)$ and a parameter restricting the order of $\gamma_{j}$ in (16) if $k=k(n)$ is not bounded.

In extending the second part of Theorem 4 to a compact set $S$ of connected complement $K$ whose boundary $B$ consists of a finite number of rectifiable Jordan arcs or even to a more general set $S$ with regular connected complement $K$, the second of these roles is kept for $R$. To be more explicit we shall prove the following.

Theorem 7. Let $S$ be a compact set of connected regular complement $K$ and $R$ an arbitrary positive number such that the disc $|z| \leqq R$ contains $S$ in its interior.

Suppose that (16) holds with $k=k(n) \rightarrow \infty, k(n) \neq o(n)$. Then there exist polynomials $A_{n}(z, N) \in A_{n}\left(\gamma_{1}, \gamma_{2}, \cdots, \gamma_{k}\right)$ of least q.T.-norm $N=$ $N\left[A_{n}(z), S\right]$ on $S$ for which (1) is not valid.

We chose $R_{1}=R_{1}(R)>1$ so that not only $S$ but also $S_{R_{1}}$ of $\S 6$ is covered by $|z|<R$ (thus $\tau\left(S_{R_{1}}\right)<R$ ). We know (Cf. §6) that with $T_{n}(z, S) \in A_{n}, T_{n}\left(z, S_{R_{1}}\right) \in A_{n}$,

$$
\begin{equation*}
R_{1}^{n} M\left[T_{n}(z, S), S\right] \geqq M\left[T_{n}(z, S), S_{R_{1}}\right] \geqq M\left[T_{n}\left(z, S_{R_{1}}\right), S_{R_{1}}\right] \tag{18}
\end{equation*}
$$

On the other hand if $C_{R_{1}}$ denotes the boundary of $S_{R_{1}}$,

$$
\begin{align*}
\left\{M\left[T_{n}\left(z, S_{R_{1}}\right), S_{R_{1}}\right]\right\}^{2} \int_{C_{R_{1}}}|d z| & \geqq \int_{C_{R_{1}}}\left|T_{n}\left(z, S_{R_{1}}\right)\right|^{2}|d z|  \tag{19}\\
& \left.\geqq \int_{C_{R_{1}}}\left|A_{n}\left(z, N_{0}\right)\right|^{2}|d z|\right]
\end{align*}
$$

where $A_{n}\left(z, N_{0}\right) \in A_{n}$ is of least square norm $N_{0}$ on $S_{R_{1}}$,

$$
\left\{N_{0}\left[A_{n}(z), S_{R_{1}}\right]\right\}^{2}=\int_{C_{R_{1}}}\left|A_{n}(z)^{2}\right| d z \mid
$$

Fix $\gamma_{j}=\gamma_{j}(n), 1 \leqq j \leqq k=k(n)$, by

$$
\begin{gathered}
A_{n}(z) \equiv P_{n}(z)+R^{n}\binom{n}{k} P_{n-h}(z) /\binom{n-h}{h}+R^{k}\binom{n}{k} P_{n-k}(z) \\
+\lambda_{1} P_{n-k-1}(z)+\cdots+\lambda_{n-k} P_{0}(z)
\end{gathered}
$$

where $h=\left[\begin{array}{c}k \\ 2\end{array}\right]$, and the $P_{m}(z)=z^{m}+\cdots$ are mutually orthogonal on $C_{R_{1}}$. All zeros of the $P_{n .}(z)$ lie in $|z| \leqq R$ (Fejér, [2]) so (16) is satisfied; indeed $\binom{n}{k}\binom{n-h}{j}=\binom{n-h}{h}\binom{n}{n-h-j}$ for $1 \leqq j \leqq h$. For $A_{n}(z) \in A_{n}\left(\gamma_{1}\right.$, $\cdots, \gamma_{k}$ ) so chosen we have

$$
\begin{gathered}
A_{n}\left(z, N_{0}\right)=P_{n}(z)+R^{n}\binom{n}{k} P_{n-h}(z) /\binom{n-h}{h}+R^{k}\binom{n}{k} P_{n-k}(z), \\
\left\{N_{0}\left[A_{n}\left(z, N_{0}\right), S_{\left.R_{1}\right]}\right]\right\}^{2}=p_{n}+R^{2 h}\binom{n}{k}^{2} p_{n-k} /\binom{n-h}{h}^{2}+R^{2 k}\binom{n}{k}^{2} p_{n-k}
\end{gathered}
$$

where

$$
p_{j}=\int_{C_{R_{1}}}\left|P_{j}(z)\right|^{2}|d z|, \quad j=0,1,2, \cdots
$$

Hence

$$
N_{0}\left[A_{n}\left(z, S_{R_{1}}\right), S_{R_{1}}\right]>\max \left\{R^{n}\binom{n}{k} p_{n-h}^{1 / 2} /\binom{n-h}{h}, R^{k}\binom{n}{k} p_{n-k}^{1 / 2}\right\} .
$$

By Fekete-Walsh [5]

$$
p_{n}^{1 / 2 n} \rightarrow \tau\left(S_{R_{1}}\right) \quad \text { as } n \rightarrow \infty
$$

Consider any sequence of $n$ for which $\lim { }_{n}^{k}=\varepsilon$ exists with $0<\varepsilon \leqq 1$.
In case $0<\varepsilon<1$, (Cf. §4)

$$
\begin{align*}
\lim \inf \left\{N_{0}\left[A_{n}\left(z, S_{R_{1}}\right), S_{R_{1}}\right]\right\}^{1 / n} & \geqq R^{\varepsilon} \tau\left(S_{R_{1}}\right)^{1-\varepsilon}(1-\varepsilon)^{\varepsilon-1} \varepsilon^{-\varepsilon}  \tag{20}\\
& >R_{1} \tau(S)(1-\varepsilon)^{\varepsilon-1} \varepsilon^{-\varepsilon} ;
\end{align*}
$$

for we have $R>\tau\left(S_{R_{1}}\right)=R_{1} \tau(S)$.
In case $\varepsilon=1$, by $\binom{n}{k} /\binom{n-h}{h} \rightarrow 1$ as $n \rightarrow \infty$, we have

$$
\begin{equation*}
\lim \inf \left\{N_{0}\left[A_{n}\left(z, N_{0}\right), S_{R_{1}}\right]\right\}^{1 / n} \geqq R^{1 / 2} \tau\left(S_{R_{1}}\right)^{1 / 2} \cdot 2^{1 / 2} \geq R_{1} \tau(S) \cdot 2^{1 / 2} . \tag{21}
\end{equation*}
$$

Combining (20) or (21) with (18) and (19) we obtain

$$
\lim \sup \left\{M\left[T_{n}(z, S), S\right]\right\}^{1 / n}>\tau(S) \cdot\left((1-\varepsilon)^{-1} \varepsilon^{-\varepsilon} \text { or } 1\right) \geqq \tau(S) .
$$

Thus the proof is complete for the classical Tchebycheff norm $M$, and the theorem follows by Theorem 1.

Theorem 7 can be extended to arbitrary compact sets $S$ of positive transfinite diameter $\tau(S)$ with connected nonregular complement $K$, the role of $R$ being taken by any positive number such that the disc $|z|<R$ contains a level locus $C_{R_{1}}$ : $G(z)=\log R_{1}$ which consists of finitely many Jordan contours and separates $S$ from infinity. The proof is similar to the above one but uses the generalized Bernstein lemma in its extended form. (Walsh, [9], §4.9). Corresponding extensions to the case of $K$ nonregular can be made for Theorem $8^{\text {bis }}$ and the second part of Theorem 9 below (concerning the respective necessary conditions for the validity of (1)).
9. We have studied in some detail the conditions (12) and (16) singly and in combination, especially if $S$ is a circular disc, and in particular have shown in Theorem 7 for a more general set $S$ that (12) is necessary ${ }^{3}$ for (1) provided (16) is assumed with the choice $R>[\max |z|, z$ on $S]$. We are not in a position to prove that conversely
${ }^{3}$ Nevertheless $k=k(n)=O(n)$, more precisely $k(n)=n-1$, is compatible with the validity of (1) for $k$-fold restricted $n$th degree extremal polynomials $A_{n}(z, N) \equiv z^{n}+a_{1 n} z^{n-1}+\cdots$ $+a_{n-1, n} z+a_{n n}$ with suitably preassigned coefficients $a_{j_{n}}=\gamma_{j}=\gamma_{j}(n), 1 \leqq j \leqq k$, fulfilling condition (16) with the new choice $R=[\max |z|, z$ on $S]$. In fact, the coefficients $\gamma_{j}(n)$ of the classical $T$-polynomial $t_{n}(z)=z^{n}+\gamma_{1}(n) z^{n-1}+\cdots+\gamma_{n-1}(n) z+\gamma_{n}(n)$ on $S$, by Fejér's theorem, satisfy (16) with this special choice of $R$, and the $n$th degree ( $n-1$ )-fold restricted $T$ polynomials $T_{n}(z, S) \in A_{n}\left(\gamma_{1}(n), \cdots, \gamma_{n-1}(n)\right)$ minimizing the classical $T$-norm on $S$ obviously coincide with $t_{n}(z)$, thus satisfy $\left[\max \mid T_{n}(z, S), z \text { on } S\right\rceil^{1 / n} \rightarrow \tau(S)$ as $n \rightarrow \infty$. Hence, by Theorem 1, the validity of (1) for all $A_{n}(z, S) \in A_{n}\left(\gamma_{1}(n), \cdots, \gamma_{n-1}(n)\right)$ of least q. T. norm $N$ on $S$, subject to (16) with $R=|\max | z \mid, z$ on $S \mid$ as required, although (12) does not hold.
(12), with the assumption of (16), is sufficient for (1), but now prove for an arbitrary compact set $S$ that a slightly stronger condition on $k(n)$ than (12), namely (22), is sufficient for (1) with a weaker assumption than (16) concerning the centroids $c_{j}$ defined by (17).

Theorem 8. Let $S$ be an arbitrary compact set, and let $N$ be a continuous q.T.-norm on $S$. Let $A_{n}(z) \equiv z^{n}+\cdots$ minimize $N$ over $A_{n}\left(\gamma_{1}, \gamma_{\nu}, \cdots, \gamma_{k}\right)$ with

$$
\begin{align*}
& k=o\binom{n}{\log n},  \tag{22}\\
& \left|c_{j}\right| \leqq \alpha_{j},  \tag{2}\\
& 1 \leqq j \leqq k,
\end{align*}
$$

where the $\alpha_{3}$ are independent of $n$.
Then (1) is valid provided the power series

$$
\sum_{n=1}^{\infty} \alpha_{h} z^{n} / h!
$$

has positive radius of convergences $r .{ }^{4}$
Let $t_{n}(z) \equiv z^{h}+a_{1}^{(h)} z^{h-1}+\cdots+a_{h}^{(h)}$ be the $h$ th degree classical Tchebycheff polynomial minimizing the norm $M\left[A_{h}(z), S\right]$ on $S$ among all polynomials $A_{h}(z)$ with the leading terms $z^{h}$. Then a majorant of the $n$th degree generalized Tchebycheff polynomial $T_{n}(z, S) \in A_{n}$ can be expressed as the product $t_{n-k}(z) \cdot\left(z^{k}+\lambda_{1} z^{k-1}+\cdots+\lambda_{k}\right)$ where the coefficients $\lambda_{j}=\lambda_{j}(k, n)$ satisfy the linear equations

$$
\begin{aligned}
& \lambda_{1}+a_{1}^{(n-k)}=\gamma_{1}, \lambda_{2}+\lambda_{1} a_{1}^{(n-k)}+a_{2}^{(n-k)}=\gamma_{2}, \cdots \\
& \lambda_{k}+\lambda_{k-1} a_{1}^{(n-k)}+\lambda_{k-2} a_{2}^{(n-k)}+\cdots+\alpha_{n-2 k}^{(n-k)}=\gamma_{k} .
\end{aligned}
$$

Hence, by Fejér's Theorem [2] on the zeros of $t_{n}(z)$

$$
\left|\lambda_{1}\right| \leqq\left|\gamma_{1}\right|+\left|\alpha_{1}^{(n-k)}\right| \leqq\binom{ n}{1} \alpha_{1}+\binom{n-k}{1} R<n R\left(1+\begin{array}{l}
\alpha_{1} \\
R
\end{array}\right)
$$

where $R \geqq[\max |z|, z \in S]+1$. Similarly,

[^3]\[

$$
\begin{aligned}
\left|\lambda_{2}\right| & \leqq\left|r_{2}\right|+\left|\lambda_{1}\right|\left|a_{1}^{(n-k)}\right|+\left|a_{1}^{(n-k)}\right| \leqq\binom{ n}{2} \alpha_{2}+n R\left(1+\frac{\alpha_{1}}{R}\right)\binom{n-k}{1} R \\
& +\binom{n-k}{2} R^{2}<2 n^{2} R^{2}\left(1+\frac{\alpha_{1}}{R}+\frac{\alpha_{2}}{2!R^{2}}\right), \\
\lambda_{3} & \leqq\left|r_{3}\right|+\left|\lambda_{2}\right|\left|a_{1}^{(n-k)}\right|+\left|\lambda_{1}\right|\left|a_{2}^{(n-k)}\right|+\left|a_{3}^{(n-k)}\right| \\
& \leqq\binom{ n}{3} \alpha_{3}+2 n^{2} R^{2}\left(1+\frac{\alpha_{1}}{R}+\frac{\alpha_{2}}{2!R^{2}}\right)\binom{n-k}{1} R \\
& +n R\left(1+\frac{\alpha_{1}}{R}\right)\binom{n-k}{2} R^{2}+\binom{n-k}{3} R^{3} \leqq 2^{2} n^{3} R^{3}\left(1+\frac{\alpha_{1}}{R}+\frac{\alpha_{2}}{2!R^{2}}+\frac{\alpha^{3}}{3!R^{3}}\right),
\end{aligned}
$$
\]

and so on; finally

$$
\left|\lambda_{k}\right| \leqq 2^{k-1} n^{k} R^{k}\left(1+\frac{\alpha_{1}}{R}+\frac{\alpha_{2}}{2!R^{2}}+\cdots+\frac{\alpha_{k}}{k!R^{k}}\right) .
$$

Hence, for $R>1 / r$ we have

$$
\begin{aligned}
& M\left[T_{n}(z, S), S\right]<M\left[t_{n}(z), S\right] \cdot(k+1) 2^{k-1} n^{k} R^{k}\left(1+\frac{\alpha_{1}}{R}+\frac{\alpha_{2}}{2!R^{2}}\right. \\
&\left.+\cdots+\frac{\alpha_{k}}{k!R^{k}}+\cdots \text { in inf. }\right)
\end{aligned}
$$

and, therefore, by (22) and

$$
\begin{gathered}
\lim \left\{M\left[t_{n}(z), S\right]\right\}^{1 / n}=\tau(S), \\
\lim \sup \left\{M\left[T_{n}(z, S), S\right]\right\}^{1 / n} \leqq \tau(S) .
\end{gathered}
$$

On the other hand

$$
\lim \inf \left\{M\left[T_{n}(z, S), S\right]\right\}^{1 / n} \geqq \tau(S)
$$

Thus the proof is complete for the classical Tchebycheff norm $M$, and the theorem follows by Theorem 1.

As a converse of the proposition just demonstrated we prove
Theorem 8 bis. Let $S$ satisfy the assumptions of Theorem 7. Suppose $k=k(n) \rightarrow \infty$ as $n \rightarrow \infty$ but $k(n) \neq o(n / \log n)$. Then there exist polynomials $\alpha_{n}(z, N) \in A_{n}\left(\gamma_{1}, \gamma_{2}, \cdots, \gamma_{k}\right)$ of least q.T.-norm $N=N\left[\alpha_{n}(z), S\right]$ on $S$ with $\left|\gamma_{j}^{(n)}\right| \leqq\binom{ n}{j} \alpha_{j}$ for $1 \leqq j \leqq k(n)$ and $\lim \sup \left[\alpha_{n} \mid h!\right]^{1 / n}<\infty$ for which (1) is not valid.

Since Theorem 7 established the existence in question in the case $\alpha_{j}=R^{j}$ if $k(n) \neq 0(n)$, we assume $\lim \sup (k \log n / n)>0$ with $k / n \rightarrow 0$. Then we fix $\gamma_{j}=\gamma_{j}(n), 1 \leqq j \leqq k=k(n)$, by

$$
\alpha_{n}(z) \equiv P_{n}(z)+\binom{n}{k}(k!)^{1 / 2} R^{k} P_{n-k}(z)+\lambda_{1} P_{n-k-1}(z)+\cdots+\lambda_{n-k} P_{0}(z),
$$

where $P_{n}(z), C_{R_{1}}$, and $R_{1}$ have the same meaning as in $\S 8$; thus $\left|r_{j}(n)\right|<\binom{n}{j} R^{j}$ for $1 \leqq j \leqq k-1$ and $\left|\gamma_{k}(n)\right|<\binom{n}{k}\left[1+(k!)^{1 / 2}\right] R^{k}$ and therefore $\alpha_{h}=1+(h!)^{1 / 2}$ satisfies our hypothesis. The $n$th degree polynomial $\alpha_{n}\left(z, N_{0}\right)$ of least square norm

$$
N_{0}=N_{0}\left[\alpha_{n}(z), C_{R_{1}}\right]=\left\{\int_{C_{R_{1}}}\left|\alpha_{n}(z)\right|^{2}|d z|\right\}^{1 / 2}
$$

on $C_{R_{1}}$ among all

$$
\alpha_{n}(z) \equiv z^{n}+\cdots \in A_{n}\left(\gamma_{1}, \cdots, \gamma_{n}\right)
$$

is obviously

$$
P_{n}(z)+\binom{n}{k}(k!)^{1 / 2} R^{k} P_{n-k}(z),
$$

and we have

$$
\int_{C_{R_{1}}}\left|\alpha_{n}\left(z, N_{0}\right)\right|^{2}|d z|>R^{2 k} k!\int_{C_{R_{1}}}\left|P_{n-k}(z)\right|^{2}|d z|=R^{2 k} k!p_{n-k} .
$$

In view of $k(n)=o(n), \quad p_{n}^{1 / 2 n} \rightarrow \tau\left(C_{R_{1}}\right)=R_{1} \tau(S), \quad \lim \sup [k \log n / n]=$ $\varepsilon(>0)$, we have now

$$
\begin{aligned}
\lim \sup \left\{\int_{C_{R_{1}}}\left|\alpha_{n}\left(z, N_{0}\right)\right|^{2}|d z|\right\}^{1 / 2 n} & \geqq R_{1} \tau(S) \lim \sup (k!)^{1 / 2 n} \\
& \geqq R_{1} \tau(S) e^{\varepsilon / 2}>R_{1} \tau(S) .
\end{aligned}
$$

Combination of this inequality with (18) and (19) yields

$$
\lim \sup \left\{M\left[T_{n}(z, S), S\right]\right\}^{1 / 2}>\tau(S)
$$

for the polynomial $T_{n}(z, S) \in A_{n}\left(\gamma_{1}, \gamma_{2}, \cdots, \gamma_{k}\right)$ minimizing the classical norm $M\left[\alpha_{n}(z), S\right]$ on $S$, and the theorem is established.
10. We conclude our investigations concerning the validity of (1) with $A_{n}(z, N) \in A_{n}\left(\gamma_{1}, \gamma_{2}, \cdots, \gamma_{k}\right)$ by considering the particular case

$$
k=k(n)=O(1)
$$

nearest to the simplest one: $k=$ const. Using arguments similar to those just applied in the proof of Theorem 8 we obtain at once, for arbitrary compact set $S$

$$
\begin{aligned}
\tau(S)^{n} & \leqq M\left[T_{n}(z, S), S\right] \\
& \leqq M\left[t_{n}(z), S\right] \cdot(k+1) \cdot 2^{k-1} n^{k} R^{k}\left(1+\frac{\alpha_{1}}{R}+\frac{\alpha_{2}}{2!R^{2}}+\cdots+\frac{\alpha_{k}}{k!R^{k}}\right)
\end{aligned}
$$

provided $\left|\gamma_{j}\right| \leqq\binom{ n}{j} \alpha_{j}, \alpha_{j}=\alpha_{j}(n)$. Hence by the hypothesis $k=O(1)$

$$
\begin{aligned}
\tau(S) & \leqq \liminf \left\{M\left[T_{n}(z, S), S\right]\right\}^{1 / n} \leqq \lim \sup \left\{M\left[T_{n}(z, S), S\right]\right\}^{1 / n} \\
& \leqq \tau(S) \cdot \max \left(1, \lim \sup \left\{\left[\max \alpha_{j}(n), 1 \leqq j \leqq k=k(n)\right]\right\}^{1 / n}\right) .
\end{aligned}
$$

Hence the validity of (1) for the classical Tchebycheff norm $M$ and thus also for each continuous q.T.-norm $N$ provided

$$
\begin{equation*}
\lim \sup \left\{\alpha_{j}(n)\right\}^{1 / n} \leqq 1, \tag{24}
\end{equation*}
$$

$$
1 \leqq j \leqq \max _{n \geqq 2} k(n)
$$

Conversely, the condition (24) in case $\left|r_{j}\right| \leqq\binom{ n}{j} \alpha_{j}(n), 1 \leqq j \leqq k(n)=O(1)$, is also necessary for (1) with $A_{n}(z, N) \in A_{n}\left(\gamma_{1}, \cdots, \gamma_{k}\right)$ for $N$ the classical Tchebycheff norm $M$ and hence for arbitrary q.T.-norms $N$ continuous in $A_{n}$ on a compact set $S$ of connected regular complement $K$.

In fact, fix $\gamma_{j}=\gamma_{j}(n), 1 \leqq j \leqq k=k(n)$, by

$$
A_{n}(z) \equiv P_{n}(z)+\alpha_{k}(n)\binom{n}{k} P_{n-k}(z)+\lambda_{1} P_{n-k-1}(z)+\cdots+\lambda_{n-k} P_{0}(z),
$$

where the $P_{m}(z)=z^{m}+\cdots$ are mutually orthogonal on $C_{R_{1}}$ and $R, R_{1}(R)$, $C_{R_{1}}$, and $S_{R_{1}}$ are defined as in § 8. Then with $\alpha_{j}(n) \equiv R^{j}$ for $1 \leqq j \leqq k-1$, the condition (24) is fulfilled. We shall show that (1) cannot hold under our hypotheses unless (24) is satisfied also for $j=k$. In the proof we may restrict ourselves to the classical Tchebycheff norm $M$, minimized by the generalized Tchebycheff polynomial $T_{n}(z, S) \in A_{n}\left(\gamma_{1}, \cdots, \gamma_{k}\right)$. Applying the results (18) and (19) of § 8 we can write

$$
\begin{equation*}
R_{1}^{n} M\left[T_{n}(z, S), S\right]\left\{\int_{C_{R_{1}}}|d z|\right\}^{1 / 2} \geqq\left\{\int_{C_{R_{1}}}\left|A_{n}\left(z, N_{0}\right)\right|^{2}|d z|\right\}^{1 / 2}, \tag{25}
\end{equation*}
$$

where $A_{n}\left(z, N_{0}\right) \in A_{n}\left(\gamma_{1}, \cdots, r_{k}\right)$ is the $n$th degree polynomial of least square norm $N_{0}\left(A_{n}(z), S_{R_{1}}\right)=\left\{\int_{C_{R_{1}}}\left|A_{n}(z)\right|^{2}|d z|\right\}^{1 / 2}$ on $C_{R_{1}}$. Our above choice of $A_{n}\left(\gamma_{1}, \cdots, \gamma_{k}\right)$ yields

$$
A_{n}\left(z, N_{0}\right) \equiv P_{n}(z)+\alpha_{k}(n)\binom{n}{k} P_{n-k}(z),
$$

whence

$$
\begin{equation*}
\left\{N_{v}\left[A_{n}\left(z, N_{0}\right), S_{R_{1}}\right]\right\}^{2}=p_{n}+\left\{\alpha_{k}(n)\binom{n}{k}\right\}^{2} p_{n-k} \tag{26}
\end{equation*}
$$

Combining (25) with (26) leads in view of $\lim p_{m}^{1 / m}=\tau\left(S_{R_{1}}\right)$ to

$$
R_{1} \lim \sup \left\{M\left[T_{n}(z, S), S\right]\right\}^{1 / n} \geqq \tau\left(S_{R_{1}}\right) \lim \sup \left\{\alpha_{k}(n)\right\}^{1 / n},
$$

which by $\tau\left(S_{R_{1}}\right)=R_{1} \tau(S)$ is equivalent to

$$
\lim \sup \left\{M\left[T_{n}(z, S), S\right]\right\}^{1 / n} \geqq \tau(S) \lim \sup \left\{\alpha_{k}(n)\right\}^{1 / n}
$$

This establishes (24) as a necessary condition for (1) in case of the $M$ norm and hence also for all q.T.-norms $N$ on any set $S$ of the type considered. We summarize the foregoing results in

Theorem 9. Let $S$ be an arbitrary compact set, and let $N$ be a continuous q.T.-norm on $S$. Let $A_{n}(z)=z^{n}+\cdots$ minimize $N$ over $A_{n}\left(\gamma_{1}, \cdots, \gamma_{k}\right)$ with

$$
\begin{gather*}
k=k(n)=O(1)  \tag{27}\\
\left|\gamma_{j}\right| \leqq\binom{ n}{j} \alpha_{j}(n), \quad 1 \leqq j \leqq k \tag{28}
\end{gather*}
$$

Then (1) is valid provided (24) holds. Conversely, in case (27) is fulfilled, (24) is also necessary for (1) provided $S$ is a compact set of regular complement $K$.
11. In the previous sections we developed conditions, necessary or sufficient or both, for the validity of (1). By Theorem 1 such conditions are the same for all q.T.-norms $N$ which are defined on the set $S$ considered. If (1) does not hold, there might be two possibilities:
(a) $\lim \left\{N\left[A_{n}(z, N), S\right]\right\}^{1 / n}=\omega\left(S, N, \gamma_{1}, \gamma_{2}, \cdots, r_{k}\right)$, with the polynomials $A_{n}(z, N)$ of least $N$-norm restricted to some given $A_{n}\left(\gamma_{1}, \cdots, \gamma_{k}\right)$, but $\omega$ is different from $\tau(S)$;
(b) the $\left\{N\left[A_{n}(z, N), S\right]\right\}^{1 / n}$ have no limit as $n \rightarrow \infty$ if $A_{n}(z, N) \in A_{n}$, that is

$$
\lim \inf \left\{N\left[A_{n}(z, N), S\right]\right\}^{1 / n}=\alpha\left(S, N, \gamma_{1}, \cdots, \gamma_{r}\right)
$$

is actually smaller than

$$
\lim \sup \left\{N\left[A_{n}(z, N), S\right]\right\}^{1 / n}=\beta\left(S, N, \gamma_{1}, \cdots, \gamma_{k}\right)
$$

12. It is easy to show that both possibilities (a) and (b) may eventually occur. In the light of this fact the following result has some intrinsic interest:

Theorem 10. Let $S$ be an arbitrary compact set and let $N=$ $N\left[A_{n}(z), S\right]$ be any given q.T.-norm defined and continuous in $A_{n}=$ $A_{n}\left(\gamma_{1}, \cdots, \gamma_{k}\right)$ on $S$. Let the least $N$-norm $\nu_{n}$ on $S$ for polynomials $A_{n}(z) \in A_{n}$ satisfy

$$
\begin{aligned}
& \lim \inf \nu_{n}^{1 / n}=\alpha\left(S, N, \gamma_{1}, \cdots, \gamma_{k}\right), \\
& \lim \sup \nu_{n}^{1 / n}=\beta\left(S, N, \gamma_{1}, \cdots, \gamma_{k}\right) .
\end{aligned}
$$

Then $\alpha$ and $\beta$ are independent of the particular choice of $N$ and, consequently $\lim \nu_{n}^{1 / n}$ exists or not for all q.T.-norms $N$, the coexisting limits having the same value $\omega\left(S, \gamma_{1}, \cdots, \gamma_{n}\right)$.

Applying (5) with $A_{n}(z) \equiv A_{n}(z, N)$ the polynomial of least $N$-norm on $S$ for $A_{n}(z) \in A_{n}$, we obtain

$$
\begin{align*}
\lim \inf \left\{N\left[A_{n}(z, N), S\right]\right\}^{1 / n} & \geqq \lim \inf \left\{M\left[A_{n}(z, N), S\right]\right\}^{1 / n}  \tag{29}\\
& \geqq \lim \inf \left\{M\left[A_{n}(z, M), S\right]\right\}^{1 / n}, \\
\lim \sup \left\{N\left[A_{n}(z, N), S\right]\right\}^{1 / n} & \geqq \lim \sup \left\{M\left[A_{n}(z, N), S\right]\right\}^{1 / n} \\
& \geqq \lim \sup \left\{M\left[A_{n}(z, M), S\right]\right\}^{1 / n},
\end{align*}
$$

while (4) applied to $A_{n}(z) \equiv A_{n}(z, M) \in A_{n}$ yields
$\lim \inf \left\{N\left[A_{n}(z, N), S\right]\right\}^{1 / n} \leqq \lim \inf \left\{M\left[A_{n}(z, M), S\right]\right\}^{1 / n}$,
$\lim \sup \left\{N\left[A_{n}(z, N), S\right]\right\}^{1 / n} \leq \lim \sup \left\{M\left[A_{n}(z, M), S\right]\right\}^{1 / n}$.
Combining (29) with (30) leads to

$$
\alpha\left(S, N, \gamma_{1}, \cdots, \gamma_{k}\right)=\alpha\left(S, M, \gamma_{1}, \cdots, \gamma_{k}\right),
$$

and we similarly obtain

$$
\beta\left(S, N, \gamma_{1}, \cdots, \gamma_{k}\right)=\beta\left(S, M, \gamma_{1}, \cdots, \gamma_{k}\right)
$$

for all q.T.-norms $N$ defined and continuous in $A_{n}$ on $S$. Thus the proof for the independence of $\alpha$ and $\beta$ of the choice of $N$ is complete and hence the rest of the theorem follows if $\alpha=\beta$.

## PART II

Asymptotic properties of the moduli, and of the zeros of POLYNOMIALS OF LEAST NORM

1. In Part I we have developed primarily sufficient conditions for the validity of (1); we propose now to consider necessary conditions for (1), namely consequences of (1) such as (2) which are significant in the study of restricted extremal polynomials. Our first three theorems
are entirely general, without special reference to extremal polynomials.
Theorem 11. Let $S$ be a point set of positive transfinite diameter whose complement $K$ is a region containing the point at infinity, and let the zeros of the polynomials $p_{n}(z) \equiv z^{n}+a_{n 1} 1^{n-1}+\cdots+a_{n n}$ be uniformly bounded. Then

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} P_{n}^{1 / n} \leqq \tau(S), \quad P_{n}=\left[\max \left|p_{n}(z)\right|, z \text { on } S\right], \tag{31}
\end{equation*}
$$

implies

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left(a_{n 1} / n\right)=a_{1}, \tag{32}
\end{equation*}
$$

where $-a_{1}$ is the conformal center of gravity of $S$. That is, the center of gravity of the zeros of $p_{n}(z)$ approaches the conformal center of gravity of $S$.

For any sequence of polynomials $p_{n}(z) \equiv z^{n}+\cdots$ we have

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} P_{n}^{1 / n} \geqq \tau(S), \tag{33}
\end{equation*}
$$

since the corresponding relation holds for the Tchebycheff polynomials of $S$; thus (31) is equivalent to

$$
\begin{equation*}
\lim _{n \rightarrow \infty} P_{n}^{1 / n}=\tau(S) . \tag{34}
\end{equation*}
$$

If $G(z)$ is the generalized Green's function for $K$ with pole at infinity, a suitably chosen level locus $C_{R}: G(z)=\log R(>0)$ in $K$ consists of a single Jordan curve containing in its interior both $S$ and all the zeros of the $p_{n}(z)$. It then follows from (34) that we have exterior to $C_{R}$, uniformly on any closed bounded set exterior to $C_{R}$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left|p_{n}(z)\right|^{1 / n}=|\phi(z)|, \tag{35}
\end{equation*}
$$

where $\phi(z) \equiv \exp [G(z)+i H(z)+\log \tau(S)]$ and $H(z)$ is conjugate to $G(z)$ in $K$; we need merely apply a previous result [Fekete and Walsh, [5], Theorem 11], where (31) is used to establish (loc. cit.)

$$
\limsup _{n \rightarrow \infty}\left[\max \left|p_{n}(z)\right|, z \text { on } C_{R}\right]^{1 / n} \leqq R \cdot \tau(S) ;
$$

the closed interior of the present $C_{R}$ contains all zeros of the $p_{n}(z)$ and has the transfinite diameter $R \cdot \tau(S)$.

We write (35) in the form

$$
\begin{equation*}
\left.\lim _{n \rightarrow \infty}\left|p_{n}(z)\right| z^{n}\right|^{1 / n}=|\phi(z)| z \mid, \tag{36}
\end{equation*}
$$

which holds uniformly in some neighborhood of the point at infinity.

We set

$$
\begin{equation*}
\phi(z) \equiv z+a_{1}+a_{2} z^{-1}+\cdots ; \tag{37}
\end{equation*}
$$

it is of course no loss of generality to choose $\phi^{\prime}(\infty)=1$, and here $-a_{1}$ is by definition the conformal center of gravity of $S$. If the $n$th root in (36) is suitably chosen, namely with the value unity at infinity, (36) implies

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left[1+\frac{a_{n 1}}{z^{2}}+\frac{a_{n 3}}{z}+\cdots\right]^{1 / n}=1+\frac{a_{1}}{z}+\frac{a_{2}}{z^{2}}+\cdots \tag{38}
\end{equation*}
$$

uniformly in some neighborhood of the point at infinity. We use here the theory of normal families of functions. Any infinite sequence of the functions in the first member of (38) is bounded and admits a subsequence converging uniformly in the neighborhood of infinity. All limit functions are analytic in this neighborhood, have the same modulus there, and are equal at infinity ; hence these limit functions are identical, and the original sequence converges uniformly in a neighborhood of infinity to this limit function. Equation (38) implies (32).
2. Of course this same reasoning applies to the higher coefficients in (38) ; for instance

$$
\frac{2 a_{n 2}-a_{n 1}^{2}}{2 n} \rightarrow a_{2}-\frac{a_{1}^{2}}{2},
$$

but (32) would seem to be the most interesting of these relations.
Equation (32) has been previously established by Schiffer [8] for the case that $K$ possesses a classical Green's function, and where the $p_{n}(z)$ are the Fekete polynomials for $S$, whose zeros lie on $S$ and maximize the discriminant.

In the hypothesis of Theorem 11 we may replace (31) by the corresponding inequality involving an arbitrary quasi-Tchebycheff norm; compare [Fekete and Walsh, [5], Theorem 2].
3. The significance of Theorem 11 in the theory of once-restricted and $k$-fold restricted extremal polynomials is that if (31) is satisfied, then unless (32) is also satisfied the zeros of the $p_{n}(z)$ cannot be bounded; thus (36) cannot be valid uniformly in the neighborhood of infinity, and may not be valid on every compact set in $K$. Of course (36) is valid uniformly in the neighborhood of infinity for all classical extremal polynomials [Fekete and Walsh, [5], Theorems 11 and 13].

An illustration here is illuminating; we choose $S$ as $|z| \leqq 1$ and prescribe merely the (constant) center of gravity $c_{1}(\neq 0)$ of the zeros of each $p_{n}(z)$. The extremal polynomials with the least-square norm on
the boundary of $S$ are

$$
p_{n}(z) \equiv z^{n}-n c_{1} z^{n-1} \equiv z^{n-1}\left(z-n c_{1}\right),
$$

and the zeros of these polynomials are not bounded. It is striking that (36) continues to hold, but nonuniformly, in the neighborhood of infinity. Moreover, if we replace the prescribed $c_{1}$ by $c_{1}^{(n)}$, where $c_{1}^{(n)} \rightarrow 0$, then the zeros of $p_{n}(z)$ are bounded if and only if the numbers $n c_{1}^{(n)}$ are bounded.

Theorem 11 (like later results) does not require that the $p_{n}(z)$ be defined for every $n$; it is sufficient if these polynomials are given for an infinite sequence of values of $n$. Thus, if the $p_{n}(z)$ are given and (32) is not satisfied, the zeros of the sequence $p_{n}(z)$ cannot be bounded; if (32) is satisfied for no subsequence of indices $n$, the zeros of no subsequence of the $p_{n}(z)$ can be bounded; in particular if the $p_{n}(z)$ are oncerestricted extremal polynomials $p_{n}(z) \equiv z^{n}+n a_{1} z^{n-1}+\cdots$ with constant $a_{1}$ different from the conformal center of gravity of $S$, there exists a unique sequence for $n$ sufficiently large of zeros $z_{n}$ of the respective $p_{n}(z)$, where $子_{n}$ lies exterior to the extended convex hull $H_{1}$ of $S$, with $\gamma_{n} \rightarrow \infty$, and all other zeros of $p_{n}(z)$ lie in $H_{1}$; compare Fekete and Walsh [6; Theorem VII].
4. Deeper results can be established concerning the zeros of the $p_{n}(z)$ which become infinite.

Theorem 12. Let $S$ be a point set of positive transfinite diameter whose complement $K$ is a region containing the point at infinity. Let $G(z)$ be the generalized Green's function for $K$ with pole at infinity, and let $\Gamma$ be a Jordan curve in $K$ which separates $S$ from the point at infinity. Suppose

$$
p_{n}(z) \equiv z^{n}+a_{n 1} z^{n-1}+\cdots+a_{n n},
$$

and suppose (31) is valid. Let us write $p_{n}(z) \equiv q_{n-\sigma}(z) \cdot r_{\sigma}(z)$, where $r_{\sigma}(z) \equiv$ $z^{\sigma}+\cdots$ is a polynomial whose zeros are precisely the zeros of $p_{n}(z)$ exterior to $\Gamma$. Then we have

$$
\begin{gather*}
\sigma=\sigma(n)=o(n),  \tag{39}\\
\lim _{n \rightarrow \infty} Q_{n-\sigma}^{1(n-\sigma)=\tau(S), \quad} \quad Q_{n-\sigma}=\max \left[\left|q_{n-\sigma}(z)\right|, z \text { on } S\right] . \tag{40}
\end{gather*}
$$

Equation (39) follows at once [Walsh and Evans, [10]], for the number $n-\sigma$ of zeros of $p_{n}(z)$ on and interior to $\Gamma$ satisfies $(n-\sigma) / n \rightarrow 1$.

Since $S$ is closed, the distance $d$ from $S$ to $\Gamma$ is positive, so for $z$ on $S$ we have $\left|r_{\sigma}(z)\right|>d^{\sigma}$. Consideration of a point $z$ of $S$ at which $\left|q_{n-\sigma}(z)\right|=Q_{n-\sigma}$ then yields

$$
\begin{equation*}
\left|q_{n-\sigma}(z)\right| \cdot d^{\sigma}=Q_{n-\sigma} \cdot d^{\sigma}<Q_{n-\sigma} \cdot\left|r_{\sigma}(z)\right| \leqq P_{n} . \tag{41}
\end{equation*}
$$

Equation (39) implies $d^{\sigma / n} \rightarrow 1$, whence from (41)

$$
\lim \sup Q_{n-\sigma}^{1 / n} \leqq \lim \sup P_{n}^{1 / n} \leqq \tau(S)
$$

But we may write also

$$
\lim \sup Q_{n-\sigma}^{1 / n}=\lim \sup Q_{n-\sigma}^{1 /(n-\sigma)},
$$

so (40) follows by the analogue of (33).
Of course it is a consequence of (40) that the center of gravity of the zeros of $q_{n-\sigma}(z)$ approaches the conformal center of gravity of $S$.

It follows from Theorem 12 [Walsh and Evans, [10], p. 335] that on any closed set exterior to $\Gamma$ we have

$$
\lim _{n \rightarrow \infty}\left|q_{n-\sigma}(z)\right|^{1 /(n-\sigma)}=|\phi(z)|
$$

the analogue of (35).
5. Our main interest lies in the zeros of $p_{n}(z)$ which become infinite, but Theorem 12 deals also with also with other zeros. In particular, if $p_{n}(z)$ is a $k$-fold restricted $(k=$ const.) extremal polynomial on $S$ for $a$ monotonic quasi-Tchebycheff norm, and if either $\Gamma$ is the boundary of $H_{k}(S)$ (supposed to contain $S$ in its interior) or is a curve containing $H_{k}(S)$ in its closed interior, then at most $k$ zeros of $p_{n}(z)$ lie exterior to $\Gamma$; we have $\sigma(n) \leqq k$. Moreover, equation (35) is valid uniformly on any closed bounded set in $K$ containing no limit point of the zeros of the $p_{n}(z)$; and (35) with $p_{n}(z)$ replaced by $q_{n-\sigma}(z)$ is valid uniformly on any closed bounded set in $K$ containing no limit point of the zeros of the $q_{n-\sigma}(z)$, in particular is valid on any closed bounded set exterior to $\Gamma$ [compare Walsh and Evans, [10], p. 335].
6. Theorem 13 is complementary to Theorem 12:

Theorem 13. Under the conditions of Theorem 12 we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} R_{\sigma}^{1 / n}=1, \quad R_{\sigma}=\left[\max \left|r_{\sigma}(z)\right|, z \text { on } S\right] \tag{42}
\end{equation*}
$$

There exists a number $D$ independent of $Z$ such that for each fixed point $Z$ on or exterior to $\Gamma$ and as $Z_{1}$ and $Z_{2}$ range over $S$, we have for the distances

$$
\frac{\max \overline{Z Z_{1}}}{\min \overline{Z Z_{2}}} \leqq D
$$

for the first member depends continuously on $Z$ and approaches unity
as $Z \rightarrow \infty$. The zeros of $r_{\sigma}(z)$ lie exterior to $\Gamma$, so for $z$ on $S$ we have

$$
\frac{\max \left|r_{\sigma}(z)\right|}{\min \left|r_{\sigma}(z)\right|} \leqq D^{\sigma} .
$$

From (41) we may write for $z$ on $S$

$$
\begin{gather*}
Q_{n-\sigma} \cdot\left[\min \left|r_{\sigma}(z)\right|\right] \leqq P_{n}, \\
Q_{n-\sigma} \cdot R_{\sigma} \leqq Q_{n-\sigma} \cdot\left[\min \left|r_{\sigma}(z)\right|\right] D^{\sigma} \leqq P_{n} \cdot D^{\sigma} . \tag{43}
\end{gather*}
$$

In equation (40) we may replace the exponent $1 /(n-\sigma)$ by $1 / n$, so from (43), (31), and (39) we have

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} R_{\sigma}^{1 / n} \leqq 1 \tag{44}
\end{equation*}
$$

However, (33) for arbitrary polynomials here shows

$$
\begin{gather*}
\liminf _{n \rightarrow \infty} R_{\sigma}^{1 / \sigma} \geqq \tau(S), \\
\liminf _{n \rightarrow \infty}\left[\frac{1}{n} \log R_{\sigma}\right] \geqq 0, \tag{45}
\end{gather*}
$$

and (42) follows.
7. A result similar to Theorems 12 and 13 is the following.

Under the hypothesis of Theorem 12 let $\Gamma_{1}$ be an arbitrary Jordan curve in $K$ containing on or within it no point of $S$, and let $r_{\sigma}(z) \equiv$ $z^{\sigma}+\cdots$ be the polynomial whose zeros are the zeros of $p_{n}(z)$ on and within $\Gamma_{1}$, with $p_{n}(z) \equiv q_{n-\sigma}(z) \cdot r_{\sigma}(z)$. Then we have (39), (40), (42), and the relation $\lim \left|q_{n-\sigma}(z)\right|^{1 /(n-\sigma)}=|\phi(z)|$ uniformly on any closed set interior to $\Gamma_{1}$. Here (39) follows at once [Walsh and Evans, [10]], (40) follows as in the proof of Theorem 12, (42) follows from the boundedness of the zeros of $r_{\sigma}(z)$ and from (45), and the remaining remark is immediate [Walsh and Evans, [10], p. 335].
8. Theorems 12 and 13 , devoted to arbitrary sequences of polynomials $p_{n}(z)$ such as those studied in Walsh and Evans [10], yield a precise result for restricted extremal polynomials in the case $k=1$.

Theorem 14. Let $S$ be a closed bounded set of positive transfinite diameter, and let $p_{n}(z) \equiv z^{n}+\cdots$ be the sequence of once-restricted polynomials on $S$, with constant center of gravity of the zeros different from the conformal center of gravity of $S$, extremal for a monotonic quasiTchebycheff norm. Let $C$ be a (closed) circular disk containing $S$, let $C^{\prime}$
be a concentric disk whose radius is three times as great, and let

$$
r_{\sigma}(z) \equiv z^{\sigma}+\cdots, \quad \sigma=\sigma(n)=1 \text { or } 0,
$$

be the polynomial whose zero is the zero of $p_{n}(z)$ if any exterior to $C^{\prime}$, otherwise unity. Set

$$
q_{n-\sigma}(z) \equiv z^{n-\sigma}+\cdots, \quad p_{n}(z) \equiv q_{n-\sigma}(z) \cdot r_{\sigma}(z) .
$$

Then (34), (40), and (42) are valid. Moreover on any closed bounded set $S_{1}$ exterior to $H$ we have uniformly (notation of (35))

$$
\begin{equation*}
\lim \left|p_{n}(z)\right|^{1 / n}=\lim \left|q_{n-\sigma}(z)\right|^{1 / n}=|\phi(z)| . \tag{46}
\end{equation*}
$$

The present writers have previously [6] shown that if a zero of $p_{n}(z)$ lies exterior to $C^{\prime}$, then all other zeros of $p_{n}(z)$ lie in $C$. Moreover it is remarked in § 3 that under the present conditions a zero of $p_{n}(z)$ lies exterior to $C^{\prime}$ for $n$ sufficiently large. Thus $\sigma(n)=1$ for $n$ sufficiently large. Equation (34) is known [part I, § 10], (40) follows from Theorem 12, and (42) from Theorem 13.

The zeros of the polynomials $p_{n}(z)$ and $q_{n-\sigma}(z)$ have no (finite) limit point exterior to $H$. Indeed, if $z=\alpha$ is assumed to be such a limit point, let $\Gamma$ be a circular disc containing $H$ in its interior but to which $\alpha$ is exterior. For $n$ sufficiently large a zero of $p_{n}(z)$ lies exterior to the dise concentric with $\Gamma$ whose radius is three times as great, and consequently [Fekete and Walsh, [6], Theorem IX] all other zeros of $p_{n}(z)$ lie in $\Gamma$, which contradicts the assumption of $\alpha$ as a limit point of zeros.

Equation (46) now follows [Walsh and Evans, [10], p. 335]. If $S_{1}$ is a closed bounded set exterior to $H$, for $n$ sufficiently large no zeros of $p_{n}(z)$ lie on $S_{1}$.
9. Under the conditions of Theorem 14 we can obtain some information about the asymptotic behavior of the one zero $z_{1}$ among the totality of zeros $\left(z_{1}, z_{2}, \cdots, z_{n}\right)$ of $p_{n}(z)$ which becomes infinite. If $\alpha$ is the prescribed center of gravity and $a$ the conformal center of gravity of $S$, we have $z_{1}+z_{2}+\cdots+z_{n}=n \alpha$, and by Theorem 11

$$
\begin{gathered}
z_{2}+z_{3}+\cdots+z_{n} \\
n-1
\end{gathered} a, \quad \frac{z_{1}+z_{3}+\cdots+z_{n}}{n} \rightarrow a, \quad \begin{aligned}
& z_{1} \\
& n
\end{aligned} \rightarrow \alpha-a
$$

10. We are not in a position to extend Theorem 14 to the case of $k$-fold restricted extremal polynomials, $k>1$, for with $k>1$ precise conditions are as yet unknown concerning the number of zeros of $p_{n}(z)$ which become infinite or indeed lie exterior to $H$. For instance, if $C$ is $|z|=1$ and we use the least-square norm on $C$ with $k=2$, the twicerestricted extremal polynomial

$$
p_{n}(z) \equiv z^{n}+0 \cdot z^{n-1}+\binom{n}{2} c_{2} z^{n-2}, \quad c_{2} \neq 0,
$$

has two zeros $\pm\left[-n(n-1) c_{2} / 2\right]^{1 / 2}$ which become infinite, whereas the twice-restricted extremal polynomial

$$
p_{n}(z) \equiv z^{n}+n c_{1} z^{n-1}+0 \cdot z^{n-2}, \quad c_{1} \neq 0
$$

has but one zero $-n c_{1}$ which becomes infinite.
Nevertheless, for $k>1$ if we know that $k$ zeros of $p_{n}(z)$ become infinite as $n \rightarrow \infty$, the remaining $n-k$ zeros of $p_{n}(z)$ have no limit point exterior to $H$. For let $\phi_{1}, \phi_{2}, \cdots, \phi_{n}$ denote the angles subtended by $S$ at the respective zeros of $p_{n}(z)$. Zedek's relation (Cf. Walsh and Zedek [11])

$$
\phi_{1}+\phi_{2}+\cdots+\phi_{k+1} \geq \pi
$$

can be written in the form

$$
\phi_{k+1} \geq \pi-\left(\phi_{1}+\phi_{2}+\cdots+\phi_{k}\right),
$$

and if $\left(\phi_{1}+\phi_{2}+\cdots+\phi_{k}\right) \rightarrow 0$, then $\phi_{k+1} \rightarrow \pi$ if $\phi_{k+1}<\pi$. To be more explicit, if $\phi_{j} \leqq \varepsilon / k$ for $j=1,2, \cdots, k$, then $\phi_{j} \geqq \pi-\varepsilon$ for $j=k+1, k+2$, $\cdots, n$, so the $n-k$ corresponding zeros of $p_{n}(z)$ lie in the locus of points from which $S$ subtends an angle greater than or equal to $\pi-\varepsilon$. Under these conditions (that $k$ zeros of $p_{n}(z)$ become infinite), the set of zeros of the $p_{n}(z)$ has no finite limit point exterior to $H$, and Theorem 14 admits a precise analogue. Even though the set of zeros of the $p_{n}(z)$ has no finite limit point exterior to $H$, not all zeros near $S$ need lie in $H$; compare [Fekete and Walsh, [6], §13].
11. If we are willing to forego an analogue of (42), we can obtain a further result on extremal polynomials.

Theorem 15. Let $S$ be a closed bounded set of positive transfinite diameter, and let $p_{n}(z) \equiv z^{n}+\cdots$ be the sequence of $k$-fold restricted ( $k=$ const.) polynomials on $S$ extremal for a monotonic quasi-Tchebycheff norm. Let $H_{k}$ be the inflated convex hull of $S$ of order $k$, and let $q_{n-\sigma}(z) \equiv$ $z^{n-\sigma}+\cdots$ be the polynomial whose zeros are the zeros of $p_{n}(z)$ on $H_{k}$. Then on any closed bounded set $S_{1}$ exterior to $H_{k}$ we have uniformly the second of equations (46).

Let $H_{k}^{(n)}$ be the (closed) point set consisting of all points at a distance not greater than $1 / n$ from $H_{k}$, let $r_{v}(z) \equiv z^{v}+\cdots$ be the polynomial whose zeros are the zeros of $p_{n}(z)$ exterior to $H_{k}^{(n)}$, and let $t_{n-v}(z) \equiv$ $z^{n-v}+\cdots$ be the polynomial whose zeros are the zeros of $p_{n}(z)$ on $H_{k}^{(n)}$. At most $k$ zeros of $p_{n}(z)$ lie exterior to $H_{k}$, whence $0 \leqq v \leqq k$. For $z$
on $S$ we have $\left|r_{v}(z)\right| \geqq 1 / n^{v} \geq 1 / n^{k}$. We proceed further as in the proof of (41). If $z$ is a point of $S$ at which $\left|t_{n-v}(z)\right|$ takes its maximum value $T_{n-v}$, we have

$$
\left|t_{n-v}(z)\right| / n^{k}=T_{n-v}\left|n^{k} \leqq T_{n-v}\right| r_{v}(z) \mid \leqq P_{n} .
$$

There follows

$$
\lim \sup T_{n-v}^{1 / n} \leqq \lim \sup P_{n}^{1 / n}=\tau(S),
$$

and by (33)

$$
\lim T_{n-v}^{1 / n}=\tau(S)
$$

Thus we have for $z$ on $S_{1}$

$$
\lim \left|t_{n-v}(z)\right|^{1 / n}=|\phi(z)| .
$$

However, $t_{n-v}(z)$ has at most $k$ zeros in $H_{k}$ but not in $H_{k}^{(n)}$, so if $d_{0}(>0)$ and $d_{1}$ denote the shortest and longest distances between $S_{1}$ and $H_{k}^{(n)}$ for $n$ sufficiently large, we have for $z$ on $S_{1}$

$$
\min \left[1, d_{0}, \cdots, d_{0}^{k}\right] \leqq\left|\frac{t_{n-v}(z)}{q_{n-\sigma}(z)}\right| \leqq \max \left[1, d_{1}, \cdots, d_{1}^{k}\right]
$$

so the second of equations (46) follows.
Theorem 15 is not a consequence of Theorem 12, for in Theorem 15 the set $S$ may have points in common with the boundary of $H_{k}$.
12. Under the conditions of Theorem 15, if the set $S$ is real, it is known [[6], Part II, § 15] that at most $k$ zeros of a real $p_{n}(z)$ lie exterior to the convex hull $H$ of $S$. Precisely the method of proof of Theorem 15 (details are left to the reader) yields

Theorem 16. Let the real set $S$ and the real polynomials $p_{n}(z)$ satisfy the conditions of Theorem 15. Let $q_{n-\sigma}(z) \equiv z^{n-\sigma}+\cdots$ be the polynomial whose zeros are the zeros of $p_{n}(z)$ on $H$. Then the second of equations (46) is valid uniformly on any closed bounded set $S_{1}$ exterior to $H$.
13. We return to the consideration of asymptotic relations, without specific reference to restricted polynomials. Equation (42) is derived in Theorem 13 as a necessary condition on the polynomials $r_{\sigma}(z)$, but is sufficient in the following sense. If $S$ satisfies the conditions of Theorem 12, if $\sigma=\sigma(n)=o(n)$, and if for polynomials $q_{n-\sigma}(z) \equiv z^{n-\sigma}+\cdots$ and $r_{\sigma}(z) \equiv z^{\sigma}+\cdots$ we have (40) and (42), then we also have (31) with $p_{n}(z) \equiv q_{n-\sigma}(z) \cdot r_{\sigma}(z)$. In fact we may write $p_{n} \leqq Q_{n-\sigma} \cdot R_{\sigma}$, whence (31) follows by (40), (42), and (33). In this remark there are no geometric
conditions on the zeros of $q_{n-\sigma}(z)$ and $r_{\sigma}(z)$, but in connection with restricted extremal polynomials the most interesting situation is that the zeros of $q_{n-\sigma}(z)$ are bounded whereas the zeros of $r_{\sigma}(z)$ are not necessarily bounded.
14. The polynomials $r_{\sigma}(z)$ of Theorem 13 have various interesting properties :

Theorem 17. If $S$ is a set of positive transfinite diameter, and if for the polynomials $r_{\sigma}(z) \equiv z^{\sigma}+\cdots$ we have (42) with $\sigma=\sigma(n)=o(n)$, then on any closed bounded set $S^{\prime}$ of positive transfinite diameter we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} R_{\sigma}^{1_{1 / n}}=1, \quad R_{\sigma}^{\prime}=\left[\max \left|r_{\sigma}(z)\right|, z \text { on } S^{\prime}\right] . \tag{47}
\end{equation*}
$$

We note that (33) for arbitrary polynomials yields

$$
\begin{equation*}
\lim \inf R_{\sigma}^{\prime 1 / n} \geqq 1 \tag{48}
\end{equation*}
$$

The generalized Bernstein Lemma is valid [Walsh, [9], § 4.9] even if we must use the generalized Green's function $G(z)$ instead of the classical Green's function for the maximal subregion $K$ containing infinity of the complement of $S$. Let $\rho(>1)$ be chosen so large that the level locus $\Gamma_{\rho}: G(z)=\log \rho$ in $K$ separates $S^{\prime}$ from infinity. For $z$ interior to $\Gamma_{\rho}$ we have (loc. cit.)

$$
\left|r_{\sigma}(z)\right| \leqq R_{\sigma} \cdot \rho^{\sigma}, \quad R_{\sigma}^{\prime} \leqq R_{\sigma} \cdot \rho^{\sigma} .
$$

Equation (42) yields

$$
\lim _{n \rightarrow \infty} \sup R_{\sigma}^{1 / n} \leqq 1,
$$

which with (48) gives (47). We have made no hypothesis on the location of the zeros of $r_{\sigma}(z)$ relative to $S$ and $S^{\prime}$.

Such a sequence as $r_{\sigma}(z)$ of Theorem 17 may in some respects be considered a "negligible sequence" with respect to $n$, provided $\sigma=\sigma(n)$ $=o(n)$, in the sense that
(i) its presence or absence as a factor of $q_{n-\sigma}(z) \equiv z^{n-\sigma}+\cdots$ does not alter the value of

$$
\lim _{n \rightarrow \infty}\left[\max \left|q_{n-\sigma}(z)\right|, z \text { on } S\right]^{1 / n},
$$

or even the value of lim inf or lim sup here, and
(ii) this property of $r_{\sigma}(z)$ is not dependent on the particular set $S$ (of positive transfinite diameter) chosen. Any sequence of polynomials $r_{\sigma}(z) \equiv z^{\sigma}+\cdots$ whose zeros are bounded is in this sense a negligible sequence with arbitrary $\sigma=\sigma(n)=o(n)$, for if these zeros and $S$ lie on a point set of diameter $D$ we have

$$
R_{\sigma} \leqq D^{\sigma},
$$

which together with (45) implies (42).
15. As an application of this proof of (42) we state

Theorem 18. Let $S$ be a closed bounded set not necessarily of positive transfinite diameter, and let an arbitrary bounded set of points $z_{1}^{(n)}$, $z_{2}^{(n)}, \cdots, z_{\sigma}^{(n)}$ be given with $\sigma=\sigma(n)=o(n)$. Then there exists a sequence of polynomials $p_{n}(z) \equiv z^{n}+\cdots$ vanishing in the points $z_{j}^{(n)}$, such that (1) is valid.

Indeed, there exists a sequence of polynomials $q_{n-\sigma}(z) \equiv z^{n-\sigma}+\cdots$ satisfying (40), the polynomials $r_{\sigma}(z) \equiv\left(z-z_{1}^{(n)}\right) \cdots\left(z-z_{\sigma}^{(n)}\right)$ satisfy (44), so (1) follows from (33).
16. For any of the classical norms and the polynomials $p_{n}(z)$ of Theorem 18, the analogue of (1) holds; we state: the analogue of (1) holds for the extremal polynomials for any quasi-Tchebycheff norm, if the polynomials are required to vanish in the points $z_{j}^{(n)}(j=1,2, \cdots)$, provided $\sigma=o(n)$. The polynomials $A_{n}(z, N)$ of least q.T. $N$-norm on $S$ with $A_{n}\left(z_{j}^{(n)}, N\right)=0$ by (4) fulfill

$$
N\left[A_{n}(z, N), S\right] \leqq N\left[P_{n}(z), S\right] \leqq U(S, N) P_{n},
$$

while by (5) they satisfy

$$
N\left[A_{n}(z, N), S\right] \geqq L_{n}(S, N, \varepsilon) \tau(S)^{n}
$$

for $n \geqq n_{0}(N, \varepsilon)$. Hence the validity of (1) by virtue of $\lim P_{n}^{1 / n}=\tau(S)$.

Addendum. Using a device, communicated by Prof. Szegö to the first named author after the conclusion of the research above presented we can prove the following counterpart of our Theorem 7:

Theorem 7 bis. Let $S$ be an arbitrary compact set and $R$ an arbitrary positive number. Suppose that (16) holds with $k=k(n)$ subject to (12). Then for all polynomials $A_{n}(z, N) \in A_{k}\left(\gamma_{1}, \cdots, \gamma_{k}\right)$ of least q.T. norm $N=N\left(A_{n}(z), S\right)$ on $S$, (1) is valid.

By Theorem 1 we may restrict the proof of (1) to the particular case $N=M\left(A_{n}(z), S\right)$; thus $A_{n}(z, N) \equiv T_{n}(z, S)$, the $k$-fold restricted Tchebycheff polynomial in $A_{n}\left(\gamma_{1}, \gamma_{2}, \cdots, \gamma_{k}\right)$; and by a remark to Theorem 5 we can reduce this proof to the special case $S:|p(z)|=\rho^{m}$ with $p(z) \equiv z^{m}-\left(p_{1} z^{m-1}+\cdots+p_{m}\right)$, a lemniscate of radius $\delta=\tau(S)$. Then a majorant for $T_{n}(z, S)$ is the product $z^{t} p(z)^{s}\left(z^{k}+\delta_{1} z^{k-1}+\cdots+\delta_{k}\right)$, where $t$ and $s$ are nonnegative integers satisfying

$$
n-k-m s=t \leqq m-1
$$

while $z^{k}+\delta_{1} z^{k-1}+\cdots+\delta_{k}$ is the principal part of the Laurent development

$$
z^{k}+\delta_{1} z^{k-1}+\cdots+\delta_{k}+\delta_{k+1} z^{-1}+\delta_{k+2} z^{-2}+\cdots
$$

around $z=\infty$ of

$$
\left(z^{n}+\gamma_{1} z^{n-1}+\cdots+\gamma_{k} z^{n-k}\right) z^{-t} p(z)^{-s}
$$

For each $z \neq 0$ with $\left|p_{1}\right||z|^{-1}+\cdots+\left|p_{m}\right||z|^{-m}<1$ we have

$$
\begin{aligned}
& \left(z^{n}+\gamma_{1} z^{n-1}+\cdots+\gamma_{k} z^{n-k}\right) z^{-t}[p(z)]^{-s} \\
& \equiv \\
& \equiv\left(z^{k}+\gamma_{1} z^{k-1}+\cdots+\gamma_{k}\right)\left\{1-\left(p_{1} z^{-1}+\cdots+p_{m} z^{-m}\right)\right\}^{-s} \\
& \equiv \\
& \quad\left(z^{k}+\gamma_{1} z^{k-1}+\cdots+\gamma_{k}\right)\left\{1+s\left(p_{1} z^{-1}+\cdots+p_{m} z^{-m}\right)\right. \\
& \quad+\binom{s+1}{2}\left(p_{1} z^{-1}+\cdots+p_{m} z^{-m}\right)^{2} \\
& \left.\quad+\binom{s+2}{3}\left(p_{1} z^{-1}+\cdots+p_{m} z^{-m}\right)^{3}+\cdots\right\}
\end{aligned}
$$

whence

$$
\delta_{1}=\gamma_{1}+s p_{1}, \quad \delta_{2}=\gamma_{2}+\gamma_{1} s p_{1}+\cdots, \quad \delta_{3}=\gamma_{3}+\gamma_{2} s p_{1}+\cdots+\binom{s+2}{3} p_{1}^{3}, \cdots
$$

Similarly, for the aforesaid values of $z$,

$$
\begin{aligned}
& \left(z^{k}+\left|\gamma_{1}\right| z^{k-1}+\cdots+\left|\gamma_{k}\right|\right)\left\{1-\left(\left|p_{1}\right| z^{-1}+\cdots+\left|p_{n}\right| z^{-m}\right)\right\}^{-s} \\
& \quad \equiv z^{k}+\Delta_{1} z^{k-1}+\cdots+\Delta_{k}+\Delta_{k+1} z^{-1}+\cdots
\end{aligned}
$$

with

$$
\begin{aligned}
& \Delta_{1}=\left|\gamma_{1}\right|+s\left|p_{1}\right| \geqq\left|\delta_{1}\right|, \\
& \Delta_{2}=\left|r_{2}\right|+\left|\gamma_{1}\right| s\left|p_{1}\right|+\cdots \geqq\left|\delta_{2}\right|, \Delta_{3} \geqq\left|\delta_{3}\right|, \cdots .
\end{aligned}
$$

Hence, for every $r>0$ large enough to satisfy

$$
\left|p_{1}\right| r^{-1}+\cdots+\left|p_{m}\right| r^{-m}<1
$$

$$
\begin{aligned}
\max _{|z|=r} \mid z^{k} & +\delta_{1} z^{k-1}+\cdots+\delta_{k} \mid \\
& \leqq r^{k}+\Delta_{1} r^{k-1}+\cdots+\Delta_{k}+\Delta_{k+1} r^{-1}+\Delta_{k+2} r^{-2}+\cdots \\
& =\left(r^{k}+\left|\gamma_{1}\right| r^{k-1}+\cdots+\left|\gamma_{k}\right|\right)\left\{1-\left(\left|p_{1}\right| r^{-1}+\cdots+\left|p_{m}\right| r^{-m}\right)\right\}^{-s}
\end{aligned}
$$

thus in case $|z| \leqq r$ covers the lemniscate $|p(z)|=\rho^{m}$ we have a fortiori

$$
\begin{aligned}
\max _{|p(z)|=\rho^{m}} \mid z^{k} & +\delta_{1} z^{k-1}+\cdots+\left.\delta_{k}\right|^{1 / n} \leqq r^{k / n}\left(1+\left|r_{1}\right| r^{-1}+\cdots+\left|r_{k}\right| r^{-k}\right)^{1 / n} \\
& \times\left\{1-\left(\left|p_{1}\right| r^{-1}+\cdots+\left|p_{m}\right| r^{-m}\right)\right\}^{\frac{(n-k-t)}{n} \cdot{ }_{m}^{1}}
\end{aligned}
$$

By (16) and (12), for $r>R$ we obtain

$$
\begin{aligned}
\lim \sup \max _{|p(z)|=\rho^{m}} \mid z^{k} & +\delta_{1} z^{k-1}+\cdots+\left.\delta_{k}\right|^{1 / n} \\
& \leqq\left\{1-\left(\left|p_{1}\right| r^{-1}+\cdots+\left|p_{m}\right| r^{-m}\right)\right\}^{1 / m}
\end{aligned}
$$

which $(r \rightarrow \infty)$ yields $\lim \sup \max _{|p(z)|=\rho^{m} \mid}\left|z^{k}+\delta_{1} z^{k-1}+\cdots+\delta_{k}\right|^{1 / n} \leqq 1$. We therefore have

$$
\lim \sup \left[\max _{z \in S}\left|T_{n}(z, S)\right|\right]^{1 / n} \leqq \rho=\tau(S) .
$$

Combining this with $\lim \inf \max _{z \in S}\left|T_{n}(z, S)\right|^{1 / n} \geqq \tau(S)$ leads to the validity of (1) for the special norm and special set considered, whence its validity for arbitrary q.T. norms and arbitrary sets, as stated.

Using the above argument to obtain an upper bound for

$$
\left[\max \left|z^{k}+\delta_{1} z^{k-1}+\cdots+\hat{\delta}_{k}\right|, z \in S \cdot|p(z)|=\rho^{m}\right]^{1 / n}
$$

if $k=k(n)$ is subject to (22), and $\gamma_{j}=\gamma_{j}(n)$, for $1 \leqq j \leqq k=k(n)$ subject to (23) with limsup $\left\{\alpha_{h}(h!)^{p}\right\}^{1 / h}<\infty$, we can prove (1) for all q.T. norms and arbitrary compact sets $S$ provided $p$ is a positive constant. This generalization of our Theorem 8 is due to Professor Szegö.
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## BIORTHOGONAL SYSTEMS IN BANACH SPACES

S. R. Foguel

1. Introduction. We shall be interested, in this paper, in the following question: Given a biorthogonal system ( $x_{n}, f_{n}$ ) in a separable Banach space $B$, under what conditions can one assert that the sequence $\left\{x_{n}\right\}$ constitutes a basis? The system ( $x_{n}, f_{n}$ ) is called a biorthogonal system if

$$
x_{n} \in B, f_{n} \in B^{*} \quad \text { and } \quad f_{n}\left(x_{m}\right)=\delta_{n m} .
$$

We shall assume throughout the paper that $\left\|x_{n}\right\|=1$ and the sequence $\left\{x_{n}\right\}$ is fundamental. When the sequence $\left\{x_{n}\right\}$ constitutes a basis it will be called regular otherwise irregular.
2. Irregular systems. Let $\left\{x_{n}\right\}$ be an irregular sequence. (For example the trigonometric functions for $C(-\pi, \pi)$ ). The following definitions will be used.

$$
\begin{gathered}
\varphi_{n}(x)=\sum_{i=1}^{n} f_{i}(x) x_{i} \\
\|x\| \|=\sup \left\{\left\|\varphi_{n}(x)\right\|, n=1,2,3, \cdots\right\}
\end{gathered}
$$

Compare [4]

$$
\begin{aligned}
& E_{0}=\left\{x \mid \lim _{n \rightarrow \infty} \varphi_{n}(x)=x\right\} \\
& E_{1}=\{x|\|x \mid\|<\infty\} \\
& E_{2}=\left\{x \mid \lim _{n \rightarrow \infty}\left\|\varphi_{n}(x)\right\|=\infty\right\} \\
& E_{3}=\{x \mid\|x\|=\infty\} .
\end{aligned}
$$

We have $E_{0} \subset E_{1}$ and $E_{2} \subset E_{3}$. For regular systems $E_{0}=E_{1}=B$ and $E_{2}=E_{3}=\phi$ where $\phi$ is the null set. The system is regular if and only if the sequence $\left\{\left\|\varphi_{n}\right\|\right\}$ is bounded [2], and if the sequence $\left\{\left\|\varphi_{n}\right\|\right\}$ is not bounded the set

$$
\bigcap_{n=1}^{\infty}\left\{x \mid\left\|\varphi_{n}(x)\right\| \leqq K\right\}
$$

is nowhere dense [2], hence for irregular systems the set

$$
E_{1}=\bigcup_{k=1} \bigcap_{n=1}\left\{x \mid\left\|\varphi_{n}(x)\right\| \leqq K\right\}
$$

is of the first category. Also $E_{3}=B-E_{1}$ is dense and of the second
Received February 22, 1956. This paper is part of a dissertation presented for the degree of Doctor of Philosophy Yale University.
category. In the case of regular systems there exists a number $K \geqq 1$ such that if $\|x\|=1$ then $1 \leqq\|x\| \| \leqq$. The existence of such a bound, $K$, is equivalent to the equiboundedness of $\left\{\left\|\varphi_{n}(x)\right\|\right\}\|x\|=1$ and therefore for irregular systems for any number $a$, there exists a point $x$ such that $\|x\|=1$ and $\|x\| \|>a$, moreover such a point might be found in the linear manifold generated by $\left\{x_{n}\right\}$. (Equiboundedness of $\left\{\left\|\varphi_{n}(x)\right\|\right\}$ on a dense subset of the unit sphere would imply equiboundedness on the unit sphere.) It is interesting to note that for every number $a \geqq 1$ there exists a point $x$ such that $\|x\|=1$ and $\|\|x\|=a$. There exists a point $y_{n}$ satisfying

$$
y_{n}=\sum_{i=1}^{n} a_{i} x_{i},\left\|y_{n}\right\|=1,\left\|y_{n}\right\| \gg a .
$$

On the other hand $\left\|x_{1}\right\|=1$ and $\left\|x_{1}\right\| \|=1$. Let $0 \leqq t \leqq 1$, then $(1-t) x_{1}+$ $t y_{n} \neq 0$. Define

$$
g_{\nu}(t)=\left\|\varphi_{\nu}\left(\frac{(1-t) x_{1}+t y_{n}}{\left\|(1-t) x_{1}+t y_{n}\right\|}\right)\right\| \quad \nu=12 \cdots n
$$

The functions $g_{\nu}(t)$ are continuous in $t$, and so is $g(t)$ where

$$
\begin{aligned}
& g(t)=\sup \left\{g_{\nu}(t) \mid 1 \leqq \nu \leqq n\right\} . \\
& g(0)=1
\end{aligned}
$$

and

$$
g(1)=\sup \left\{\left\|\varphi_{2}\left(y_{n}\right)\right\| 1 \leqq \nu \leqq n\right\}=\| \| y_{n}\| \|>a .
$$

There exists a number $t_{0}$ such that

$$
0 \leqq t_{0}<1 \quad \text { and } \quad g\left(t_{0}\right)=a .
$$

This following generalization of Baire's theorem [1] will be used: Let $\left\{u_{n}(x)\right\}$ be a sequence of real valued continuous functions defined on a metric space $c$, and $\lim u_{n}(x)=u(x),\left|u_{n}(x)\right| \leqq M$, then the set of points of discontinuity of $u$ is of the first category.

Theorem 1. The set $E_{2}$ is of the first category.
Proof. Define the functions $u_{n}(x)$ by

$$
u_{n}(x)=\frac{\left\|\varphi_{n}(x)\right\|}{1+\left\|\varphi_{n}(x)\right\|} .
$$

We have $0 \leqq u_{n}(x) \leqq 1$ and if $x \in E_{0} \cup E_{2}$ then

$$
\lim u_{n}(x)=u(x)
$$

where $u(x)=1$ for $x \in E_{2}$ and

$$
u(x)=\frac{\|x\|}{1+\|x\|} \text { for } x \in E_{0}
$$

If $E_{2}$ is a set of the second category then there exists at least one point of continuity of $u$. Let us denote such a point by $x_{0}$.

The set $E_{0}$ is dense in $B$. Let $\left\{y_{n}\right\}$ by a sequence of points in $E_{0}$ with $\lim y_{n}=x_{0}$, then

$$
u\left(x_{0}\right)=\lim u\left(y_{n}\right)=\lim \frac{\left\|y_{n}\right\|}{1+\left\|y_{n}\right\|}=\frac{\left\|x_{0}\right\|}{1+\left\|x_{0}\right\|}
$$

The set $E_{2}$ is dense in $B$. If $x \in E_{2}$ and $y \in E_{0}$ then $x+y \in E_{2}$. Let $\left\{z_{n}\right\}$ be a sequence of points in $E_{2}$ with $\lim z_{n}=x_{0}$, then $u\left(z_{n}\right)=1$ and

$$
\frac{\left\|x_{0}\right\|}{1+\left\|x_{0}\right\|}=u\left(x_{0}\right)=\lim u\left(z_{n}\right)=1
$$

which is absurd.

Theorem 2. Let $S$ be a subset of $B$ such that each point $x \in S$ is the limit of some sequence $\left\{y_{n}\right\}, y_{n} \in B$, and the sequence $\left\{\left\|\mid y_{n}\right\| \|\right\}$ is bounded, then $S$ is of the first category.

Proof. Define the functions $v_{n}(x)$ by

$$
v_{n}(x)=\frac{\| \| \varphi_{n}(x)| |}{1+\|\left|\left|\varphi_{n}(x)\right|\right|}
$$

then $0 \leqq v_{1}(x) \leqq v_{2}(x) \leqq \cdots<1$. If $x \in B$ let $\lim v_{n}(x)=v(x)$. $v(x)=1$ for $x \in E_{3}$ and the set $E_{3}$ is dense, hence $v(x)=1$ at every point of continuity of $v$. Let $x$ be a point of continuity of $v$ and $\left\{z_{n}\right\}$ a sequence with $\lim z_{n}=x$, then

$$
\lim v\left(z_{n}\right)=v(x)=1
$$

therefore the sequence $\left\{\left|\left|\left|z_{n}\right| \|\right\}\right.\right.$ is unbounded. Thus the set $S$ is contained in the set of points of discontinuity of $v$ which is a set of the first category by Baire's theorem.
3. General criteria for regularity. From Theorems 1 and 2 we derive the following criteria.

THEOREM 3. A necessary and sufficient condition for the regularity of the system $\left(x_{n}, f_{n}\right)$ is.

$$
\sup \left\{\left\|\varphi_{n}(x)\right\|, n=1,2, \cdots\right\}=\infty
$$

implies

$$
\lim \left\|\varphi_{n}(x)\right\|=\infty . \quad\left(\text { or } \quad E_{2}=E_{3}\right) .
$$

Proof. If the system is regular, then $E_{2}=E_{3}=\phi$. On the other hand, if the system is irregular $E_{2}$ is of the first category and $E_{3}$ of the second category.

Let

$$
\psi_{n}(x)=\sum_{i=1}^{n} a_{i}^{n} x_{i}
$$

denote the point nearest to $x$ on the subspace spanned by

$$
\left\{x_{1}, x_{2}, x_{3}, \cdots, x_{n}\right\}
$$

Theorem 4. The system $\left(x_{n}, f_{n}\right)$ is regular if and only if the sequence $\left\{\left|\left|\left|\psi_{n}(x)\right|\right|\right|\right\}$ is bounded for each $x$.

Proof. If the system is regular, then there exists a positive number $K$, such that $\|\|x\| \leqq K\| x \|$. Then

$$
\left\|\left\|\psi_{n}(x)\right\| \leqq \leqq\right\| \psi_{n}(x)\left\|\leqq K\left(\|x\|+\left\|x-\psi_{n}(x)\right\|\right) \leqq K 2\right\| x \|,
$$

hence the condition is necessary. Sufficiency is clear by Theorem 2.
4. Biorthogonal systems in Hilbert spaces. In this section we assume that $B$ is a Hilbert space. In order to use Theorem 4 let us compute $\left\|\left\|\psi_{n}(x)\right\|\right\| . \psi_{n}(x)=\sum_{i=1}^{n} a_{2}^{n} x_{i}$ and the coefficient $a_{i}^{n}$ may be computed from the equation

$$
\left(x-\sum_{i=1}^{n} a_{i}^{n} x_{i}, x_{k}\right)=0 \quad k=1,2, \cdots, n
$$

or

$$
\begin{equation*}
\left(x, x_{k}\right)=\sum_{i=1}^{n} a_{i}^{n}\left(x_{i}, x_{k}\right) \tag{5}
\end{equation*}
$$

We introduce the following notation

$$
\begin{gathered}
\left(x_{i}, x_{k}\right)=c_{i k} \\
C_{n}=\left(c_{i k}\right) \quad 1 \leqq i \leqq n \quad 1 \leqq k \leqq n \\
\left(\left(x, x_{i}\right),\left(x, x_{2}\right), \cdots,\left(x, x_{n}\right)\right)=(\gamma)_{n} \\
\left(a_{1}^{n}, a_{2}^{n}, \cdots, a_{n}^{n}\right)=(a)_{n}
\end{gathered}
$$

Then

$$
(\gamma)_{n}=(\alpha)_{n} C_{n} \quad \text { or } \quad(a)_{n}=(\gamma)_{n} C_{n}^{-1}
$$

since $C_{n}^{-1}$ exists. Now

$$
\left\|\sum_{i=1}^{j} a_{i}^{n} x_{i}\right\|^{2}=\sum_{i, k=1}^{j} a_{i}^{n} \overline{a_{k}^{n}} c_{i k}=(a)_{n} E_{j}^{n} C_{n} E_{j}^{n}(a)_{n}^{*}
$$

where $E_{j}^{n}$ is the matrix $\left(e_{l, m}\right)$ with

$$
e_{l, m} \begin{cases}1 & l=m \leqq j \\ 0 & \text { otherwise }\end{cases}
$$

$C_{n}^{*}=C_{n}$ and $(a)_{n}=(\gamma)_{n} C_{n}^{-1}$ hence

$$
\left\|\sum_{j=1}^{j} a_{i}^{n} x_{i}\right\|^{2}=(\gamma)_{n} C_{n}^{-1} E_{j}^{n} C_{n} E_{j}^{n} C_{n}^{-1}(\gamma)_{n}^{*}
$$

Orthogonalizing the sequence $\left\{x_{n}\right\}$ by Schmidt's process we get the sequence $\left\{y_{n}\right\}$ with

$$
x_{1}=y_{1} \quad x_{k}=\sum_{\alpha=1}^{k} d_{k, \alpha} y_{\alpha}
$$

where

$$
d_{k, \alpha}= \begin{cases}\left(x_{k}, y_{\alpha}\right) & \alpha \leqq k \\ 0 & \alpha>k\end{cases}
$$

and $d_{\mathrm{II}}=1$ see [3].
Let $D_{n}$ denote the triangular matrix

$$
\begin{gathered}
\left(d_{k, \alpha}\right) \quad 1 \leqq \alpha \leqq n \quad 1 \leqq k \leqq n \\
\left(x_{i}, x_{j}\right)=\sum_{\alpha} d_{i, \alpha} \overline{d_{j, \alpha}} \text { or } C_{n}=D_{n} D_{n}^{*}
\end{gathered}
$$

The matrix $D_{n}$ can be computed from this relation.
Let

$$
\begin{gathered}
(\delta)_{n}=\left(\left(x, y_{1}\right),\left(x, y_{2}\right), \cdots,\left(x, y_{n}\right)\right) \\
\left(x, x_{k}\right)=\sum_{\alpha=1}^{k}\left(x, y_{\alpha}\right) \bar{d}_{k, \alpha} \text { or }(\gamma)_{n}=(\delta)_{n} D_{n}^{*}
\end{gathered}
$$

and hence

$$
\begin{aligned}
\left\|\sum_{i=1}^{j} a_{i}^{n} x_{i}\right\|^{2} & =(\gamma)_{n} C_{n}^{-1} E_{j}^{n} C_{n} E_{j}^{n} C_{n}^{-1}(\gamma)_{n}^{*}=(\delta)_{n} D_{n}^{*} C_{n}^{-1} E_{j}^{n} C_{n} E_{j}^{n} C_{n}^{-1} D_{n}(\delta)_{n}^{*} \\
\cdot & =(\delta)_{n}\left(D_{n}^{-1} E_{n}^{j} D_{n}\right)\left(D_{n}^{*} E_{j}^{n}\left(D_{n}^{*}\right)^{-1}\right)(\delta)_{n}^{*}
\end{aligned}
$$

Let $A_{j}^{n}=D_{n}^{-1} E_{j}^{n} D_{n}$ then

$$
\|\mid\| \psi_{n}(x)\| \|=\max \left\{(\delta)_{n} A_{j}^{n}\left(A_{j}^{n}\right)^{*}(\delta)_{n}^{*} \mid 1 \leqq j \leqq n\right\}
$$

The triangular matrix $A_{j}^{n}$ is an operator defined on the Hilbert space. If

$$
x=\sum_{i=1}^{\infty} \delta_{i} y_{i}
$$

then

$$
A_{j}^{n}(x)=\left(\hat{\delta}_{1}, \cdots, \delta_{n}\right) A_{j}^{n} .
$$

By Theorem 4 and the above computation the system is regular if and only if for each $x$

$$
\sup \left\{\left\|A_{j}^{n}(x)\right\| \mid 1 \leqq j \leqq n n=12 \cdots\right\}<\infty
$$

or by the uniform boundedness theorem.
Theorem 5. The system is regular if and only if the double sequence $\left\{\left\|A_{j}^{n}\right\|\right\}$ is bounded, or, in other words, if and only if the set of characteristic roots of $A_{j}^{n}\left(A_{n}^{n}\right)^{*}$ is bounded.

We shall use Theorem 3 to derive the following theorems.
Theorem 6. The system $\left(x_{i}, f_{i}\right)$ is regular and $\sum_{i=1}^{\infty}\left|f_{i}(x)\right|^{2}<\infty$ if and only if for every $x \in B$ there exists a real number $\alpha=\alpha(x)$ such that

$$
\begin{equation*}
2 \Re\left\{\sum_{i=1}^{n} \sum_{j=1}^{i-1} f_{i}(x) f_{j}(x) c_{i j}\right\}>\alpha \tag{1}
\end{equation*}
$$

Proof. If the system is regular and

$$
\begin{aligned}
& \sum_{i=1}^{\infty}\left|f_{i}(x)\right|^{2}<\infty \text { then } \\
& \begin{aligned}
\|x\|^{2}-\sum\left|f_{i}(x)\right|^{2} & =\sum_{i \neq j} f_{i}(x) f_{j}(x) c_{i j} \\
& =2 \Re\left\{\sum_{j<i} f_{i}(x) f_{j}(x) c_{i j}\right\}
\end{aligned}
\end{aligned}
$$

Therefore the necessity of condition (1) is verified. Assume that condition (1) is satisfied then

$$
\begin{aligned}
\left\|\varphi_{n+p}(x)\right\|^{2} & =\sum_{i j=1}^{n+p} f_{i}(x) f_{j}(x) c_{i j} \\
& =\left\|\varphi_{n}(x)\right\|^{2}+\sum_{i=n+1}^{n+p}\left|f_{i}(x)\right|^{2}+2 \Re\left\{\sum_{i=n+1}^{n+p} \sum_{j=1}^{i-1} f_{i}(x) f_{j}(x) c_{i j}\right\} \\
& \geqq\left\|\varphi_{n}(x)\right\|^{2}+2 \alpha
\end{aligned}
$$

Therefore $\sup _{n}\left\|\varphi_{n}(x)\right\|=\infty$ implies $\lim \left\|\varphi_{n}(x)\right\|=\infty$. According to Theorem 3 the system is regular.
Moreover

$$
\begin{aligned}
\sum_{i=1}^{n}\left|f_{i}(x)\right|^{2} & =\left\|\varphi_{n}(x)\right\|^{2}-2 \Re\left\{\sum_{j<i \leqq n} c_{i j} f_{i}(x) f_{j}(x)\right\} \\
& \leqq\|x\| \|^{2}-\alpha<\infty
\end{aligned}
$$

An immediate consequence is the following. The system is regular if $\sum_{i \neq j}\left|c_{i j}\right|<\infty$ and the sequence $\left\{\left\|f_{i}\right\|\right\}$ is bounded.

Professor R. C. James called my attention to the fact that this may be proved directly and without the assumption of boundedness of the sequence $\left\{\left\|f_{i}\right\|\right\}$ as follows. We may assume without loss of generality that $\sum_{i \neq j}\left|c_{i j}\right|=r<1$

$$
\begin{aligned}
& \left|\sum_{i \neq j}^{n} a_{i} \bar{a}_{j} c_{i j}\right| \leqq \max \left|a_{i} \overline{a_{j}}\right| \cdot r \leqq \sum_{i=1}^{n}\left|a_{i}\right|^{2} r \\
& \left\|\sum_{i=1}^{n} a_{i} x_{i}\right\|^{2}=\sum_{i=1}^{n}\left|a_{i}\right|^{2}+\sum_{i \neq j}^{n} a_{i} \overline{a_{j}} c_{i j} \leqq 2 \sum_{i=1}^{n}\left|a_{i}\right|^{2}
\end{aligned}
$$

Hence

$$
\begin{aligned}
& \left\|\sum_{i=1}^{n+p} a_{i} x_{i}\right\|^{2}=\sum_{i=1}^{n+p}\left|a_{i}\right|^{2}+\sum_{i \neq j}^{n+p} a_{i} \overline{a_{j}} c_{i j} \\
& \geqq \sum_{i=1}^{n+p}\left|a_{i}\right|^{2}(1-r) \geqq \sum_{i=1}^{n}\left|a_{i}\right|^{2}(1-r) \\
& \geq \frac{1-\mathbf{r}}{2}\left\|\sum_{i=1}^{n} a_{i} x_{i}\right\|^{2}
\end{aligned}
$$

and by [4] the system is regular.
Using the same method as in Theorem 6 we arrive at the following.
THEOREM 7. The system is regular if and only if for each $x$

$$
\begin{equation*}
\inf _{n, p} \Re\left\{\sum_{i=1}^{n} \sum_{j=n+1}^{p} f_{i}(x) f_{j}(x) c_{i j}\right\}>-\infty \tag{2}
\end{equation*}
$$

Proof.

$$
\begin{aligned}
\left\|\sum_{i=1}^{n+p} f_{i}(x) x_{i}\right\|^{2}= & \left\|\sum_{i=1}^{n} f_{i}(x) x_{i}\right\|^{2}+\left\|\sum_{i=n+1}^{n+p} f_{i}(x) x_{i}\right\|^{2} \\
& +2 \Re\left\{\left(\sum_{i=1}^{n} f_{i}(x) x_{i}, \sum_{j=n+1}^{n+p} f_{j}(x) x_{j}\right)\right\} .
\end{aligned}
$$

If condition (2) is satisfied then according to Theorem 3 the system is regular. If the system is regular then

$$
\left|\left(\sum_{i=1}^{n} f_{i}(x) x_{i}, \sum_{j=n+1}^{n+p} f_{j}(x) x_{j}\right)\right| \leqq 2\left|\|x \mid\|^{2}\right.
$$

As a simple application we note the following.
If $c_{i j}=0$ when $|i-j|>N$ then the system is regular if and only if the sequence $\left\{\left\|f_{i}\right\|\right\}$ is bounded.
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## A THEOREM ON FLOWS IN NETWORKS

David Gale

1. Introduction. The theorem to be proved in this note is a generalization of a well-known combinatorial theorem of P. Hall, [4].

Hall's Theorem. Let $S_{1}, S_{2}, \cdots, S_{n}$ be subsets of a set $X$. Then a necessary and sufficient condition that there exist distinct elements $x_{1}, \cdots, x_{n}$, such that $x_{i} \in S_{i}$ is that the union of every $k$ sets from among the $S_{i}$ contain at least $k$ elements.

The result has a simple interpretation in terms of transportation networks. A certain article is produced at a set $X$ of origins, and is demanded at $n$ destinations $y_{1}, \cdots, y_{n}$. Certain of the origins $x$ are "connected" to certain of the destinations $y$ making it possible to ship one article from $x$ to $y$.

Problem. Under what conditions is it possible to ship articles to all the destinations $y$ ?

An obvious reinterpretation of Hall's theorem shows that this is possible if and only if every $k$ of the destinations are connected to at least $k$ origins.

We shall now give a verbal statement of the generalization to be proved. A more formal statement will be given in the next section.

Let $N$ be an arbitrary network or graph. To each node $x$ of $N$ corresponds a real number $d(x)$, where $|d(x)|$ is to be thought of as the demand for or the supply of some good at $x$ according as $d(x)$ is positive or negative. To each edge ( $x, y$ ) corresponds a nonnegative real number $c(x, y)$, the capacity of this edge, which assigns an upper bound to the possible flow from $x$ to $y$.

The demands $d(x)$ are called feasible if there exists a flow in the network such that the flow along each edge is no greater than its capacity, and the net flow into (out of) each node is at least (at most) equal to the demand (supply) at that node.

An obviously necessary condition for the demands $d(x)$ to be feasible is the following.

For every collection $S$ of nodes the sum of the demands at the nodes

[^4]of $S$ must not exceed the sum of the capacities of the edges leading into $S$.

If this condition were not satisfied it would clearly be impossible to satisfy the aggregate demand of the subset $S$. The principal theorem of this paper shows that conversely, if the above condition is satisfied, then the demands $d(x)$ are feasible.

Hall's theorem drops out as a special case of this result if one applies it to the particular network described in the paragraph above and makes use of the known fact (see [1]) that transportation problems of this type with integral constraints have integral solutions. However, the simple inductive argument which works in [4] does not seem to generalize to yield a proof of our theorem. Our approach is in fact quite different and is based on the " minimum cut" theorem of Ford and Fulkerson, [2], [1].

In the next section we give a formal statement of the problem and prove the principal theorem. The final section is devoted to the treatment of a special case for which the "feasibility criterion" yields a very simple method for computing solutions.
2. The principal theorem. We proceed to define in a more formal manner the objects to be discussed.

Definitions. A network [ $N, c$ ] consists of a finite set of nodes $N$ and a capacity function $c$ on $N \times N$ where $c(x, y)$ is a nonnegative real number or plus infinity.

A flow $f$ on $[N, c]$ is a function $f$ on $N \times N$ such that

$$
\begin{align*}
& f(x, y)+f(y, x)=0,  \tag{1}\\
& f(x, y) \leqq c(x, y) \quad \text { for all } x, y \in N \tag{2}
\end{align*}
$$

A demand $d$ on $[N, c]$ is simply a real valued function on $N$.
Note that we do not require the function $c$ to be symmetric, thus the maximum allowable flow from $x$ to $y$ need not be the same as that from $y$ to $x$. Condition (1) above corresponds to the usual convention that the net flow from $x$ to $y$ is the negative of the net flow from $y$ to $x$.

We shall save writing many summation symbols in what follows by adopting the following convenient notation.

Notation. If $S$ is a subset of $N$ and $d$ a function on $N$, we write

$$
d(S)=\sum_{x \in S} d(x)
$$

If $S$ and $T$ are subsets of $N$ and $f$ a function on $N \times N$ we write

$$
f(S, T)=\sum_{x \in S, y \in T} f(x, y) .
$$

From these definitions it follows at once that if $U$ and $V$ are disjoint subsets of $N$ then

$$
\begin{gather*}
d(U \cup V)=d(U)+d(V)  \tag{3}\\
f(S, U \cup V)=f(S, U)+f(S, V) .
\end{gather*}
$$

In particular, denoting the complement of $S$ by $S^{\prime \prime}$ we have,

$$
f(N, T)=f(S, T)+f\left(S^{\prime}, T\right) \quad \text { for all } S \subset N
$$

In this notation (1) and (2) are clearly equivalent to

$$
f(A, A)=0 ;
$$

and

$$
f(A, B) \leqq c(A, B) \quad \text { for all } A, B \subset N .
$$

The above notation is natural to our problem, for if $d$ is a demand function then $d(S)$ is simply the aggregate demand of the set $S$, and if $f$ is a flow then $f(S, T)$ represents the net flow from $S$ into $T$.

Definition. A demand $d$ is called feasible if there exists a flow $f$ such that

$$
\begin{equation*}
f(N, x) \geqq d(x) \quad \text { for } x \in N \tag{4}
\end{equation*}
$$

This condition states that the flow into each node must be at least equal to the demand at that node. However (1) and (4) together imply

$$
f(x, N) \leqq-d(x)
$$

so that we are also requiring the flow out of each node to be at most equal to the supply at that node (recalling that a negative demand represents a supply).

Finally we note that from (3) it follows that (4) is equivalent to

$$
\begin{equation*}
f(N, S) \geqq d(S) \quad \text { for all } S \subset N \tag{4'}
\end{equation*}
$$

We can now give a simple statement of our main result.

Feasibility Theorem. The demand $d$ is feasible if and only if for every subset $S \subset N$

$$
\begin{equation*}
d\left(S^{\prime}\right) \leqq c\left(S, S^{\prime}\right) . \tag{5}
\end{equation*}
$$

Proof. The necessity of (5) is obvious, for if $d$ is feasible then there is a flow $f$ such that

$$
d\left(S^{\prime}\right) \leqq f\left(N, S^{\prime}\right)=f\left(S, S^{\prime}\right)+f\left(S^{\prime}, S^{\prime}\right)=f\left(S, S^{\prime}\right) \leqq c\left(S, S^{\prime}\right)
$$

The proof of sufficiency depends on the " minimum cut theorem" of Ford and Fulkerson, which we shall now state and prove in our own formulation. While our proof is little more than a translation of the above authors' second proof [3] into our notation, we record it here, nevertheless, both for the sake of completeness and because it is substantially shorter than any proof published heretofore.

Definition. Let $[N, c]$ be a network and let $s$ and $s^{\prime}$ be two distinguished nodes ( $s=$ source, $s^{\prime}=\operatorname{sink}$ ). A flow from $s$ to $s^{\prime}$ is a flow such that

$$
\begin{equation*}
f(N, x)=0 \quad \text { for } x \neq s, x \neq s^{\prime} \tag{6}
\end{equation*}
$$

Let $F$ denote the set of all flows from $s$ to $s^{\prime}$.
A cut ( $S, S^{\prime}$ ) of $N$ with respect to $s$ and $s^{\prime}$ is a partition of $N$ into sets $S$ and $S^{\prime \prime}$ such that $s \in S, s^{\prime} \in S^{\prime}$.

Let $Q$ denote the set of all such cuts.
Minimum Cut Theorem. For any network [ $N, c$ ]

$$
\max _{F} f(s, N)=\min _{Q} c\left(S, S^{\prime}\right),
$$

Proof. First note that for any flow $f \in F$ and $\operatorname{cut}\left(S, S^{\prime}\right) \in Q$ we have

$$
\begin{align*}
f(s, N) & =f(s, N)+\sum_{x \in S-s} f(x, N)=f(s, N)+f(S-s, N)  \tag{7}\\
& =f(S, N)=f(S, S)+f\left(S, S^{\prime}\right)=f\left(S, S^{\prime}\right) \leqq c\left(S, S^{\prime}\right)
\end{align*}
$$

Hence, it remains only to show that equality is attained in (7) for some flow and cut.

Let $\bar{f} \in F$ be a flow such that $\bar{f}(s, N)$ is a maximum. Let $S$ consist of $s$ and all nodes $x$ such that there exists a chain $\sigma=\left(x_{0}, x_{1}, \cdots, x_{n}\right)$ of distinct nodes with $x_{0}=s, x_{n}=x$ and $c\left(x_{i-1}, x_{i}\right)-\bar{f}\left(x_{i-1}, x_{i}\right)>0, i=1$, $\cdots, n$. Now $s^{\prime}$ is not in $S$, for, if it were, there would be a chain $\sigma$ as above with $x=s^{\prime}$. But then letting

$$
\mu=\min \left[c\left(x_{i-1}, x_{i}\right)-\bar{f}\left(x_{i-1}, x_{i}\right)\right],
$$

one could superimpose a flow of $\mu$ along the chain $\sigma$ on top of the flow $\bar{f}$, contradicting the maximality of $\bar{f}$.

The above argument shows that ( $S, S^{\prime}$ ) is a cut, and we conclude
 $\bar{f}\left(S, S^{\prime}\right)<c\left(S, S^{\prime}\right)$, hence for some $x \in S$ and $y \in S^{\prime}$ we would have $c(x, y)$ $-\bar{f}(x, y)>0$, but since $x \in S$ there is a chain $\sigma=\left(s, x_{1}, \cdots, x\right)$ which could be extended to a chain $\sigma^{\prime}=\left(s, x_{1}, \cdots, x, y\right)$, contrary to the fact that $y \in S^{\prime \prime}$. This completes the proof.

Proof of feasibility theorem. Consider a new network $[\bar{N}, \bar{c}]$ where $\bar{N}$ consists of $N$ plus two additional nodes $s$ and $s^{\prime}$. Let $U \subset N$ be all nodes $x$ such that $d(x) \leqq 0$. Then $\bar{c}$ is defined by the rules

$$
\begin{array}{ll}
\bar{c}(x, y)=c(x, y) & \text { for } x, y \in N, \\
\bar{c}(s, x)=-d(x) & \text { for } x \in U, \\
\bar{c}\left(x, s^{\prime}\right)=d(x) & \text { for } x \in U^{\prime} \\
\bar{c}(x, y)=0 & \text { otherwise }
\end{array}
$$

We now assert that the cut $\left(\bar{N}-s^{\prime}, s^{\prime}\right)$ is a minimal cut of $[\bar{N}, \bar{c}]$, for let $\bar{S}$, and $\overline{S^{\prime}}$ be any cut of $[\bar{N}, \bar{c}]$ and let $S=\bar{S}-s, S^{\prime}=\overline{S^{\prime}}-s^{\prime}$. From the definition above we have

$$
\begin{aligned}
\bar{c}\left(\bar{S}, \overline{S^{\prime}}\right) & =c\left(S, S^{\prime}\right)+\bar{c}\left(s, S^{\prime}\right)+\bar{c}\left(S, s^{\prime}\right) \\
& =c\left(S, S^{\prime}\right)-d\left(S^{\prime} \cap U\right)+d\left(S \cap U^{\prime}\right) \\
\bar{c}\left(\bar{N}-s^{\prime},\right. & \left.s^{\prime}\right)=d\left(U^{\prime}\right)=d\left(S^{\prime} \cap U^{\prime}\right)+d\left(S \cap U^{\prime}\right) ;
\end{aligned}
$$

and subtracting we get

$$
\begin{gathered}
\bar{c}\left(\bar{N}-s^{\prime}, s^{\prime}\right)-\bar{c}\left(\bar{S}, \overline{S^{\prime}}\right)=d\left(S^{\prime} \cap U^{\prime}\right)+d\left(S^{\prime} \cap U\right)-c\left(S, S^{\prime}\right) \\
=d\left(S^{\prime}\right)-c\left(S, S^{\prime}\right) \leqq 0,
\end{gathered}
$$

the last inequality being the hypothesis (5), and the assertion is proved.
Now, from the Minimum Cut Theorem, there is a flow $\bar{f}$ from $s$ to $s^{\prime}$ on $[\bar{N}, \bar{c}]$ such that

$$
\bar{f}\left(\bar{N}-s^{\prime}, s^{\prime}\right)=\bar{c}\left(\bar{N}-s^{\prime}, s^{\prime}\right)=d\left(U^{\prime}\right),
$$

hence

$$
\begin{equation*}
\left.\overline{f( } x, s^{\prime}\right)=d(x) \quad \text { for all } x \in U^{\prime} \tag{8}
\end{equation*}
$$

Let $f$ be $\bar{f}$ restricted to $N \times N$. Then $f$ is clearly a flow and it remains to show that $f$ satisfies (4). If $x \in U^{\prime}$ then

$$
\left.0=\bar{f}(x, \bar{N})=f(x, N)+\overline{f(x,} s^{\prime}\right)=f(x, N)+d(x),
$$

hence

$$
\begin{equation*}
f(N, x)=d(x) . \tag{9}
\end{equation*}
$$

If $x \in U$ then

$$
0=\bar{f}(\bar{N}, x)=f(N, x)+\bar{f}(s, x) \leqq f(N, x)+\bar{c}(s, x)=f(N, x)-d(x),
$$

$$
\begin{equation*}
f(N, x) \geqq d(x), \tag{1}
\end{equation*}
$$

and (9) and (10) together show that $f$ satisfies (4), completing the proof.
Remark. We wish to call attention to the following important fact. We have at no point in what has been said thus far made use of the assumption that the functions $d, c$ and $f$ were real valued. In fact, all definitions and proofs go through verbatim if the real numbers are replaced by any ordered Abelian group, in particular, the group of integers. One useful consequence of this remark is the fact that if a network with integer valued demand and capacity functions admits a feasible flow then this flow may also be chosen to be integer valued. We shall make use of this fact in the next section.

There is a second formulation of the Feasibility Theorem which is sometimes convenient. In the network [ $N, c$ ] let $U$ be as above the set of nodes $x$ such that $d(x) \leqq 0$.

Theorem. The demand $d$ is feasible if and only if for every set $Y \subset U^{\prime}$ there exists a flow $f_{Y}$ such that

$$
\begin{array}{rlr}
f_{Y}(N, x) & \geqq d(x) & \text { for } x \in U \\
f_{Y}(N, Y) & \geqq d(Y) . & \tag{12}
\end{array}
$$

Proof. The necessity is obvious. To prove sufficiency we show that (11) and (12) imply (5).

Let ( $S, S^{\prime}$ ) be a partition of $N$ and let $X=U \cap S, X^{\prime}=U \cap S^{\prime}$, $Y=U^{\prime} \cap S, Y^{\prime}=U^{\prime} \cap S^{\prime}$. Then from (11) there exists $f_{Y^{\prime}}$ such that

$$
d\left(X^{\prime}\right) \leq f_{Y^{\prime}}\left(N, X^{\prime}\right)=f_{Y^{\prime}}\left(X \cup Y, X^{\prime}\right)+f_{Y^{\prime}}\left(Y^{\prime}, X^{\prime}\right),
$$

and from (12),

$$
d\left(Y^{\prime}\right) \leqq f_{Y^{\prime}}\left(N, \quad Y^{\prime}\right)=f_{Y^{\prime}}\left(X \cup Y, Y^{\prime}\right)+f_{Y^{\prime}}\left(X^{\prime}, Y^{\prime}\right)
$$

Adding these inequalities we get

$$
\begin{aligned}
d\left(S^{\prime}\right) & =d\left(X^{\prime}\right)+d\left(Y^{\prime}\right)=f_{Y^{\prime}}\left(X \cup Y, X^{\prime}\right)+f_{Y^{\prime}}\left(X \cup Y, Y^{\prime}\right) \\
& =f_{Y^{\prime}}\left(X \cup Y, X^{\prime} \cup Y^{\prime}\right)=f\left(S, S^{\prime}\right) \leqq c\left(S, S^{\prime}\right),
\end{aligned}
$$

which is exactly (5).
3. An example. As an illustration of the feasibility theorem, consider the following problem.
(I). Let $a_{1}, \cdots, a_{m}$ and $b_{1}, \cdots, b_{n}$ be two sets of positive integers. Under what conditions can one find integers $\alpha_{i j}=0$ or 1 , such that

$$
\sum_{i=1}^{m} \alpha_{i j} \geq b_{j}
$$

and

$$
\sum_{j=1}^{n} \alpha_{i j} \leqq a_{i}
$$

for all $i$ and $j$ ?
As a concrete illustration, suppose $n$ families are going on a picnic in $m$ busses, where the $j$ th family has $b_{j}$ members and the $i$ th bus has $a_{i}$ seats. When is it possible to seat all passengers in such a way that no two members of the same family are in the same bus?

In the case $\sum a_{i}=\sum b_{i}$ the problem becomes that of filling an $m \times n$ matrix $M$ with zeros and ones so that the rows and columns shall have prescribed sums.

The feasibility theorem gives a simple necessary and sufficient condition for the problem to have a solution. In order to state if we need the following.

Definition. Let $\left\{a_{i}\right\}$ be a nonincreasing sequence of nonnegative integers $a_{1}, a_{2}, \cdots$, such that all but a finite number of the $a_{i}$ are zero. Let

$$
S_{j}=\left\{a_{i} \mid a_{i} \geqq j\right\}
$$

where $j$ is a positive integer and let $s_{j}$ be the number of elements in $S_{j}$. The sequence of numbers $\left\{s_{j}\right\}$ clearly satisfies the same conditions as the sequence $\left\{a_{i}\right\}$; it is called the dual sequence of the sequence $\left\{a_{i}\right\}$ and is denoted by $\left\{a_{i}\right\}^{*}$.

It is clear that $\left\{a_{i}\right\}^{*}$ determines $\left\{a_{i}\right\}$ since the integer $a_{i}$ occurs exactly $s_{a_{i}}-s_{a_{\imath}+1}$ times in $\left\{a_{i}\right\}$. Actually the correspondence between $\left\{a_{i}\right\}$ and $\left\{a_{i}\right\}^{*}$ is completely dual in the following sense.

Theorem.

$$
\left\{a_{i}\right\}^{* *}=\left\{a_{i}\right\} .
$$

This result will not be needed in the sequel and its proof is left as
an exercise. However, its validity can be made quite obvious by means of a simple pictorial representation.

Let each number $a_{i}$ be represented by a row of dots, and write these rows in a vertical array so that $a_{i+1}$ lies under $a_{i}$, thus:
$a_{1} \cdots \cdots$
$a_{2} \cdots \cdots$
$a_{3} \cdots \cdots$
$a_{4} \cdots$
$a_{5}$.

It is then clear that the dual number $s_{j}$ is simply the number of dots in the $j$ th column of the array.

We can now give the criterion for the feasibility of Problem I. Henceforth for convenience we shall assume the numbers $a_{i}$ and $b_{j}$ are indexed in decreasing order, and shall define $a_{i}=0$ for $i>m, b_{j}=0$ for $j>n$.

Theorem. Let $\left\{s_{j}\right\}=\left\{a_{i}\right\}^{*}$. Then Problem 1 is feasible if and only if

$$
\sum_{j=1}^{k} b_{j} \leqq \sum_{j=1}^{k} s_{j}, \quad \text { for all integers } k .
$$

Proof. We may interpret (I) as a flow problem. Let $N$ be a network consisting of $m+n$ nodes $x_{1}, \cdots, x_{m}$ and $y_{1}, \cdots, y_{n}$, and let $c\left(x_{i}, y_{i}\right)$ $=1$ for all $i$ and $j, c=0$ otherwise. Let $d\left(x_{i}\right)=-a_{i}$ and $d\left(y_{j}\right)=b_{j}$. One easily verifies that the feasibility of (I) is equivalent to the feasibility of the demand $d$.

We shall show that $d$ is feasible by applying the second theorem of the previous section. Let $Y$ be a subset of $k$ nodes $y_{j}$, say $Y=\left\{y_{j_{1}}\right.$, $\left.\cdots, y_{j_{k}}\right\}$. We now compute the maximum possible flow into $Y$. Because all capacities are unity this maximal flow $f_{Y}$ is achieved by shipping as much as possible from each node $x_{i}$ into the set $Y$. Thus, the flow from $x_{i}$ to $Y$ is $\min \left[a_{i}, k\right]$ and the total flow into $Y$ is

$$
f_{Y}(N, Y)=\sum_{i=1}^{m} \min \left[a_{i}, k\right] .
$$

We now assert

$$
\begin{equation*}
\sum_{i=1}^{m} \min \left[a_{i}, k\right]=\sum_{j=1}^{k} s_{j}, \tag{13}
\end{equation*}
$$

which is proved by induction on $k$. It is clear from the definition that

$$
\sum_{i=1}^{m} \min \left[a_{i}, 1\right]=m=s_{1} .
$$

Now

$$
\min \left[a_{i}, k+1\right]= \begin{cases}\min \left[a_{i}, k\right] & \text { for } a_{i} \leqq k \\ \min \left[a_{i}, k\right]+1 & \text { for } a_{i} \geqq k+1, \text { or } a_{i} \in S_{k+1}\end{cases}
$$

hence,

$$
\sum_{i=1}^{m} \min \left[a_{i}, k+1\right]=\sum_{i=1}^{m} \min \left[a_{i}, k\right]+s_{k+1},
$$

and (13) follows from the induction hypothesis.
The second feasibility theorem now states that the problem is feasible if and only if

$$
\sum_{r=1}^{k} b_{j_{r}} \leqq \sum_{j=1}^{k} s_{j},
$$

and since the $b_{j}$ are indexed in decreasing order, the conclusion of the theorem follows.

It is interesting that for this particular problem there is a simple " $n$-step" method for actually filling out the matrix of $\alpha_{i j}$ 's. Such procedures are sufficiently rare in programming theory so that it seems worth while to present it here.

The procedure is the following: If the problem is feasible then $b_{1} \leqq s_{1}$ and hence $a_{1}, \cdots, a_{i_{1}} \geqq 1$ (recall that the $a_{i}$ 's are indexed in descending order). Let $\alpha_{i 1}=1$ for $i \leqq b_{1}, \alpha_{i 1}=0$ for $i>b_{1}$. Now consider the new problem, (I)', with the matrix $M^{\prime}$ having $m$ rows and $n-1$ columns, $j=2, \cdots, n$, with $a_{i}^{\prime}=a_{i}-\alpha_{i 1}$ and $b_{j}^{\prime}=b_{j}$. We assert that (I) ${ }^{\prime}$ is again feasible so that by repeating the process we will eventually fill out the whole matrix.

To show that ( I$)^{\prime}$ is feasible we must prove, for any $k$,

$$
\sum_{j=2}^{k+1} b_{j} \leqq \sum_{j=1}^{k} s_{j}^{\prime}=\sum_{i=1}^{m} \min \left[s_{i}^{\prime}, k\right],
$$

where $\left\{s_{i}^{\prime}\right\}$ is the dual sequence to $\left\{a_{i}^{\prime}\right\}$. The expression on the right can be rewritten

$$
\sum_{i=1}^{m} \min \left[a_{i}^{\prime}, k\right]=\sum_{i=1}^{b_{1}} \min \left[a_{i}-1, k\right]+\sum_{i=b_{1}+1}^{m} \min \left[a_{i}, k\right] .
$$

We must now consider two cases.
Case 1. $\quad s_{k+1} \geqq b_{1}$. Then $a_{i}-1 \geqq k$ for $i \leqq b_{1}$ and hence $\min \left[a_{i}-1, k\right]$
$=k=\min \left[a_{i}, k\right]$, so that we get

$$
\sum_{j=1}^{k} s_{j}^{\prime}=\sum_{i=1}^{m} \min \left[a_{i}^{\prime}, k\right]=\sum_{i=1}^{m} \min \left[a_{i}, k\right]=\sum_{j=1}^{k} s_{j} \geqq \sum_{j=1}^{k} b_{j} \geqq \sum_{j=2}^{k+1} b_{j} .
$$

Case 2. $s_{k+1}<b_{1}$. Then for $i \leqq s_{k+1}, a_{i} \geqq k+1$ so $a_{i}-1 \geqq k$ and $\min \left[a_{i}-1, k\right]=k=\min \left[a_{1}, k\right]$. For $s_{k+1}<i \leqq b_{1}, a_{i} \leqq k$, so $\min \left[a_{i}-1, k\right]$ $=\min \left[a_{i}, k\right]-1$, hence,

$$
\sum_{i=1}^{m} \min \left[a_{i}^{\prime}, k\right]=\sum_{i=1}^{m} \min \left[a_{i}, k\right]-b_{1}+s_{k+1}=\sum_{j=1}^{k+1} s_{j}-b_{1} \geq \sum_{i=2}^{k+1} b_{j}
$$

since

$$
\sum_{j=1}^{k+1} s_{j} \geqq \sum_{j=1}^{k+1} b_{j}
$$

by the feasibility condition. The proof is now complete.
In terms of the picnic problem, the $n$ families should be seated in $n$ stages according to the following simple rule: at each stage distribute the largest unseated family among those busses having the greatest number of vacant seats.
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## ON SPACES WITH A MULTIPLICATION

I. M. James

Introduction. This paper is divided into three parts, together with an appendix.

In the first part we discuss the homotopy theory of mappings into a space with a multiplication, such as a topological group. These spaces are more general than the group-like spaces considered by G. W. Whitehead in [6], and our treatment, as far as it goes, is quite different from his. In the second and third parts we apply the theory to the reduced product spaces of [2] and the loop-spaces of [4]. We arrive at useful new definitions of the Hopf construction and the Whitehead product, such that the relations between them are plainly exhibited. In many respects this completes the theory of the suspension triad as developed in [3].

## Part I

## Homotopy Theory of a Space with a Multiplication

1. Preliminary notions. Let $S^{r}$ denote a topological $r$-sphere, with basepoint ${ }^{1} e$, where $r \geq 1$. Let $Z$ be a space with a basepoint, and let $h: S^{p} \times S^{q} \rightarrow Z$ be a map, where $p, q \geqq 1$. By the sections of $h$ we means the maps $f: S^{p} \rightarrow Z, g: S^{q} \rightarrow Z$ which are defined by

$$
f(x)=h(x, e), \quad g(y)=h(e, y) \quad x \in S^{v}, \quad y \in S^{\alpha} .
$$

If $h^{\prime}: S^{p} \times S^{q} \rightarrow Z$ is another map with the same sections as $h$, then the two maps agree on the set of axes

$$
\Sigma=S^{p} \times e \cup e \times S^{q},
$$

and since the complement of $\Sigma$ in $S^{p} \times S^{q}$ is an open $(p+q)$-cell the separation element $d\left(h, h^{\prime}\right) \in \pi_{p+q}(Z)$ is defined, as in $\S 10$ below. Of course

$$
\begin{equation*}
d(h, h)=0 . \tag{1.1}
\end{equation*}
$$

In particular, let $Z$ be a space with a multiplication; that is to say, there is a continuous product $x \cdot y \in Z$, where $x, y \in Z$, such that $x \cdot z^{0}=x$ and $z^{0} \cdot y=y$, where $z^{0}$ is the basepoint in $Z$. Let $h$ be as before, and

[^5]let $h^{\prime}$ be defined by
$$
h^{\prime}(x, y)=f(x) \cdot g(y) \quad x \in S^{p}, \quad y \in S^{q},
$$
where $f, g$ are the sections of $h$. Then $h^{\prime}$ has the same sections as $h$, and we define
\[

$$
\begin{equation*}
\delta(h)=d\left(h^{\prime}, h\right) \in \pi_{p+q}(Z) . \tag{1.2}
\end{equation*}
$$

\]

Notice that if $k: S^{p} \times S^{q} \rightarrow Z$ is another map with the same sections then $k^{\prime}=h^{\prime}$ and so

$$
\begin{equation*}
\delta(k)=\delta(h)+d(h, k), \tag{1.3}
\end{equation*}
$$

by the addition formula for separation elements ((10.4) below).
Let $w: Z \rightarrow Z^{\prime}$ be a map, where $Z^{\prime}$ is a space with a multiplication. We say that $w$ is multiplicative if

$$
w(x \cdot y)=w(x) \cdot w(y) \quad x, y \in Z
$$

In that case we have (cf. (10.8))

$$
\begin{equation*}
\delta(w h)=w_{*} \delta(h), \tag{1.4}
\end{equation*}
$$

where $w_{*}: \pi_{p+q}(Z) \rightarrow \pi_{p+q}\left(Z^{\prime}\right)$ denotes the homomorphism which is induced by $w$.
2. The pairing of $\pi_{p}(Z)$ with $\pi_{q}(Z)$ to $\pi_{p+q}(Z)$. Let $Z$ be a space with a multiplication, and let $p, q \geqq 1$. With each pair of elements $\alpha \in \pi_{p}(Z)$, $\beta \in \pi_{q}(Z)$ we associate an element $\langle\alpha, \beta\rangle \in \pi_{p+q}(Z)$, as follows. Let $f: S^{p} \rightarrow Z, g: S^{q} \rightarrow Z$ be maps which represent $\alpha, \beta$, respectively. Let $h$, $k: S^{p} \times S^{q} \rightarrow Z$ be the maps which are defined by

$$
h(x, y)=f(x) \cdot g(y), \quad k(x, y)=g(y) \cdot f(x),
$$

where $x \in S^{p}, y \in S^{q}$. Then $h$ and $k$ have the same sections, and we write

$$
\begin{equation*}
\langle\alpha, \beta\rangle=d(h, k) . \tag{2.1}
\end{equation*}
$$

We have at once (cf. (10.8))
Theorem (2.2). Let $\alpha \in \pi_{p}(Z), \beta \in \pi_{q}(Z)$. Let $w: Z \rightarrow Z^{\prime}$ be a multiplicative map. Then

$$
w_{*}\langle\alpha, \beta\rangle=\left\langle w_{*}(\alpha), w_{*}(\beta)\right\rangle,
$$

where $w_{*}: \pi_{r}(Z) \rightarrow \pi_{r}\left(Z^{\prime}\right)$ denotes the homomorphism induced by $w$.
The type of a map $h: S^{p} \times S^{q} \rightarrow Z$ is the pair of elements $(\alpha, \beta)$, where $\alpha \in \pi_{p}(Z), \beta \in \pi_{q}(Z)$ are the homotopy classes of the sections of
h. We prove

Theorem (2.3). Let $Z$ be a space with a multiplication, and let

$$
\stackrel{h}{\stackrel{k}{\rightarrow}} \stackrel{k}{\leftarrow} S^{q} \times S^{p}
$$

be a pair of maps such that $h(x, y)=k(y, x)$, where $x \in S^{p}, y \in S^{q}$. Let $(\alpha, \beta)$ be the type of $h$, where $\alpha \in \pi_{p}(Z), \beta \in \pi_{q}(Z)$. Then

$$
\langle\alpha, \beta\rangle=\delta(h)-(-1)^{p q} \delta(k) .
$$

Proof. Let $f: S^{p} \rightarrow Z, g: S^{q} \rightarrow Z$ be the sections of $h$, and let

$$
\stackrel{h^{\prime}}{S^{p} \times S^{q} \rightarrow Z} \stackrel{k^{\prime}}{\leftarrow} S^{q} \times S^{p}
$$

be the maps which are defined by

$$
h^{\prime}(x, y)=f(x) \cdot g(y), \quad k^{\prime}(y, x)=g(y) \cdot f(x)
$$

where $x \in S^{p}, y \in S^{q}$. Then

$$
\delta(h)=d\left(h^{\prime}, h\right), \quad \delta(k)=d\left(k^{\prime}, k\right),
$$

by definition. Let $v: S^{p} \times S^{q} \rightarrow S^{q} \times S^{p}$ be the map which interchanges the factors. Then $d\left(k^{\prime} v, k v\right)=(-1)^{v q} d\left(k^{\prime}, k\right)$, by (10.9), since $v$ has degree $(-1)^{p q}$. Therefore

$$
\delta(h)-(-1)^{p q} \delta(k)=d\left(h^{\prime}, h\right)-d\left(k^{\prime} v, k v\right)=d\left(h^{\prime}, k^{\prime} v\right)
$$

by the addition formula for separation elements, since $h=k v$. However

$$
k^{\prime} v(x, y)=k^{\prime}(y, x)=g(y) \cdot f(x)
$$

if $x \in S^{p}$ and $y \in S^{q}$. Hence $d\left(h^{\prime}, k^{\prime} v\right)=\langle\alpha, \beta\rangle$, by (2.1), since $\alpha, \beta$ are the homotopy classes of $f, g$, respectively. Therefore

$$
\delta(h)-(-1)^{p q} \delta(k)=\langle\alpha, \beta\rangle,
$$

which proves (2.3).
If we interchange $h$ and $k$ in (2.3), we obtain that

$$
\delta(k)-(-1)^{p q} \delta(h)=\langle\beta, \alpha\rangle
$$

since $k$ is of type $(\beta, \alpha)$. Hence, and since there exist maps of any given type, we obtain

Corollary (2.4). Let $\alpha \in \pi_{p}(Z), \beta \in \pi_{q}(Z)$. Then

$$
\langle\alpha, \beta\rangle=(-1)^{p q+1}\langle\beta, \alpha\rangle
$$

In the next section we shall prove that $\langle\alpha, \beta\rangle$ determines a bilinear pairing of $\pi_{p}(Z)$ with $\pi_{q}(Z)$ to $\pi_{p+q}(Z)$.
3. Products of maps. The proof of the following proposition is omitted, since it is the same as in the case of topological groups (see (16.9) of [5]).

Theorem (3.1). A space with a multiplication has a commutative fundamental group.

Let $Y$ be a space and let $Z$ be a space with a multiplication. The product of two maps $u, v: Y \rightarrow Z$ is the map $u \cdot v: Y \rightarrow Z$ which is defined by

$$
(u \cdot v)(y)=u(y) \cdot v(y) \quad y \in Y .
$$

In view of (3.1), we write $\pi_{r}(Z)$ additively even when $r=1$. The proof of the following proposition also is the same as in the case of topological groups (see (16.7) of [5]).

Theorem (3.2). Let $v, u: S^{r} \rightarrow Z$ be maps, where $r \geq 1$ and $Z$ is a space with a multiplication. Then the homotopy class of $u \cdot v$ is equal to the sum, in $\pi_{r}(Z)$, of the homotopy classes of $u$ and $v$.

The following lemma is an immediate consequence of (3.2) and the definition of separation elements.

Lemma (3.3). Let $h, k, h^{\prime}, k^{\prime}$ be four maps of $S^{?} \times S^{q}$ into $Z$ such that $h$ and $k$ have the same sections, and $h^{\prime}$ and $k^{\prime}$ have the same sections. Then $h \cdot h$ and $k \cdot k^{\prime}$ have the same sections, and their separation element is given by

$$
d\left(h \cdot h^{\prime}, k \cdot k^{\prime}\right)=d(h, k)+d\left(h^{\prime}, k^{\prime}\right) .
$$

We use (3.3) to prove
Theorem (3.4). Let $Z$ be a space with a multiplication. Let $h, h^{\prime}$ be maps of $S^{\prime \prime} \times S^{q}$ into $Z$ of type $(\alpha, \beta),\left(\alpha^{\prime}, \beta^{\prime}\right)$, respectively, where $\alpha, \alpha^{\prime} \in \pi_{p}(Z)$ and $\beta, \beta^{\prime} \in \pi_{q}(Z)$. Then

$$
\delta\left(h \cdot h^{\prime}\right)=\grave{\delta}(h)+\delta\left(h^{\prime}\right)+\left\langle\alpha^{\prime}, \beta\right\rangle .
$$

The relation we have to prove is invariant under homotopies of $h$ and $h^{\prime}$. Hence there is no real loss of generality if we assume that $h$ and $h^{\prime}$ are such as to satisfy the following condition. Let $(f, g),\left(f^{\prime}, g^{\prime}\right)$ be the sections of $h, h^{\prime}$, respectively, so that $f$ and $f^{\prime}$ are maps of $S^{p}$, and $g$ and $g^{\prime}$ are maps of $S^{q}$. We assume that $f$ is constant over one hemisphere of $S^{\prime \prime}$ and that $f^{\prime}$ is constant over the other ; similarly that
$g$ is constant over one hemisphere of $S^{q}$ and that $g^{\prime}$ is constant over the other. Then, if $x \in S^{p}$ and $y \in S^{q}$, the expressions

$$
f(x) \cdot f^{\prime}(x) \cdot g(y) \cdot g^{\prime}(y), \quad f(x) \cdot g(y) \cdot f^{\prime}(x) \cdot g^{\prime}(y)
$$

do not depend on the order in which the products are taken; it is as though the multiplication on $Z$ were associative. This is expressed more concisely as follows. Let

$$
\stackrel{u}{S^{p}} \leftarrow S^{p} \times S^{q} \xrightarrow{v} S^{q}
$$

denote the canonical projections, and define four maps $F, F^{\prime}, G, G^{\prime}$ of $S^{p} \times S^{q}$ into $Z$ by

$$
F=f u, \quad F^{\prime}=f^{\prime} u ; \quad G=g v, \quad G^{\prime}=g^{\prime} v .
$$

Then the product maps $F \cdot F^{\prime} \cdot G \cdot G^{\prime}$ and $F \cdot G \cdot F^{\prime} \cdot G^{\prime}$ are well-defined.
After these preliminaries, we proceed to prove (3.4). Let $k=F \cdot G$, so that $\delta(h)=d(k, h)$, and let $k^{\prime}=F^{\prime} \cdot G^{\prime}$, so that $\delta\left(h^{\prime}\right)=d\left(k^{\prime}, h^{\prime}\right)$. Then

$$
\begin{equation*}
d\left(k \cdot k^{\prime}, h \cdot h^{\prime}\right)=\delta(h)+\delta\left(h^{\prime}\right), \tag{3.5}
\end{equation*}
$$

by (3.3). Let $H=\left(F \cdot F^{\prime}\right) \cdot\left(G \cdot G^{\prime}\right)$. Then $\delta\left(h \cdot h^{\prime}\right)=d\left(H, h \cdot h^{\prime}\right)$, by definition, and hence

$$
\delta\left(h \cdot h^{\prime}\right)=d\left(H, k \cdot k^{\prime}\right)+d\left(k \cdot k^{\prime}, h \cdot h^{\prime}\right),
$$

by the addition formula for separation elements. Hence

$$
\begin{equation*}
\delta\left(h \cdot h^{\prime}\right)=\delta(h)+\delta\left(h^{\prime}\right)+d\left(H, k \cdot k^{\prime}\right), \tag{3.6}
\end{equation*}
$$

by (3.5). However,

$$
\begin{aligned}
\left\langle\alpha^{\prime}, \beta\right\rangle & =d\left(F^{\prime} \cdot G, G \cdot F^{\prime}\right), \text { by definition, } \\
& =d(F, F)+d\left(F^{\prime} \cdot G, G \cdot F^{\prime}\right)+d\left(G^{\prime}, G^{\prime}\right), \text { by }(1.1), \\
& =d\left(F \cdot F^{\prime} \cdot G, F \cdot G \cdot F^{\prime}\right)+d\left(G^{\prime}, G^{\prime}\right), \text { by }(3.3), \\
& =d\left(F \cdot F^{\prime} \cdot G \cdot G^{\prime}, F \cdot G \cdot F^{\prime} \cdot G^{\prime}\right), \text { by }(3.3), \\
& =d\left(H, k \cdot k^{\prime}\right),
\end{aligned}
$$

by definition. Hence it follows from (3.6) that

$$
\delta\left(h \cdot h^{\prime}\right)=\delta(h)+\delta\left(h^{\prime}\right)+\left\langle\alpha^{\prime}, \beta\right\rangle,
$$

which proves (3.4).
As an application of (3.4) we prove".
Theorem (3.7). Let $Z$ be a space with a multiplication, and let $p, q \geqq 1$. Then the transformation $(\alpha, \beta) \rightarrow\langle\alpha, \beta\rangle$ determines a bilinear

[^6]pairing of $\pi_{p}(Z)$ with $\pi_{q}(Z)$ to $\pi_{p+q}(Z)$.
We first show that
\[

$$
\begin{equation*}
\left\langle\alpha+\alpha^{\prime}, \beta\right\rangle=\langle\alpha, \beta\rangle+\left\langle\alpha^{\prime}, \beta\right\rangle, \tag{3.8}
\end{equation*}
$$

\]

where $\alpha, \alpha^{\prime} \in \pi_{p}(Z), \beta \in \pi_{q}(Z)$. For let $f, f^{\prime}: S^{p} \rightarrow Z$ be maps which represent $\alpha, \alpha^{\prime}$, respectively, such that $f$ is constant over one hemi-sphere of $S^{p}$ and $f^{\prime}$ is constant over the other. Let $g: S^{q} \rightarrow Z$ represent $\beta$, and let $h, h^{\prime}$ be the maps of $S^{p} \times S^{q}$ into $Z$ which are defined by

$$
h(x, y)=g(y) \cdot f(x), \quad h^{\prime}(x, y)=f^{\prime}(x),
$$

where $x \in S^{p}, y \in S^{q}$. Then

$$
\left(h \cdot h^{\prime}\right)(x, y)=(g(y) \cdot f(x)) \cdot f^{\prime}(x)=g(y) \cdot\left(f(x) \cdot f^{\prime}(x)\right),
$$

and so $\delta\left(h \cdot h^{\prime}\right)=\langle\gamma, \beta\rangle$, by (2.1), where $\gamma$ denotes the homotopy class of $f \cdot f^{\prime}$. But $\gamma=\alpha+\alpha^{\prime}$, by (3.2), and so

$$
\begin{aligned}
\left\langle\alpha+\alpha^{\prime}, \beta\right\rangle & =\delta\left(h \cdot h^{\prime}\right) \\
& =\delta(h)+\delta\left(h^{\prime}\right)+\left\langle\alpha^{\prime}, \beta\right\rangle, \text { by }(3.4), \\
& =\langle\alpha, \beta\rangle+\left\langle\alpha^{\prime}, \beta\right\rangle,
\end{aligned}
$$

since $\delta\left(h^{\prime}\right)=d\left(h^{\prime}, h^{\prime}\right)=0$, by (1.1). This proves (3.8). Linearity on the right follows from (3.8) and (2.4). Hence the proof of (3.7) is complete.

## Part II

## Application to Reduced Product Complexes

4. The reduced product complex. Throughout this part of the paper, $A$ will denote a countable $C W$-complex with precisely one 0 -cell, say $a^{0}$. Let $A_{\infty}$ denote the reduced product complex of $A$, as defined in [2]. We recall that $A_{\infty}$ is a countable $C W$-complex which contains $A$ as a subcomplex, and that $A_{\infty}$ carries an associative multiplication with $a^{0}$ as unit element. Let $I$ denote the interval $0 \leqq t \leqq 1$. Let $\hat{A}$ denote the suspension of $A$, that is the space which is obtained from the topological product $A \times I$ by identifying $A \times \dot{I} \cup a^{0} \times I$ to a point. The points of $\hat{A}$ are represented by pairs ( $a, t$ ), where $a \in A$ and $t \in I$, with the identification being tacitly understood. We also identify each point $a \in A$ with $\left(a, \frac{1}{2}\right) \in \hat{A}$, so that $A$ is embedded in $\hat{A}$. The suspension triad of $A$ is the triad

$$
\left(\hat{A} ; C_{+}, C_{-}\right),
$$

in which $C_{-}, C_{+}$are the half-cones where $t \leqq \frac{1}{2}, t \geqq \frac{1}{2}$, respectively, so
that

$$
\hat{A}=C_{+} \cup C_{-}, \quad A=C_{+} \cap C_{-} .
$$

The relation between the reduced product complex and the suspension triad is expressed in the following commutative diagram, where $\phi$ denotes the canonical isomorphism which is defined in § 10 of [3].

$$
\begin{align*}
& \cdots \rightarrow \pi_{r}(A) \xrightarrow{j} \pi_{r}\left(A_{\infty}\right) \xrightarrow{k} \quad \pi_{r}\left(A_{\infty}, A\right) \quad \xrightarrow{\nrightarrow \pi_{r-1}(A) \rightarrow \cdots}  \tag{4.1}\\
& \cdots \rightarrow \pi_{r}(A) \vec{E} \pi_{r+1}(\hat{A}) \vec{i} \pi_{r+1}\left(\hat{A} ; C_{+}, C_{-}\right) \vec{\Delta} \pi_{r-1}(A) \rightarrow \cdots .
\end{align*}
$$

The top line of the diagram is part of the homotopy sequence of the pair $\left(A_{\infty}, A\right)$, so that $j, k$ are injections, and $d$ is the boundary operator. The bottom line is part of the suspension sequence of $A$, as defined in [3], so that $E$ is the suspension operator, $i$ is the injection, and $\Delta$ is the repeated boundary operator. We recall from [3] that $\phi$ maps $\pi_{r}(A)$ identically, so that the commutativity of (4.1) is expressed by the following relations (cf. (10.2) of [3]).

$$
\begin{align*}
& \text { (a) } \\
& \text { (b) }  \tag{4.2}\\
& \text { (c) }
\end{align*}\left\{\begin{array}{l}
\phi j=E, \\
i \phi=\phi k, \\
\Delta \phi=d .
\end{array}\right.
$$

Let $B$ a countable $C W$-complex with precisely one 0 -cell, say $b^{0}$, and let $f: A \rightarrow B$ be a map such that $f\left(a^{0}\right)=b^{0}$. Then the induced mapping $f_{\infty}: A_{\infty} \rightarrow B_{\infty}$, as defined in § 1 of [2], is multiplicative in the sense of $\S 1$. Let $\hat{f}: \hat{A} \rightarrow \hat{B}$ denote the suspension of $f$, which is defined by

$$
\hat{f}(a, t)=(f(a), t) \quad a \in A, \quad t \in I .
$$

Then $\hat{f}$ maps the suspension triad of $A$ into the suspension triad of $B$, and hence induces a homomorphism of the suspension sequence of $A$ into the suspension sequence of $B$. We denote this homomorphism by $f_{*}$, and we also denote by $f_{*}$ the homomorphism of the homotopy sequence of $\left(A_{\infty}, A\right)$ into the homotopy sequence of ( $B_{\infty}, B$ ) which is induced by $f_{\infty}$. By (10.5) of [3] these homomorphisms are related by

$$
\begin{equation*}
\phi f_{*}=f_{*} \phi . \tag{4.3}
\end{equation*}
$$

5. The Hopf construction. Let $A$ mean the same as in $\S 4$, and let $p, q \geq 1$. A pairing of $\pi_{p}(A)$ with $\pi_{q}(A)$ to $\pi_{p+q}\left(A_{\infty}, A\right)$ is defined as follows. Let $\gamma$ denote the positive generator of the infinite cyclic group
$\pi_{p+q}\left(S^{p} \times S^{q}, \Sigma\right)$, where $\Sigma=S^{p} \times e \cup e \times S^{q}$ and the orientations are the same as in [3]. Let $f, g$ be maps of $S^{p}, S^{q}$ into $A$ which represent $\alpha \in \pi_{p}(A)$, $\beta \in \pi_{q}(A)$, respectively. Let $h:\left(S^{p} \times S^{q}, \Sigma\right) \rightarrow\left(A_{\infty}, A\right)$ denote the map which is defined by

$$
h(x, y)=f(x) \cdot g(y) \quad x \in S^{p}, \quad y \in S^{q} .
$$

Then we define $\alpha \times \beta=h_{*}(\gamma)$, where

$$
h_{*}: \pi_{p+q}\left(S^{p} \times S^{q}, \Sigma\right) \rightarrow \pi_{p+q}\left(A_{\propto}, A\right)
$$

denotes the homomorphism induced by $h$. We write

$$
\begin{equation*}
\{\alpha, \beta\}=\phi(\alpha \times \beta) \in \pi_{p+q+1}\left(\hat{A} ; C_{+}, C_{-}\right), \tag{5.1}
\end{equation*}
$$

and we refer to $\{\alpha, \beta\}$ as the triad Whitehead product of $\alpha$ and $\beta$, in accordance with (7.1) of [3].

Let us apply the theory of Part I to the space with multiplication $A_{\infty}$. By taking representatives we obtain from (2.1) that

$$
k\langle j(\alpha), j(\beta)\rangle=\alpha \times \beta-(-1)^{p a} \beta \times \alpha,
$$

and hence, by (4.2b) and (5.1), we have

$$
\begin{equation*}
i \phi\langle j(\alpha), j(\beta)\rangle=\{\alpha, \beta\}-(-1)^{p q}\{\beta, \alpha\} . \tag{5.2}
\end{equation*}
$$

Now suppose that there exists a map $h: S^{p} \times S^{q} \rightarrow A$ of type ( $\alpha, \beta$ ). Let $h^{\prime}$ denote the inclusion of $h$ into $A_{\infty}$. By taking representatives we obtain at once that $k \delta\left(h^{\prime}\right)=\alpha \times \beta$, and so we conclude from (4.2b) and (5.1) that

$$
\begin{equation*}
i \phi \partial\left(h^{\prime}\right)=\{\alpha, \beta\} . \tag{5.3}
\end{equation*}
$$

Recall that the Hopf construction, as defined in [3], assigns an element $c(h) \in \pi_{p+q+1}(\hat{A})$ to each map $h: S^{p} \times S^{q} \rightarrow A$, and is characterized uniquely by the following three properties. First, let $h$ have type $(\alpha, \beta)$, where $\alpha \in \pi_{p}(A), \beta \in \pi_{q}(A)$. Then

$$
\begin{equation*}
i c(h)=\{\alpha, \beta\} \tag{5.4}
\end{equation*}
$$

Secondly, let $B$ mean the same as in $\S 4$, and let $f: A \rightarrow B$ be a map such that $f\left(a^{0}\right)=b^{0}$. Then

$$
\begin{equation*}
c(f h)=f_{\star} c(h) . \tag{5.5}
\end{equation*}
$$

Thirdly, let $A=S^{p} \times S^{q}$, and let $h$ be either of the projections

$$
(x, y) \rightarrow(x, e), \quad(x, y) \rightarrow(e, y),
$$

where $x \in S^{p}, y \in S^{q}$. Then

$$
\begin{equation*}
c(h)=0 . \tag{5.6}
\end{equation*}
$$

The uniqueness of this characterization follows from (8.2), (8.3) and (8.4) of [3]. We use it to prove

THEOREM (5.7). Let $h: S^{p} \times S^{q} \rightarrow A$ be a map, and let $h^{\prime}$ denote its inclusion into $A_{\infty}$. Let $c(h)$ denote the element of $\pi_{p+q+1}(\hat{A})$ which is obtained from $h$ by the Hopf construction, and let $\delta\left(h^{\prime}\right)$ denote the element of $\pi_{p+q}\left(A_{\infty}\right)$ which is obtained from $h^{\prime}$ as in §1. Then $c(h)=\phi \delta\left(h^{\prime}\right)$.

Let $\gamma(h)=\phi \delta\left(h^{\prime}\right)$. We check that $\gamma(h)$ satisfies (5.4), (5.5) and (5.6) as well as $c(h)$. For (5.4) follows from (5.3), in the case of $\gamma(h)$, and (5.6) follows from (1.1). Consider (5.5), where we have a map $f: A \rightarrow B$. Let $f_{\infty}: A_{\infty} \rightarrow B_{\infty}$ denote the multiplicative map which $f$ determines. Then $f_{\infty} h^{\prime}$ is equal to the inclusion of $f h$ into $B_{\infty}$, and so

$$
\begin{aligned}
\gamma(f h)=\phi \delta\left(f_{\infty} h^{\prime}\right) & =\phi f_{*} \delta\left(h^{\prime}\right), \text { by }(1.4), \\
& =f_{*} \phi \delta\left(h^{\prime}\right), \text { by }(4.3), \\
& =f_{*} \gamma(h), \text { by definition } .
\end{aligned}
$$

Therefore $\gamma(h)$ satisfies all three conditions, whence $\gamma(h)=c(h)$. This proves (5.7).
6. The Whitehead product. Let $X$ be a space with a basepoint, and let $p, q \geq 1$. The Whitehead product of a pair of elements $(\xi, \eta)$, where $\xi \in \pi_{p+1}(X), \eta \in \pi_{q+1}(X)$, is an element of $\pi_{p+q+1}(X)$, and is denoted by $[\xi, \eta]$. In $\S 9$ we shall prove a general theorem about this product which implies the following in case $X$ is the suspension of $A$, where $A$ is a conplex as in $\S 4$.

Theorem (6.1). Let $\lambda \in \pi_{p}\left(A_{\infty}\right), \mu \in \pi_{q}\left(A_{\infty}\right)$. Then

$$
\phi\langle\lambda, \mu\rangle=(-1)^{p}[\phi(\lambda), \phi(\mu)] .
$$

Since $\phi j=E$, by (4.2a), we have the following three corollaries in case $\lambda=j(\alpha)$ or $\mu=j(\beta)$, where $\alpha \in \pi_{p}(A), \beta \in \pi_{q}(A)$.

Corollary (6.2). Let $\lambda \in \pi_{p}\left(A_{\infty}\right), \beta \in \pi_{q}(A)$. Then

$$
\phi\langle\lambda, j(\beta)\rangle=(-1)^{p}[\phi(\lambda), E(\beta)] .
$$

Corollary (6.3). Let $\alpha \in \pi_{p}(A), \mu \in \pi_{q}\left(A_{\infty}\right)$. Then

$$
\phi\langle j(\alpha), \mu\rangle=(-1)^{p}[E(\alpha), \phi(\mu)] .
$$

Corollary (6.4). Let $\alpha \in \pi_{p}(A), \beta \in \pi_{q}(A)$. Then

$$
\phi\langle j(\alpha), j(\beta)\rangle=(-1)^{v}[E(\alpha), E(\beta)] .
$$

Hence and from (5.2) we obtain the first commutation law for triad Whitehead products (cf. (2.4) of [3]) :

Corollary (6.5). Let $\alpha \in \pi_{p}(A), \beta \in \pi_{q}(A)$. Then

$$
\{\alpha, \beta\}-(-1)^{p q}\{\beta, \alpha\}=(-1)^{p} i[E(\alpha), E(\beta)] .
$$

As defined in [2], $A_{\infty}$ is filtered by a sequence of subcomplexes $A_{0} \subset A_{1} \subset \cdots \subset A_{m} \subset \cdots$, where $A_{0}=a^{0}$ and $A_{1}=A$. The reduced product filtration of $\pi_{r+1}(\hat{A})$ is defined as follows (cf. § 13 of [3]). We say that an element $\gamma \in \pi_{r}\left(A_{\infty}\right)$ has filtration $m(m \geqq 1)$ if $\gamma$ can be represented by a map of $S^{r}$ whose image is contained in $A_{m}$ but not by one whose image is contained in $A_{m-1}$. We also say that the zero element has filtration zero. The reduced product filtration of $\pi_{r+1}(\hat{A})$ is obtained from this by applying the canonical isomorphism $\phi$. We supplement the results of [3] by

Corollary (6.6). Let $\xi \in \pi_{p+1}(\hat{A}), \eta \in \pi_{q+1}(\hat{A})$ be elements with filtrations $m, n$, respectively. Then the filtration of the Whitehead product $[\xi, \eta] \in \pi_{p+q+1}(\hat{A})$ does not exceed $m+n$.

This follows from (6.1). For let $\alpha \in \pi_{p}\left(A_{\infty}\right), \beta \in \pi_{q}\left(A_{\infty}\right)$ be elements such that $\varphi(\alpha)=\xi, \varphi(\beta)=\eta$. By hypothesis, there exist maps $f: S^{p} \rightarrow A_{\infty}$, $S^{q} \rightarrow A_{\infty}$, representing $\alpha, \beta$, respectively, such that $f S^{p} \subset A_{m}, g S^{q} \subset A_{n}$. Now $A_{m} \cdot A_{n}=A_{n} \cdot A_{m}=A_{m+n}$, by the definition of $A_{\infty}$. Hence $h\left(S^{p} \times S^{q}\right) \subset$ $A_{m+n}$, where $h$ denotes either of the maps

$$
f(x) \cdot g(y) \leftarrow(x, y) \rightarrow g(y) \cdot f(x) \quad x \in S^{p}, \quad y \in S^{q} .
$$

Therefore $\langle\alpha, \beta\rangle$ can be represented by a map of $S^{p+q}$ into $A_{m+n}$, so that the filtration of $\langle\alpha, \beta\rangle$, and hence of $\phi\langle\alpha, \beta\rangle$, does not exceed $m+n$. Hence, by (6.1), the filtration of $[\phi(\alpha), \phi(\beta)]$ does not exceed $m+n$, which proves (6.6).

## Part III

## Application to Loop-Spaces

7. The loop-space (in the sense of Moore). Let $X$ be a space with basepoint $x_{0}$. By a loop in $X$ we mean a pair ( $f, s$ ), where $s \geq 0$ and $f$ is a map of the interval $0 \leqq t \leqq s$ into $X$ such that $f(0)=f(s)=x_{0}$. The composition of $(f, s)$ with another loop ( $f^{\prime}, s^{\prime}$ ) is the loop ( $f^{\prime \prime}, s+s^{\prime}$ ), where

$$
f^{\prime \prime}(t)= \begin{cases}f(t) & (0 \leqq t \leqq s), \\ f^{\prime}(t-s) & \left(s \leqq t \leqq s+s^{\prime}\right) .\end{cases}
$$

Let $\Lambda$ denote the set of loops with the topology defined in $\S 2$ of [4]; we call $\Lambda$ the loop-space of $X$. The ordinary space of loops, $\Omega$, consists of those loops $(f, s)$ such that $s=1$. Let $x^{0}$ denote the loop $(f, 0)$, where $f(0)=x_{0}$. The product in $\Lambda$ which is defined by composition of loops is associative, and admits $x^{0}$ as a unit element. In § 2 of [4] Moore asserts the following propositions. We omit the proofs, which are straightforward but tedious.

Theorem (7.1). (a) The product in $\Lambda$ is continuous; and (b) $\Omega$ is a deformation retract of $\Lambda$.

Let us represent $S^{r+1}$ as the suspension of $S^{r}$, as in $\S 1$ of [3], so that $(x, t) \in S^{r+1}$ if $x \in S^{r}$ and $t \in I$. Let $h: S^{r} \rightarrow A$ be a map, and let $h(x)=$ $(f, s)$, say, where $s \geq 0$ and $f$ maps the interval $0 \leqq t \leqq s$ into $X$. Then a map $h^{\prime}: S^{r+1} \rightarrow X$ is defined by $h^{\prime}(x, t)=f(s t)$, where $0 \leqq t \leqq 1$. The transformation $h \rightarrow h^{\prime}$ is invariant under homotopy, and therefore it defines a function $\psi: \pi_{r}(\Lambda) \rightarrow \pi_{r+1}(X)$. We prove

Theorem (7.2). The function $\psi$ is an isomorphism (onto).
For let $i_{*}$ denote the injection of $\pi_{r}(\Omega)$ into $\pi_{r}(\Lambda)$, which is an isomorphism by (7.1b). By taking representatives we find that $\psi i_{*}=\theta$, the Hurewicz isomorphism of $\pi_{r}(\Omega)$ onto $\pi_{r+1}(X)$. Hence $\psi$ is an isomorphism, which proves (7.2). Notice also that $\psi$ is natural. To be precise, let $X^{\prime}$ be a space with a basepoint and let $h: X \rightarrow X^{\prime}$ be a map. If $(f, s)$ is a loop in $X$, where $s \geqq 0$ and $f$ maps the interval $0 \leqq t \leqq s$ into $X$, then ( $h f, s$ ) is a loop in $X^{\prime}$. Let $\bar{h}: \Lambda \rightarrow \Lambda^{\prime}$ denote the multiplicative map which is defined by $\bar{h}(f, s)=(h f, s)$, where $\Lambda^{\prime}$ is the loop-space of $X^{\prime}$. Then by taking representatives it follows at once that

$$
\begin{equation*}
\psi^{\prime} \bar{h}_{*}=h_{*} \psi, \tag{7.3}
\end{equation*}
$$

where $\psi^{\prime}$ means the same for $X^{\prime}$ as $\psi$ does for $X$, and where $h_{*}, \bar{h}_{*}$ are the homomorphisms induced by $h, \bar{h}$, as shown in the following diagram :

$$
\begin{array}{cc}
\pi_{r}(\Lambda) \xrightarrow{\bar{h}_{*}} \pi_{r}\left(\Lambda^{\prime}\right) \\
\psi \downarrow & \downarrow \psi^{\prime} \\
\pi_{r+1}(X) & \xrightarrow{h_{*}} \\
\pi_{r+1}\left(X^{\prime}\right) .
\end{array}
$$

8. The canonical isomorphism. Let $A$ be a space, with basepoint
$a^{0}$, on which a real-valued continuous function $d$ is defined which is positive except that $d\left(\alpha^{0}\right)=0$. Let $\hat{A}$ denote the suspension of $A$, and let $A$ denote the loop-space of $\hat{A}$. Let $x^{0} \in \Lambda$ denote the trivial loop at the suspension of $a^{0}$. Then a map $u: A \rightarrow \Lambda$ is defined as follows. Let $a \in A$ and let $\alpha=d(a)$. We define $u\left(a^{0}\right)=x^{0}$. Let $a \neq a^{0}$. Then $\alpha>0$ and we define $u(\alpha)=(f, \alpha)$, where $f$ is the map of the interval $0 \leqq t \leqq \alpha$ into $\hat{A}$ which is defined by $f(t)=(a, t / \alpha)$. Of course $u$ depends on $d$, but since the set of functions $d$ is convex it follows that any two maps $u$ are homotopic. The topology of $\Lambda$ is such that $u$ is a homeomorphism into $\Lambda$, so that we regard $A$ as a subspace of $\Lambda$.

We now define a homomorphism, $\psi$, of the homotopy sequence of the pair $(\Lambda, A)$ into the suspension sequence of $A$, as shown in the following diagram.


We define $\psi$ as follows. Let ${ }^{3} V^{r}$ denote the convex hull of $S^{r-1}$, so that points of $V^{r}$ are represented by pairs ( $s, x$ ), where $x \in S^{r-1}$ and $0 \leqq s \leqq 1$, such that $(0, x)=e,(1, x)=x$. Let $V^{r+1}$ denote the suspension of $V^{r}$, so that points of $V^{r+1}$ are represented by pairs $(y, t)$, where $y \in V^{r}$ and $0 \leqq t \leqq 1$. Let $h: V^{r} \rightarrow \Lambda$ be a map, and let $h(y)=(f, s)$, say, where $s \geqq 0$ and $f$ maps the interval $0 \leqq t \leqq s$ into $\hat{A}$. Let $h^{\prime}$ : $V^{r+1} \rightarrow \hat{A}$ be the map defined by $h^{\prime}(y, t)=f(s t)$. Since $h^{\prime} S^{r}=a^{0}$ if $h S^{r-1}=$ $x^{0}$, we define $\psi$ on $\pi_{r}(\Lambda)$ to be the homomorphism induced by the transformation $h \rightarrow h^{\prime}$. It is easy to check that $\psi$ means the same here as in (7.2). If $h S^{r-1} \subset A$ then $h^{\prime}$ maps one hemisphere of $S^{r}$ into $C_{+}$and the other into $C_{-}$, so that the transformation $h \rightarrow h^{\prime}$ also induces a homomorphism of $\pi_{r}(A, A)$ into $\pi_{r+1}\left(\hat{A} ; C_{+}, C_{-}\right)$. Thus we define $\psi$ on $\pi_{r}(\Lambda, A)$, and the definition is completed by setting $\psi$ to be the identity on $\pi_{r}(A)$. It is easily verified that these definitions make (8.1) commutative, that is, that
(a)
(b)
(c) $\left\{\begin{aligned} \psi j & =E, \\ i \psi & =\psi k, \\ \Delta \psi & =d .\end{aligned}\right.$

Since $\psi$ maps $\pi_{r}(A)$ identically, by definition, and maps $\pi_{r}(\Lambda)$ isomorphically, by (7.2), we obtain by an application of the five lemma:

[^7]Theorem (8.3). As shown in (8.1), $\psi$ is an isomorphism of the homotopy sequence of pair $(\Lambda, A)$ onto the suspension sequence of $A$.

Now let $A$ be a complex as in $\S 4$, and consider the reduced product complex $A_{\infty}$. We extend the inclusion map $u: A \rightarrow \Lambda$ to a multiplicative map $w: A_{\infty} \rightarrow \Lambda$, as follows. Let $a_{*} \in A_{\infty}$, so that $a_{*}=a_{1} \cdot a_{2} \cdot \cdots \cdot a_{n}$, say, where $a_{1}, a_{2}, \cdots, a_{n} \in A$. Then we define

$$
w\left(a_{*}\right)=u\left(a_{1}\right) \cdot u\left(a_{2}\right) \cdot \cdots \cdot u\left(a_{n}\right) .
$$

Notice that $w$ is nonsingular, although $A_{\infty}$ is not mapped homeomorphically unless $A=a^{0}$. Let $w_{*}$ denote the homomorphism of the homotopy sequence of $\left(A_{\infty}, A\right)$ into the homotopy sequence of $(A, A)$ which is induced by $w$, and let $\phi$ denote the canonical isomorphism of the homotopy sequence of $\left(A_{\infty}, A\right)$ onto the suspension sequence of $A$, as in (4.1). It follows from the definition of $\phi$ in $\S 10$ of [3] that

$$
\begin{equation*}
\phi=\phi w_{*} . \tag{8.4}
\end{equation*}
$$

Hence and from (8.3) we obtain
Theorem (8.5). The homomorphism $w_{*}$ maps the homotopy sequence of the pair $\left(A_{\infty}, A\right)$ isomorphically onto the homotopy sequence of the pair ( $4, A$ ).

Thus $w$ is an algebraic homotopy equivalence of the pair, in the sense of [2]. Let us also denote by $w_{*}$ the homomorphism in singular homology which $w$ induces. Then from (8.5) of [2] we obtain

Corollary (8.6). The homomorphism $w_{*}$ maps the singular homology sequence of the pair $\left(A_{\infty}, A\right)$ isomorphically onto the singular homology sequence of the pair ( $(, A)$.

The next section is devoted to proving:
Theorem (8.7). Let 4 denote the loop-space of a space $X$, and let $\xi \in \pi_{p}(\Lambda), \eta \in \pi_{q}(\Lambda)$, where $p, q \geqq 1$. Then

$$
\psi\langle\xi, \eta\rangle=(-1)^{p}[\psi(\xi), \psi(\eta)] .
$$

We conclude the present section by showing how (6.1) is deduced from (8.7). Let $A$ be a complex as in $\S 6$, and let $X=\hat{A}$ in (8.7). Then if $\lambda \in \pi_{p}\left(A_{\infty}\right), \mu \in \pi_{q}\left(A_{\infty}\right)$ are the elements given in (6.1) we have that

$$
w_{*}\langle\lambda, \mu\rangle=\left\langle w_{*}(\lambda), w_{*}(\mu)\right\rangle,
$$

by (2.2), since $w$ is multiplicative. Moreover,

$$
\psi\left\langle w_{*}(\lambda), w_{*}(\mu)\right\rangle=(-1)^{p}\left[\psi w_{*}(\lambda), \psi w_{*}(\mu)\right],
$$

by (8.7). Hence and from (8.4) we conclude that

$$
\begin{aligned}
\varphi\langle\lambda, \mu\rangle=\psi w_{*}\langle\lambda, \mu\rangle & =(-1)^{v}\left[\psi w_{*}(\lambda), \psi w_{*}(\mu)\right] \\
& =(-1)^{v}[\phi(\lambda), \phi(\mu)] .
\end{aligned}
$$

Thus (6.1) follows from (8.7), and it only remains for us to prove (8.7).
9. Proof of (8.7). Let $A$ be a countable $C W$-complex with only one 0 -cell, and let $u: A \rightarrow \Lambda$ be the inclusion map, where $\Lambda$ denotes the loop-space of $\hat{A}$. We prove first of all

Theorem (9.1). Let $h: S^{p} \times S^{q} \rightarrow A$ be a map, where $p, q \geqq 1$, and let $c(h)$ denote the element of $\pi_{p+q+1}(\hat{A})$ which is obtained from $h$ by the Hopf construction. Let $\delta(u h)$ denote the element of $\pi_{p+q}(\Lambda)$ which is obtained from the inclusion of $h$ into $\Lambda$ as in § 1. Then $c(h)=\psi \delta(u h)$.

Proof. We have $u h=w h^{\prime}$, by the definition of $w$, where $h^{\prime}$ denotes the inclusion of $h$ into $A_{\infty}$. Hence

$$
\delta(u h)=\delta\left(w h^{\prime}\right)=w_{*} \delta\left(h^{\prime}\right),
$$

by (1.4), since $w$ is multiplicative. Hence

$$
\begin{aligned}
\psi \delta(u h)=\psi w_{*} \delta\left(h^{\prime}\right) & =\phi \delta\left(h^{\prime}\right), \text { by }(8.4), \\
& =c(h), \text { by }(5.7) .
\end{aligned}
$$

This proves (9.1). We deduce
Corollary (9.2). Let $h_{1}, h_{2}: S^{p} \times S^{q} \rightarrow A$ be maps which have the same sections, and let $d\left(h_{1}, h_{2}\right)$ denote their separation element in $\pi_{p+q}(A)$. Then

$$
c\left(h_{2}\right)=c\left(h_{1}\right)+E d\left(h_{1}, h_{2}\right) .
$$

Proof. We have

$$
\begin{aligned}
\delta\left(u h_{2}\right)-\delta\left(u h_{1}\right) & =d\left(u h_{1}, u h_{2}\right), \text { by }(1.3), \\
& =j d\left(h_{1}, h_{2}\right) .
\end{aligned}
$$

by the naturality of the separation element. Therefore

$$
\psi \delta\left(u h_{2}\right)-\psi \delta\left(u h_{1}\right)=\psi j d\left(h_{1}, h_{2}\right)=E d\left(h_{1}, h_{2}\right),
$$

by (8.2a). Hence (9.2) follows from (9.1).
Now take $A=S^{p} \times S^{q}$ and let $\alpha \in \pi_{p}(A), \beta \in \pi_{q}(A)$ be the homotopy classes of the maps of $S^{p}, S^{q}$ into $A$ which are given by

$$
x \rightarrow(x, e), \quad\left(x \in S^{p}\right) ; \quad y \rightarrow(e, y), \quad\left(y \in S^{q}\right) ;
$$

respectively. We prove that

$$
\begin{equation*}
\psi\langle j(\alpha), j(\beta)\rangle=(-1)^{x}[E(\alpha), E(\beta)] . \tag{9.3}
\end{equation*}
$$

For let $h: S^{p} \times S^{q} \rightarrow A$ denote the identity map, and let $v: S^{q} \times S^{p} \rightarrow A$ denote the map which interchanges the factors. Since $u h$ has type ( $j(\alpha), j(\beta)$ ), it follows from (2.3) that

$$
\langle j(\alpha), j(\beta)\rangle=\delta(u h)-(-1)^{p q} \delta(u v) .
$$

Therefore

$$
\begin{aligned}
\psi\langle j(\alpha), j(\beta)\rangle & =\psi \delta(u h)-(-1){ }^{n q} \psi \delta(u v) \\
& =c(h)-(-1)^{p a} c(v), \text { by }(9.1), \\
& =(-1)^{p}[E(\alpha), E(\beta)],
\end{aligned}
$$

by (2.19) of [3]. This proves (9.3).
We continue to consider $A=S^{p} \times S^{q}$, and we denote the set of axes $S^{p} \times e \cup e \times S^{q}$ by $A^{\prime}$. Then $\hat{A}$ contains $\hat{A}^{\prime}$, which we identify with $S^{p+1} \times e \cup e \times S^{q+1}$. Let $\Lambda^{\prime}$ denote the loop-space of $\hat{A}^{\prime}$, regarded as a subspace of $\Lambda$, and let $j^{\prime}, E^{\prime}$ and $\psi^{\prime}$ mean the same in the case of $A^{\prime}$ as do $j, E$ and $\psi$ in the case of $A$. Thus, if $k_{*}$ denotes any of the homomorphisms induced by the inclusion map $k: A^{\prime} \rightarrow A$ we have the relations
(a)
(b)
(c) $\left\{\begin{array}{l}k_{*} j^{\prime}=j k_{*}, \\ k_{*} E^{\prime}=E k_{*}, \\ k_{*} \psi^{\prime}=\psi k_{*} .\end{array}\right.$

Let $\alpha^{\prime} \in \pi_{p}\left(A^{\prime}\right), \beta^{\prime} \in \pi_{q}\left(A^{\prime}\right)$ denote the homotopy classes of the maps of $S^{p}, S^{q}$ into $A^{\prime}$ which are defined by

$$
x \rightarrow(x, e), \quad\left(x \in S^{p}\right) ; \quad y \rightarrow(e, y), \quad\left(y \in S^{q}\right) ;
$$

respectively. Since $\alpha=k_{*}\left(\alpha^{\prime}\right)$ and $\beta=k_{*}\left(\beta^{\prime}\right)$ it follows that

$$
\begin{aligned}
\psi k_{*}\left\langle j^{\prime}\left(\alpha^{\prime}\right), j^{\prime}\left(\beta^{\prime}\right)\right\rangle & =\psi\left\langle k_{*} j^{\prime}\left(\alpha^{\prime}\right), k_{*} j^{\prime}\left(\beta^{\prime}\right)\right\rangle, \text { by }(2.2), \\
& =\psi\langle j(\alpha), j(\beta)\rangle, \text { by }(9.4 \mathrm{a}), \\
& =(-1)^{n}[E(\alpha), E(\beta)], \text { by }(9.3), \\
& =(-1)^{n}\left[k_{*} E^{\prime}\left(\alpha^{\prime}\right), k_{*} E^{\prime}\left(\beta^{\prime}\right)\right], \text { by }(9.4 \mathrm{~b}), \\
& =(-1)^{p} k_{*}\left[E^{\prime}\left(\alpha^{\prime}\right), E^{\prime}\left(\beta^{\prime}\right)\right],
\end{aligned}
$$

by the naturality of the Whitehead product. Hence

$$
k_{*} \psi^{\prime}\left\langle j^{\prime}\left(\alpha^{\prime}\right), j^{\prime}\left(\beta^{\prime}\right)\right\rangle=(-1)^{p} k_{*}\left[E^{\prime}\left(\alpha^{\prime}\right), E^{\prime}\left(\beta^{\prime}\right)\right],
$$

by (9.4c). But since $\hat{A}^{\prime}$ is a retract of $\hat{A}$, the injection

$$
k_{*}: \pi_{p+q+1}\left(\hat{A}^{\prime}\right) \rightarrow \pi_{p+q+1}(\hat{A})
$$

is an isomorphism into. Therefore we conclude that

$$
\begin{equation*}
\psi^{\prime}\left\langle j^{\prime}\left(\alpha^{\prime}\right), j^{\prime}\left(\beta^{\prime}\right)\right\rangle=(-1)^{p}\left[E^{\prime}\left(\alpha^{\prime}\right), E^{\prime}\left(\beta^{\prime}\right)\right] . \tag{9.5}
\end{equation*}
$$

Continue with the same meaning for $A^{\prime}, \Lambda^{\prime}$ etc., but now let $\Lambda$ mean the loop-space of $X$, as in (8.7). Let $\xi \in \pi_{p}(\Lambda), \eta \in \pi_{q}(\Lambda)$ be the elements given in (8.7). Let $f, g$ be maps of $S^{p+1}$, $S^{q+1}$ into $X$ which represent $\psi(\xi), \psi(\eta)$, respectively, and let $h: \hat{A} \rightarrow X$ denote the map which is defined by

$$
h(x, e)=f(x), \quad\left(x \in S^{p+1}\right) ; \quad h(e, y)=g(y), \quad\left(y \in S^{q+1}\right) .
$$

Let $\bar{h}: \Lambda^{\prime} \rightarrow \Lambda$ denote the map defined by composing loops with $h$, as in § 7. Consider the induced homomorphisms

$$
\bar{h}_{*}: \pi_{r}\left(\Lambda^{\prime}\right) \rightarrow \pi_{r}(\Lambda), \quad h_{*}: \pi_{r+1}\left(\hat{A^{\prime}}\right) \rightarrow \pi_{r+1}(X),
$$

which are related by (7.3). We have

$$
\begin{equation*}
\psi(\xi)=h_{*} E^{\prime}\left(\alpha^{\prime}\right), \quad \psi(\eta)=h_{*} E^{\prime}\left(\beta^{\prime}\right), \tag{9.6}
\end{equation*}
$$

by the definition of $h$. By (8.2a) and (7.3), however

$$
h_{*} E^{\prime}=h_{*} \psi^{\prime} j^{\prime}=\psi \bar{h}_{*} j^{\prime},
$$

and so it follows from (7.2) and (9.6) that

$$
\xi=\bar{h}_{*} j^{\prime}\left(\alpha^{\prime}\right), \quad \eta=\bar{h}_{*} j^{\prime}\left(\beta^{\prime}\right) .
$$

Therefore

$$
\begin{aligned}
\langle\xi, \eta\rangle & =\left\langle\bar{h}_{*} j^{\prime}\left(\alpha^{\prime}\right), \bar{h}_{*} j^{\prime}\left(\beta^{\prime}\right)\right\rangle \\
& =\bar{h}_{*}\left\langle j^{\prime}\left(\alpha^{\prime}\right), j^{\prime}\left(\beta^{\prime}\right)\right\rangle,
\end{aligned}
$$

by (2.2), since $\bar{h}$ is multiplicative. Since $\psi \bar{h}_{*}=h_{*} \psi^{\prime}$, by (7.3), it follows that

$$
\begin{aligned}
\psi\langle\xi, \eta\rangle & =h_{*} \psi^{\prime}\left\langle j^{\prime}\left(\alpha^{\prime}\right), j^{\prime}\left(\beta^{\prime}\right)\right\rangle, \\
& \left.=(-1)^{p} h_{*} E^{\prime}\left(\alpha^{\prime}\right), E^{\prime}\left(\beta^{\prime}\right)\right], \text { by }(9.5), \\
& =(-1)^{n}\left[h_{*} E^{\prime}\left(\alpha^{\prime}\right), h_{*} E^{\prime}\left(\beta^{\prime}\right)\right], \text { by naturality }, \\
& =(-1)^{n}[\psi(\xi), \psi(\eta)], \text { by }(9.6) .
\end{aligned}
$$

This proves (8.7), and completes the proof of the various other theorems which we have deduced from it.

## Appendix

10. Separation elements. The notion of a separation element is not exactly a special case of the notion of a separation cochain (see [1]). Hence we provide a brief account in this Appendix.

Let $S^{r}(r \geqq 1)$ denote the unit sphere in euclidean $(r+1)$-space, and let $S^{r-1}$ denote its equator. Let $V^{r}$ denote the convex hull of the equator, and let $E_{+}, E_{-}$denote the two hemispheres into which $S^{r-1}$ divides $S^{r}$. Let $p, q: V^{r} \rightarrow S^{r}$ denote the orthogonal projections of $V^{r}$ onto $E_{+}, E_{-}$, respectively, (orthogonal to the plane of $V^{r}$ ).

Let $K$ be a $C W$-complex with a subcomplex $L$ such that $K-L=e^{r}$, an open r-cell. That is to say, $e^{r}$ is the topological image of the interior of $V^{r}$ under a map $f: V^{r} \rightarrow K$ such that $f S^{r-1} \subset L$. Let $u, v: K \rightarrow X$ be maps which agree on $L$, where $X$ is a space. Then we define a map $g: S^{r} \rightarrow X$ by

$$
\begin{equation*}
g p=u f, \quad g q=v f \tag{10.1}
\end{equation*}
$$

We define $d(u, v)$, the separation element of $u$ and $v$, to be the homotopy class of $g$ in $\pi_{r}(X)$. The following relations are easily verified.

Theorem (10.2). Let $u, v: K \rightarrow X$ be maps which agree on $L$. Then $u \cong v$, relative to $L$, if, and only if, $d(u, v)=0$.

Corollary (10.3). If $u: K \rightarrow X$ is a map then $d(u, u)=0$.

Theorem (10.4). Let $u, v, w: K \rightarrow X$ be maps which agree on $L$. Then $d(u, w)=d(u, v)+d(v, w)$.

Corollary (10.5). Let $u, v: K \rightarrow X$ be maps which agree on $L$. Then $d(u, v)+d(v, u)=0$.

Theorem (10.6). Let an element $\delta \in \pi_{r}(X)$ and a map $u: K \rightarrow X$ be given. Then there exists a map $v: K \rightarrow X$ which agrees with $u$ on $L$ such that $d(u, v)=\delta$.

Theorem (10.7). Let $u_{t}, v_{t}: K \rightarrow X$ be homotopies which agree on $L$, where $0 \leqq t \leqq 1$. Then $d\left(u_{0}, v_{0}\right)=d\left(u_{1}, v_{1}\right)$.

Theorem (10.8). Let $u, v: K \rightarrow X$ be maps which agree on L. Let $h: X \rightarrow Y$ be a map, where $Y$ is a space. Then $d(h u, h v)$ is equal to the image of $d(u, v)$ under the homomorphism induced by $h$.

Theorem (10.9). Let $k:(K, L) \rightarrow\left(K^{\prime}, L^{\prime}\right)$ be a map of degree $p$, where $K$ and $K^{\prime}$ are $C W$-complexes with subcomplexes $L$ and $L^{\prime}$, respectively, which are complements of r-cells in their respective complexes. Let $u, v: K^{\prime} \rightarrow X$ be maps which agree on $L^{\prime}$. Then $d(u k, v k)=p d(u, v)$.
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# THREE TEST PROBLEMS IN OPERATOR THEORY 

Richard V. Kadison and I. M. Singer

1. Introduction. In his tract [3] on infinite abelian groups, I. Kaplansky proposes three problems with which to test the adequacy of a purported structure theory for the subject. The problems are general with a certain intrinsic interest, and he comments there that they provide a worthy test in other subjects. In particular, Kaplansky has suggested these problems, suitably rephrased, in conversation as a test of a unitary equivalence theory for operators on a Hilbert space. In the order we treat them they are:
2. If $A$ and $B$ are operators acting on Hilbert spaces $\mathscr{C}$ and $\mathscr{K}$ and the operators $\left[\begin{array}{ll}A & 0 \\ 0 & A\end{array}\right]$ and $\left[\begin{array}{ll}B & 0 \\ 0 & B\end{array}\right]$, acting in the obvious way on $\mathscr{H} \oplus \mathscr{C}$ and $\mathscr{K} \oplus \mathscr{K}$, are unitarily equivalent, is it true that $A$ and $B$ are unitarily equivalent?
3. If $\left[\begin{array}{ll}A & 0 \\ 0 & B\end{array}\right]$ and $\left[\begin{array}{ll}A & 0 \\ 0 & C\end{array}\right]$ are unitarily equivalent is it true that $B$ and $C$ are unitarily equivalent?
4. If $A$ and $B$ are unitarily equivalent to direct summands of each other (that is, $A$ equivalent to $B F$ and $B$ equivalent to $A E$, where $E$ and $F$ commute with $A$ and $B$, respectively), are $A$ and $B$ unitarily equivalent?

A superficial examination provides examples which show that Problem 2 must, in general, be answered negatively. In fact infinite projections for $B$ and $C$, one with an infinite and the other with a finitedimensional orthogonal complement, and $A$ an infinite-dimensional projection with an infinite-dimensional complement illustrates this. On the other hand, all three problems have an affirmative answer in the finitedimensional case-Problem 3, trivially so, since $E$ and $F$ must be the identity operator on simple numerical-dimension grounds, and the other problems not at all trivially so (especially when approached from an elementary viewpoint).

Problem 3 has an affirmative answer, and a simple adaptation of the usual Cantor-Bernstein argument proves this. We shall give this problem no further attention except to note that it can be settled by
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use of ring of operators techniques as well as by the direct argument mentioned. We shall show that Problem 1 can always be answered affirmatively, and Problem 2 has an affirmative answer provided the rings generated by the operators in question are, together with their commutants, of finite type-a most satisfactory result in view of the negative example presented and the finite-dimensional situation. The proofs make use of some of the sophisticated techniques of the theory of rings of operators (and in some sense these techniques must be used). It seems to us a pleasant circumstance that this theory is capable now of solving some of the primitive problems of the subject. Our primary interest in the questions discussed is in their role of test problems, for which reason, we have refrained from dealing with such obvious generalizations as the one obtained from Problem 1 by replacing the two-fold copies of $A$ and $B$ by $n$-fold copies (even though the proof would suffice).
2. The test questions. The first of the test questions we shall discuss is that of the unitary equivalence of the operators $A$ and $B$ given that $\left[\begin{array}{cc}A & 0 \\ 0 & A\end{array}\right]$ and $\left[\begin{array}{cc}B & 0 \\ 0 & B\end{array}\right]$ are unitarily equivalent. A large share of the solution to this question is contained in the process of phrasing it properly in the terminology of rings of operators and taking full advantage of the hypotheses in these terms. Let $\mathscr{l l}$ be the ring of operators generated by $\left[\begin{array}{ll}A & 0 \\ 0 & A\end{array}\right]$ and $\varphi$ the $*$-isomorphism of $\mathscr{l l}$ onto $\mathscr{N}$, the ring generated by $\left[\begin{array}{cc}B & 0 \\ 0 & B\end{array}\right]$, determined by $\varphi\left(\left[\begin{array}{cc}A & 0 \\ 0 & A\end{array}\right]\right)=\left[\begin{array}{cc}B & 0 \\ 0 & B\end{array}\right]$. The projections $E^{\prime}=\left[\begin{array}{ll}I & 0 \\ 0 & 0\end{array}\right]$ and $F^{\prime}=\left[\begin{array}{ll}0 & 0 \\ 0 & I\end{array}\right]$ commute with $\mathscr{A}$ and are equivalent in $\mathscr{M}^{\prime}$ via the partial isometry $\left[\begin{array}{ll}0 & I \\ 0 & 0\end{array}\right]$ (in $\mathscr{K}^{\prime}$ ); moreover $E^{\prime}+F^{\prime}=I$. These same properties hold for the projections $M^{\prime}, N^{\prime}$ given by the same matrix description relative to $\mathscr{N}^{\prime}$. In these terms, our result becomes:

Theorem 1. The mapping $\psi$ defined on $\mathscr{I} E^{\prime}$ by $\psi\left(T E^{\prime}\right)=\varphi(T) M^{\prime}$ is implemented by a unitary transformation when $\varphi$ is implemented by a unitary transformation.

Proof. Let $U$ be a unitary transformation which implements $\varphi$, and let us denote by $\varphi$ again the unitary equivalence induced on all bounded operators by $U$. Clearly then, $\varphi$ so extended carries $E^{\prime}$ and $F^{\prime \prime}$ into projections $\varphi\left(E^{\prime}\right)$ and $\varphi\left(F^{\prime}\right)$ in $\mathscr{N}^{\prime}$ such that $\varphi\left(E^{\prime}\right)$ and $\varphi\left(F^{\prime}\right)$ are equivalent and have sum $I$. We shall note that $\varphi\left(E^{\prime}\right)$ and $M^{\prime}$ are
equivalent under these conditions; but let us assume this for the moment, and let $W^{\prime}$ be a partial isometry in $\mathscr{N}^{\prime}$ effecting this equivalence. We assert that the unitary transformation $W^{\prime} U E^{\prime}$ of the range of $E^{\prime}$ onto the range of $M^{\prime}$ implements $\psi$. Indeed,
$(*) \quad W^{\prime} U E^{\prime}\left(T E^{\prime}\right) E^{\prime} U^{-1} W^{\prime} *=W^{\prime} U T U^{-1} U E^{\prime} U^{-1} W^{\prime} *=W^{\prime} \varphi(T) \varphi\left(E^{\prime}\right) W^{\prime} *$

$$
=\varphi(T) W^{\prime} \varphi\left(E^{\prime}\right) W^{\prime} *=\varphi(T) W^{\prime} W^{\prime} *=\varphi(T) M^{\prime}=\psi\left(T E^{\prime}\right) .
$$

That $\varphi\left(E^{\prime}\right)$ and $M^{\prime}$ are equivalent may be accepted as a consequence of the elementary comparison theory of projections in a ring of operators (all projections equivalent to their orthogonal complements are equivalent to each other), or may be reduced to more apparent facts of this theory. In fact if $\varphi\left(E^{\prime}\right)$ is not equivalent to $M^{\prime}$ then for some nonzero central projection $P$ in $\mathscr{N}$, we have, say, $P \varphi\left(E^{\prime}\right)<P M^{\prime}$. Restricting consideration to the range of $P$, we may assume that $\varphi\left(E^{\prime}\right) \prec$ $M^{\prime}$ whence $\varphi\left(F^{\prime}\right)<N^{\prime}$ and $I=\varphi\left(E^{\prime}\right)+\varphi\left(F^{\prime}\right)<M^{\prime}+N^{\prime}=I$, a contradiction. Establishing this last relation in all detail, however, would require in effect an easy but lengthy development of the cardinal-valued dimension function for projections in a ring of operators. We shall let these remarks suffice as an indication of the proof that $\varphi\left(E^{\prime}\right)$ and $M^{\prime}$ are equivalent.

The argument contained in (*) can be applied more generally to prove a fact which will be of later use. We state this fact in:

Remark 2. If $\varphi$ is a unitary equivalence carrying $\left[\begin{array}{ll}A & 0 \\ 0 & B\end{array}\right]$ onto $\left[\begin{array}{ll}C & 0 \\ 0 & D\end{array}\right]$ and $\varphi\left(\left[\begin{array}{ll}I & 0 \\ 0 & 0\end{array}\right]\right)$ is equivalent to $\left[\begin{array}{ll}I & 0 \\ 0 & 0\end{array}\right]$ in the commutant of the ring generated by $\left[\begin{array}{ll}C & 0 \\ 0 & D\end{array}\right]$, then $A$ and $C$ are unitarily equivalent (via the natural restriction of $\varphi$ ). A curious consequence of this remark is the fact that if $\left[\begin{array}{ll}A & 0 \\ 0 & B\end{array}\right]$ generates a factor of type III (on a separable space) then the existence of the unitary equivalence $\varphi$ implies the unitary equivalence of $A, C, B$, and $D$.

It might be thought that some simple construction with the unitary transformation which effects the original equivalence alone in Problem 1 might yield the appropriate unitary operator for demonstrating the equivalence of $A$ and $B$. That this is not the case can be seen by taking $A$ and $B$ to be $I$, so that an arbitrary unitary transformation effects the original equivalence.

The next test question we take up is that of the unitary equivalence of $B$ and $C$ given the unitary equivalence of $\left[\begin{array}{ll}A & 0 \\ 0 & B\end{array}\right]$ and $\left[\begin{array}{cc}A & 0 \\ 0 & C\end{array}\right]$. We
have noted that the unitary equivalence of $B$ and $C$, under these conditions, does not follow, in general. Our example illustrating this possibility relies upon an "improper mixture of finiteness and infiniteness". The following theorem shows that, when such a mixture is not possible, $B$ is unitarily equivalent to $C$. This mixture is not possible when the ring of operators $\mathscr{M}$ generated by $\left[\begin{array}{ll}A & 0 \\ 0 & B\end{array}\right]$ is finite with finite commutant $\mathscr{K}^{\prime}$. Our hypothesis tells us that the $*$-isomorphism $\psi$ of $\mathscr{M}$ onto the ring $\mathscr{N}$, generated by $\left[\begin{array}{cc}A & 0 \\ 0 & C\end{array}\right]$, determined by $\psi\left(\left[\begin{array}{ll}A & 0 \\ 0 & B\end{array}\right]\right)=\left[\begin{array}{cc}A & 0 \\ 0 & C\end{array}\right]$ is implemented by a unitary transformation, and, with $E^{\prime}$ the projection $\left[\begin{array}{ll}I & 0 \\ 0 & 0\end{array}\right]$ in $\mathscr{I}^{\prime}, F^{\prime}$ the projection $\left[\begin{array}{ll}I & 0 \\ 0 & 0\end{array}\right]$ in $\mathscr{N}^{\prime}$, the mapping $\eta$ of $\mathscr{A} E^{\prime}$ onto $\mathscr{N} F^{\prime \prime}$ defined by $\eta\left(T E^{\prime}\right)=\psi(T) F^{\prime \prime}$ is a *-isomorphism which is implemented by a unitary transformation. We shall denote the unitary equivalences induced on the rings of all bounded operators on $\mathscr{H}$ and $\mathscr{H} E^{\prime}$ by unitary transformations which implement $\psi$ and $\eta$ respectively, by $\psi$ and $\eta$ again, so that it will be meaningful to speak, for example, of $\psi\left(E^{\prime}\right)$. In the notation just described our statement becomes:

Theorem 3. If $\mathscr{M}$ and $\mathscr{M}^{\prime}$ are finite the mapping $\varphi$ of $\mathscr{M}$ (I$E^{\prime}$ ) onto $\mathcal{N}\left(I-F^{\prime}\right)$ defined by $\varphi\left(T\left(I-E^{\prime}\right)\right)=\psi(T)\left(I-F^{\prime}\right)$, for $T$ in $\mathscr{I}$, is $a *$-isomorphism which is implemented by a unitary transformation.

Proof. Note first that the definition of $\eta$ and the fact that it is a *-isomorphism implies that $\psi\left(C_{B^{\prime}}\right)=C_{F^{\prime}}$, in view of [2; Lemma 3.1.3], and by this same result, it will suffice to show that $\psi\left(C_{I-\mathcal{H}^{\prime}}\right)=C_{I-F^{\prime}}$ in order to establish that $\varphi$ is a $*$-isomorphism. Now $I-C_{I-\mathbb{B}^{\prime}}$ is the union of all central projections contained in $E^{\prime}$, whence, from the symmetry of this situation, it will suffice to show that if $P$ is a central projection in $\mathscr{l l}$ contained in $E^{\prime}$ then $\psi(P) \leqq F^{\prime \prime}$. We make use of the dimension functions in the various rings, and we shall denote these functions by $D$ for $\mathscr{M}, \mathscr{M}^{\prime}$, $\mathscr{V}$, and $\mathscr{N}^{\prime}$ and by $D_{0}$ for $\mathscr{M} E^{\prime}, E^{\prime} \mathscr{K}^{\prime} E^{\prime}$, $\mathscr{M}(I-$ $\left.E^{\prime}\right),\left(I-E^{\prime}\right) \mathscr{L}^{\prime}\left(I-E^{\prime}\right), \mathscr{N} F^{\prime}, F^{\prime \prime} \mathscr{N}^{\prime} F^{\prime}, \mathscr{N}\left(I-F^{\prime}\right)$, and $\left(I-F^{\prime}\right) \mathscr{N}^{\prime}(I$ $-F^{\prime}$ ). By definition $\eta(P)=\eta\left(P E^{\prime}\right)=\psi(P) F^{\prime}$, and $\eta$ is a unitary equivalence so that

$$
\begin{aligned}
\eta\left[D_{0}\left(E^{\prime} P E^{\prime}\right)\right] & =\eta(P)=\psi(P) F^{\prime}=D_{0}\left(F^{\prime} \psi(P) F^{\prime \prime}\right) \\
& =\frac{D[\psi(P)] F^{\prime}}{D\left(F^{\prime}\right)}=\frac{\psi(P) F^{\prime \prime}}{D\left(F^{\prime}\right)}
\end{aligned}
$$

(recall that, with $G^{\prime}$ in $F^{\prime \prime} \mathscr{N}^{\prime} F^{\prime}, D_{0}\left(G^{\prime}\right)=F^{\prime} D\left(G^{\prime}\right) / D\left(F^{\prime}\right)$ ). Thus $\psi(P)\left(D\left(F^{\prime \prime}\right)-I\right) F^{\prime}=0$, so that $\psi(P) C_{F^{\prime}}\left(D\left(F^{\prime}\right)-I\right)=0$, by [2; Lemma 3.1.1],
and $\psi(P)\left(D\left(F^{\prime \prime}\right)-I\right)=0$, since $\psi(P) \leqq \psi\left(C_{B^{\prime}}\right)=C_{F^{\prime}}$. It follows that $D(\psi(P)$ $\left.-\psi(P) F^{\prime \prime}\right)=0$ and $\psi(P)-\psi(P) F^{\prime}=0$; that is, $\psi(P) \leqq F^{\prime}$, and $\varphi$ is a *-isomorphism of $\mathscr{I}\left(I-E^{\prime}\right)$ onto $\mathscr{N}\left(I-F^{\prime}\right)$.

To show that $\varphi$ is implemented by a unitary transformation, it will suffice, of course, to establish this for each projection of an orthogonal family of central projections in $\mathscr{M}\left(I-E^{\prime}\right)$ with sum $I-E^{\prime}$; whence it suffices to consider the case in which the center of $\mathscr{I}$, and hence $\mathscr{M}$ itself as well as $\mathscr{M}^{\prime}, \mathscr{M}\left(I-E^{\prime}\right),\left(I-E^{\prime}\right) \mathscr{M}^{\prime}\left(I-E^{\prime}\right), \mathscr{N}, \mathscr{N}^{\prime}, \mathscr{N}\left(I-F^{\prime}\right)$, $\left(I-F^{\prime}\right) \mathscr{N}^{\prime}\left(I-F^{\prime}\right)$, is countably-decomposable. Choose unit vectors $x$ and $y$ such that $M=\left[\mathscr{C}^{\prime} x\right], M^{\prime}=[\mathscr{A} x], N=\left[\mathcal{N}^{\prime} y\right]$, and $N^{\prime}=[\mathscr{N} y]$ are maximal cyclic projections in $\mathscr{I}^{\prime}, \mathscr{K}^{\prime}$, $\mathscr{N}$, and $\mathscr{N}^{\prime}$, respectively. (The existence of such projections follows from [2; Lemma 3.3.7].

Suppose that we can show

$$
\begin{equation*}
\psi\left[D\left(E^{\prime}\right)\right]=D\left(F^{\prime}\right), \tag{1}
\end{equation*}
$$

In this case $\psi\left(E^{\prime}\right)$ and $F^{\prime}$ are equivalent, whence, by the finiteness of $\mathscr{N}^{\prime} \psi\left(I-E^{\prime}\right)$ and $I-F^{\prime \prime}$ are equivalent and our theorem follows from Remark 2. Our task then is to prove (1).

Let $G$ and $G^{\prime}$ be paired projections (that is, ones having a joint generating vector) in $\mathscr{I} E^{\prime}$ and $E^{\prime} \mathscr{C}^{\prime} E^{\prime}$, respectively. Then, for each vector $z$,

$$
D_{0}\left(G^{\prime}\right) D_{0}\left(\left[E^{\prime} \mathscr{C}^{\prime} E^{\prime} z\right]\right)=D_{0}(G) D_{0}\left(\left[\mathscr{L} E^{\prime} z\right]\right),
$$

by The Coupling Theorem (see [1], for example, or [2; Theorem 3.3.8]). From this, we have

$$
\begin{equation*}
D_{0}\left(G^{\prime}\right) D\left(\left[-\not / C^{\prime} E^{\prime} z\right]\right) D\left(E^{\prime}\right)=D_{0}(G) D\left(\left[/ \mathbb{C} E^{\prime} z\right]\right) . \tag{2}
\end{equation*}
$$

Now

$$
\begin{equation*}
D\left(\left[\mathscr{M}^{\prime} E^{\prime} z\right]\right) D\left(M^{\prime}\right)=D\left(\left[\mathscr{C}^{\prime} E^{\prime} z\right]\right) D(M), \tag{3}
\end{equation*}
$$

whence, multiplying (2) by $D(M)$ and combining with (3) we have

$$
D_{0}\left(G^{\prime}\right) D\left(\left[\mathscr{C}^{\prime} E^{\prime} z\right]\right) D\left(E^{\prime}\right) D(M)=D_{0}(G) D\left(\left[\mathscr{N}^{\prime} E^{\prime} z\right]\right) D\left(M^{\prime}\right)
$$

so that

$$
\begin{equation*}
\left(D_{0}\left(G^{\prime}\right) D\left(E^{\prime}\right) D(M)-D_{0}(G) D\left(M^{\prime}\right)\right) C_{\left[\mathscr{K}^{\prime} E^{\prime} z\right]}=0 . \tag{4}
\end{equation*}
$$

Since $E^{\prime}$ contains a cyclic projection with central carrier $C_{B^{\prime}}, z$ can be so chosen that $C_{\left[W^{\prime} E^{\prime} z\right]}=C_{B^{\prime}}$, and since $C_{B^{\prime}} D_{0}\left(G^{\prime}\right)=D_{0}\left(G^{\prime}\right), C_{B^{\prime}} D_{0}(G)=D_{0}(G)$, (4) becomes

$$
\begin{equation*}
D_{0}\left(G^{\prime}\right) D\left(E^{\prime}\right) D(M)=D_{0}(G) D\left(M^{\prime}\right) . \tag{5}
\end{equation*}
$$

Similarly,

$$
\begin{equation*}
D_{0}\left(\gamma\left(G^{\prime}\right)\right) D\left(F^{\prime}\right) D(N)=D_{0}(\gamma(G)) D\left(N^{\prime}\right), \tag{6}
\end{equation*}
$$

since $\eta$ is a unitary equivalence and $\eta\left(G^{\prime}\right), \eta(G)$ are paired projections in $F^{\prime \prime} \mathscr{N}^{\prime} F^{\prime}, F^{\prime \prime} \mathcal{I}$. Writing (5) as $D_{0}\left(G^{\prime}\right) D\left(E^{\prime}\right) E^{\prime} D(M) E^{\prime}=D_{0}(G) D\left(M^{\prime}\right) E^{\prime}$ and applying $\eta$ to it we have

$$
D_{0}\left(\eta\left(G^{\prime}\right)\right) \psi\left(D\left(E^{\prime}\right)\right) \psi(D(M))=D_{0}(\eta(G)) \psi\left(D\left(M^{\prime}\right)\right) .
$$

Since $\psi$ is a unitary equivalence and $N, N^{\prime}, M, M^{\prime}$ are maximal cyclic, we have $\psi^{\prime}(D(M))=D(N), \psi\left(D\left(M^{\prime}\right)\right)=D\left(N^{\prime}\right)$, so that, comparing (6) and (7),

$$
D_{0}\left(\gamma\left(G^{\prime}\right)\right) D(N)\left(D\left(F^{\prime}\right)-\psi\left(D\left(E^{\prime}\right)\right)=0 .\right.
$$

This being true for each cyclic projection $\gamma\left(G^{\prime}\right)$ in $F^{\prime} \mathscr{N}^{\prime \prime} F^{\prime \prime}, D(N)\left(D\left(F^{\prime \prime}\right)\right.$ $\left.-\psi\left(D\left(E^{\prime}\right)\right)\right)=0$, whence $C_{N}\left(D\left(F^{\prime \prime}\right)-\psi\left(D\left(E^{\prime}\right)\right)\right)=0$. But $C_{N}=I$, so that $D\left(F^{\prime}\right)=\psi\left(L\left(E^{\prime}\right)\right)$, and the proof is complete.
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# A CONVERGENCE THEOREM FOR A CERTAIN CLASS OF MARKOFF PROCESSES 

Maurice Kennedy

1. Introduction. The object of this paper is to generalize, by means of an approach due to S . Karlin [9], a theorem originally obtained by Bellman, Harris and Shapiro [1] which may be stated in the following way:

A system is considered whose state may be described by a point $t$ in the interval $[0,1]$. A probability measure $\mu$ is given for the initial state of the system. At the end of each unit interval of time, one of the transformations $A_{j}, A_{1}$ is applied to the state $t$ with probabilities $\phi_{v}(t), \phi_{1}(t)$ respectively, where $\phi_{0}(t)+\phi_{1}(t)=1$. The transformations are defined by

$$
\begin{equation*}
A_{0} t=\lambda_{0} t, \quad A_{1} t=\lambda_{1} t+\left(1-\lambda_{1}\right), \quad 0 \leqq \lambda_{0}, \quad \lambda_{1}<1^{1} \tag{1.1}
\end{equation*}
$$

The assumption is made that

$$
\begin{equation*}
\phi_{0}(t)=1-t, \quad \phi_{1}(t)=t . \tag{1.2}
\end{equation*}
$$

It is clear that (1.1) and (1.2) ensure that the end-points of the interval $[0,1]$ are absorbing, that is, if the state of the system is either 0 or 1 , it remains so. Let $T \mu$ be the probability measure at the end of the first unit interval. It is then proved that as $n \rightarrow \infty, T^{n} \mu$ (that is, the probability distribution for the state of the system at time $n$ ) converges in distribution to a distribution concentrated at the points 0,1 and the form of this limiting distribution which depends on $\mu$ is obtained.

The motivation for the consideration of such a system arose from certain learning models introduced by Bush and Mosteller. These are described in detail in their recent book [2]. (Condition (1.2) means that the state of the system may be identified with the probability of applying $A_{1}$ ).

The methods used in [1] to obtain the convergence of $T^{n} \mu$ are probabilistic. Karlin [9] considers the space of continuous functions on the unit interval and obtains a bounded operator $U$ on this space whose adjoint is $T$. A convergence theorem is obtained for $U^{n}$ and the result is translated into the adjoint space (that is, the space of measures) to

[^8]obtain the required result.
Karlin [9] also considers cases where (1.2) no longer holds and obtains for a wide class of non-absorbing models the convergence of $T^{n} \mu$ to a distribution which is independent of $\mu$. These do not concern us here as the object is to consider only a class of absorbing problems, where of course the final distribution depends on the initial distribution.

We conclude this section by stating a well-known theorem [8].

Theorem 1.1. Let $\Omega$ be a compact Hausdorff space and let $\mathfrak{C}(\Omega)$ denote the Banach space of real-valued continuous functions $x(t)$ defined on $\Omega$ with

$$
\begin{equation*}
\|x\|=\max _{t \in \Omega}|x(t)| \tag{1.3}
\end{equation*}
$$

Let $\mathfrak{M}(\Omega)$ denote the space of all real-valued completely additive regular set functions $\mu(E)$ defined for all Borel sets $E$ of $\Omega$, with

$$
\begin{equation*}
\|\mu\|=\sup _{E \subset \Omega} \mu(E)-\inf _{E \subset \Omega} \mu(E) \tag{1.4}
\end{equation*}
$$

Then $\mathfrak{M}(\Omega)$ is isometric (and lattice isomorphic) to the conjugate space of $\mathfrak{S}(\Omega)$, the correspondence being given by

$$
\begin{equation*}
(x, \mu)=\int_{\Omega} x(t) d \mu(t) \tag{1.5}
\end{equation*}
$$

2. Description of the process. Let $\Omega$ be a compact metric space with metric $\rho$. Since $\Omega$ satisfies the second axiom of countability, the concepts of Baire and Borel measures coincide, and thus since the former are always regular [5], we have that the set $\mathfrak{M}(\Omega)$ of Theorem 1.1 consists of all the completely-additive (finite) set functions defined on the Borel sets of $\Omega$.

Let $\left\{\tau_{i}\right\}$ be a countable sets of points in $\Omega$ and $\left\{A_{i}\right\}$ a corresponding set of continuous transformations of $\Omega$ into itself with the following properties

$$
\begin{equation*}
A_{i} S_{i} \subset S_{i} \quad i=1,2, \cdots \tag{2.1}
\end{equation*}
$$

where $S_{i}$ is any open sphere with centre $\tau_{i}$, and

$$
\begin{equation*}
\lim _{n \rightarrow \infty} A_{i}^{n} t=\tau_{i} \tag{2.2}
\end{equation*}
$$

$$
i=1,2, \cdots
$$

for each $t \in \Omega$;
that is, repeated applications of the transformation $A_{i}$ transforms $t$ in the limit into $\tau_{i}$ and moreover every open sphere with centre $\tau_{i}$ is mapped by $A_{i}$ into itself. The points $\left\{\tau_{i}\right\}$ will be referred to as boundary
points. It follows from (2.2) and the continuity of $A_{i}$, that

$$
\begin{equation*}
A_{i} \tau_{i}=\tau_{i} . \quad i=1,2, \cdots \tag{2.3}
\end{equation*}
$$

Consider a system whose state may be described by a point $t$ in $\Omega$. Let $\left\{\phi_{i}(t)\right\}$ be a countable family of continuous functions defined on $\Omega$ with the property that

$$
\begin{equation*}
0 \leqq \phi_{i}(t) \leqq 1, \quad i=1,2, \cdots \tag{2.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{i}^{\infty} \phi_{i}(t)=1 . \tag{2.5}
\end{equation*}
$$

Let $\mu(E)$ be a probability measure defined on the Borel sets of $\Omega$, giving the probability distribution of the initial state of the system. Our process consists in applying at every unit interval of time one of the transformations $\left\{A_{i}\right\}, A_{i}$ being applied with probability $\phi_{i}(t)$, where $t \in \Omega$ represents the state of the system.

Let

$$
\begin{equation*}
T \mu(E)=\sum_{i=1}^{\infty} \int_{A_{i}^{-1}{ }^{-1}} \phi_{i}(t) d \mu(t) . \tag{2.6}
\end{equation*}
$$

It is easily seen that $T \mu(E)$ is a Borel measure. It represents the probability measure for the state of the system after unit time. $T \mu$ is defined by (2.6) for any Borel measure $\mu$ and

$$
\begin{equation*}
\|T \mu\|=T \mu(\Omega)=\mu(\Omega)=\|\mu\| . \tag{2.7}
\end{equation*}
$$

More generally, if

$$
\mu \in \mathfrak{M}(\Omega), \quad \mu=\mu^{+}-\mu^{-},
$$

(2.6) defines $T \mu$ and

$$
\begin{equation*}
T \mu=T \mu^{+}-T \mu^{-} \tag{2.8}
\end{equation*}
$$

$T$ is a linear transformation of $\mathfrak{M}(\Omega)$ into itself and

$$
\|T \mu\|=\left\|T \mu^{+}-T \mu^{-}\right\| \leq\left\|T \mu^{+}\right\|+\left\|T \mu^{-}\right\|=\left\|\mu^{+}\right\|+\left\|\mu^{-}\right\|=\|\mu\| .
$$

Thus we obtain

Lemma 2.1. $T$ is a positive linear transformation of $\mathfrak{M}(\Omega)$ into itself of norm 1 .

Now consider $x(t) \in \mathbb{E}(\Omega)$ (cf. Theorem 1.1). A function $U x(t)$ is defined on $\Omega$ by

$$
\begin{equation*}
U x(t)=\sum_{i=1}^{\infty} \phi_{i}(t) x\left(A_{i} t\right) .^{2} \tag{2.9}
\end{equation*}
$$

Each term of this series is continuous on $\Omega$ and $\left|x\left(A_{i} t\right)\right| \leqq\|x\|$.
Since $\sum \phi_{i}(t)=1$ the convergence being uniform (by Dini's theorem), the series (2.9) is uniformly convergent and hence $U x(t) \in \mathbb{C}(\Omega)$. Clearly $U$ is a linear transformation of $\mathbb{C}(\Omega)$ into itself and $\|U x\| \leqq\|x\|$. Thus, since the functions which are constant on $\Omega$, are fixed points of $U$, we have the following.

Lemma 2.2. $U$ is a bounded positive linear transformation of $\mathfrak{G}(\Omega)$ into itself, for which the constant functions are fixed points. Moreover $\left\|U^{n}\right\|=1$ for all positive integers $n$.

Theorem 1.1 connects $\mathfrak{C}(\Omega)$ and $\mathfrak{M}(\Omega)$. We now prove
Lemma 2.3. $T$ is the adjoint of $U$, that is,

$$
\begin{equation*}
(U x, \mu)=(x, T \mu), \text { for each } x \in \mathfrak{G}(\Omega) \text { and } \mu \in \mathfrak{M}(\Omega) . \tag{2.10}
\end{equation*}
$$

Since $\mu=\mu^{+}-\mu^{-}$, it is clearly sufficient to prove (2.10) for the case $\mu \geq 0$. Let

$$
\nu_{i}(E)=\int_{E} \phi_{i}(t) d \mu(t)
$$

It is easy to see that

$$
T \mu=\sum_{1}^{\infty} \nu_{i} A_{i}^{-1},
$$

the convergence being in the sense of $\mathfrak{M}(\Omega)$. Hence

$$
\begin{aligned}
(x, T \mu)=\sum_{i}^{\infty}\left(x, \nu_{i} A_{i}^{-1}\right) & =\sum_{1}^{\infty} \int x(t) d \nu_{i} A_{i}^{-1}(t) \\
& =\sum_{1}^{\infty} \int x\left(A_{i} t\right) d \nu_{i}(t) \\
& =\sum_{1}^{\infty} \int \phi_{i}(t) x\left(A_{i} t\right) d \mu(t) \\
& =(U x, \mu)
\end{aligned}
$$

since the series (2.9) converges uniformly ${ }^{3}$.

[^9]3. Absorption assumptions. ${ }^{4}$ The first additional assumption to be made is that each of a finite number of the boundary points is an absorbing point, that is, we assume
\[

$$
\begin{equation*}
\phi_{i}\left(\tau_{i}\right)=1 \quad i=1,2, \cdots, m . \tag{3.1}
\end{equation*}
$$

\]

This together with (2.3) ensure that $\tau_{i}(i=1,2, \cdots, m)$ are absorbing points. (Since $\sum \phi_{i}(t)=1$ and $\Omega$ is compact, it is not possible to extend the assumption (3.1) to an infinite number of the boundary points $\tau_{i}$ ). The assumption (3.1) is strengthened as follows:

We assume that about each absorbing point $\tau_{i}(1 \leqq i \leqq m)$, an open sphere $\sum_{i}$ may be drawn with centre $\tau_{i}$ on which the infinite product

$$
\begin{equation*}
\phi_{i}(t) \phi_{i}\left(A_{i} t\right) \cdots \phi_{i}\left(A_{i}^{n} t\right) \cdots \tag{3.2}
\end{equation*}
$$

converges uniformly (the convergence being in the sense of infinite products that is, the limit is nonzero).

Clearly assumption (3.2) together with (2.2) imply (3.1). Finally, the assumption is made that for each $t \in \Omega-\bigcup_{1}^{m} \sum_{i}$ there is a finite sequence of transformations

$$
A_{j_{1}}, A_{j_{2}}, \cdots, A_{j_{n}} \quad\left(1 \leqq j_{k}<\infty\right)
$$

where $n, j_{1}, j_{2}, \cdots, j_{n}$ depend on $t$, such that $A_{j_{n}} A_{j_{n-1}} \cdots A_{j_{1}} t$ is in one of the spheres $\sum_{i}(1 \leqq i \leqq m)$ and such that each term of the sequence

$$
\begin{equation*}
\phi_{j_{1}}(t), \phi_{j_{2}}\left(A_{j_{1}} t\right), \cdots, \phi_{j_{n}}\left(A_{j_{n-1}} \cdots A_{j_{1}} t\right) \tag{3.3}
\end{equation*}
$$

is greater than zero.
Assumptions (3.2) and (3.3) imply that no matter what the initial state of the system there is always positive probability of reaching an absorbing point after an infinite number of steps. We conclude this section with the following lemma which is a consequence of (3.1).

Lemma 3.1. U preserves the values at the absorbing points, that is,

$$
\begin{equation*}
U x\left(\tau_{i}\right)=x\left(\tau_{i}\right), \quad i=1,2, \cdots, m \tag{3.4}
\end{equation*}
$$

where $x(t) \in \mathfrak{G}(\Omega)$.
Proof. Since

$$
\sum_{1}^{\infty} \phi_{l}(t)=1 \quad \text { and } \quad \phi_{l}(t) \geqq 0
$$

[^10]for each $l$, we have by assumption (3.1) that
\[

$$
\begin{equation*}
\phi_{l}\left(\tau_{i}\right)=0 \quad l \neq i, 1 \leqq i \leqq m, 1 \leqq l<\infty . \tag{3.5}
\end{equation*}
$$

\]

The result follows by (2.3) from the definition (2.9) of $U$.

## 4. Examples.

Example 4.1. Let $\left\{A_{i}\right\}$ be a countable set of transformations of $\Omega$ into itself with the property that

$$
\begin{equation*}
\rho\left(A_{i} t, A_{i} s\right) \leqq \lambda \rho(t, s) \quad i=1,2, \cdots \tag{4.1}
\end{equation*}
$$

for all pairs of points $t, s \in \Omega$, where $\lambda$ is a constant such that $0 \leqq \lambda$ $<1$.

It follows from (4.1) that the transformations $\left\{A_{i}\right\}$ are continuous and moreover there exist points $\left\{\tau_{i}\right\}$ such that (2.1) and (2.2) are satisfied.

Let $\left\{\phi_{i}(t)\right\}$ be a family of continuous functions on $\Omega$ satisfying the conditions (2.4), (2.5) and the first absorption assumption (3.1). Suppose also for each $i(1 \leqq i \leqq m)$ that there exists an open sphere $\sum_{i}$ with centre $\tau_{i}$ and radius $r_{i}$ on which $\phi_{i}(t)>0$ and satisfies a uniform Lipschitz condition ${ }^{5}$ that is,

$$
\begin{equation*}
\left|\varphi_{i}(t)-\phi_{i}(s)\right| \leqq k \rho(t, s) \quad t, s \in \sum_{i} \tag{4.2}
\end{equation*}
$$

Finally the assumption is made that one of the probability functions, say $\phi_{1}(t)$, satisfies

$$
\begin{equation*}
\phi_{1}(t)>0 \text { except at the points } \tau_{i}(2 \leqq i \leqq m) . \tag{4.3}
\end{equation*}
$$

Lemma 4.1. The process just described satisfies the absorption assumptions of § 3 .

Proof. We first observe that (3.1) is satisfied by hypothesis. To establish (3.2), let $t \in \sum_{i}(1 \leqq i \leqq m)$ and $\psi_{i}(t)=1-\phi_{i}(t)$.

$$
\begin{align*}
\psi_{i}\left(A_{i}^{n} t\right) & =1-\phi_{i}\left(A_{i}^{n} t\right) & & \\
& =\phi_{i}\left(A_{i}^{n} \tau_{i}\right)-\phi_{i}\left(A_{i}^{n} t\right) & & \text { by (2.3) and (3.1) }  \tag{3.1}\\
& \leqq k \rho\left(A_{i}^{n} \tau_{i}, A_{i}^{n} t\right) & & \text { by (4.2) } \\
& \leqq k \lambda^{n} \rho\left(\tau_{i}, t\right) & & \text { by (4.1) } \\
& \leqq\left(k r_{i}\right) \lambda^{n} . & &
\end{align*}
$$

Since $0 \leqq \lambda<1, \sum \lambda^{n}$ converges and hence, by a theorem on infinite

[^11]products $\prod_{n=0}^{\infty}\left(1-\psi_{i}\left(A_{i}^{n} t\right)\right)$ converges uniformly on $\sum_{i}$. Thus $\prod_{n=0}^{\infty} \phi_{i}\left(A_{i}^{n} t\right)$ converges uniformly on $\sum_{i}$ and the assumption (3.2) is verified.

It remains to verify (3.3). Let $t \in \Omega-\bigcup_{1}^{m} \sum_{i}$. Since $A_{1}^{n} t \rightarrow \tau_{1}$, there exists $n_{0}$ such that $A_{1}^{n} 0 t \in \sum_{1}$. By (4.3), $\phi_{1}(t)>0$. Hence we take $A_{1}$ as our first transformation. If $A_{1} t \in \bigcup_{1}^{m} \sum_{i}$, then (3.3) is already verified. If not $\phi_{1}\left(A_{1} t\right)>0$ and we take $A_{1}$ as our second transformation. Proceeding in this manner a finite sequence of $A_{1}{ }^{\prime} \mathrm{s}$ (of length $\leqq n_{0}$ ) is obtained which satisfies the assumption (3.3). Hence the lemma is proved.

Example 4.2. The example described in § 1 is a particular case of the example just given.

Example 4.3. We now consider a generalization from 1 to $N$ dimensions of the learning model considered by Karlin (cf. Bush and Mosteller [2]).

Let $\Omega$ be a simplex in $E_{N}$ (Euclidean space of $N$ dimensions). Any point of $\Omega$ is given by its barycentric coordinates $t=\left(t_{1}, t_{2}, \cdots, t_{N+1}\right)$ where $t_{i} \geqq 0$ and $\sum_{1}^{N+1} t_{i}=1$. The vertices $e^{i}(i=1, \cdots, N+1)$ have coordinates $e_{j}^{i}=\delta_{j}^{i}$ (Kronecker delta). Let $I$ denote the $(N+1) \times(N+1)$ unit matrix, and $B_{i}(1 \leqq i \leqq N+1)$ denote the $(N+1) \times(N+1)$ projection matrix where each element of the $i$ th row is unity and all other elements are zero. Clearly $B_{i} t=e^{i}$ for each $t \in \Omega$. Consider the family $\left\{A_{i}\right\}$ of transformations on $\Omega$ into itself defined as follows

$$
\begin{equation*}
A_{i}=\lambda_{i} I+\left(1-\lambda_{i}\right) B_{i}, \quad 0 \leqq \lambda_{i}<1, i=1,2, \cdots, N+1, \tag{4.4}
\end{equation*}
$$

that is, for $t \in \Omega$

$$
A_{i} t=\left(\lambda_{i} t_{1}, \lambda_{i} t_{2}, \cdots, \lambda_{i} t_{i}+1-\lambda_{i}, \lambda_{i} t_{i+1} \cdots \lambda_{i} t_{N+1}\right)
$$

Clearly $A_{i}$ represents a transformation which carries a point $P$ into a point $P^{\prime}$ on the line $P V_{i}$ where $V_{i}$ is the vertex $e^{i}$ and

$$
P^{\prime} V_{i}=\lambda_{i}\left(P V_{i}\right) .
$$

The transformations $\left\{A_{i}\right\}$ are continuous and satisfy the conditions (2.1) and (2.2) where $\tau_{i}=e^{i}$. For the probabilities $\phi_{i}(t)$ we take

$$
\begin{equation*}
\phi_{i}(t)=t_{i} \quad i=1, \cdots, N+1 . \tag{4.5}
\end{equation*}
$$

The conditions (2.4) and (2.5) are clearly satisfied. It remains to verify the absorption assumptions of § 3 . Since $\phi_{i}\left(e^{i}\right)=e_{i}^{i}=1$, the condition (3.1) is satisfied. To verify (3.2) we first note that since $B_{i}^{2}=B_{i}$

$$
A_{i}^{n}=\lambda_{i}^{n} I+\left(1-\lambda_{i}^{n}\right) B_{i}
$$

so that

$$
\phi_{i}(t)=t_{i}, \quad \phi_{i}\left(A_{i}^{n} t\right)=\lambda_{i}^{n} t_{i}+\left(1-\lambda_{i}^{n}\right)
$$

If $t_{i}>\varepsilon$, it is easily seen that the infinite product $\prod_{0}^{\infty} \phi_{i}\left(A_{i}^{n} t\right)$ converges uniformly.

Condition (3.3) is seen to be satisfied by noting that for any point $t$, one at least of the coordinates is nonzero, say $t_{i}$, and hence the $i$ th coordinate of $A_{i}^{n} t(n=1,2, \cdots)$ is also nonzero.
5. Returning to the general absorption process described in §§ 2 and 3 , we establish by means of the assumption (3.2), the equicontinuity of the family of functions $\left\{U^{n} x(t)\right\}$ at each of the absorbing points $\tau_{i}(i=1,2, \cdots, m)$.

Lemma 5.1. Let $x(t) \in \mathbb{C}(\Omega)$ be such that it vanishes at one of the absorbing points $\tau_{i}(1 \leqq i \leqq m)$, then for each $\varepsilon>0$, there exists a sphere $S_{i}(\varepsilon)$ with centre $\tau_{i}$, such that

$$
\left|U^{n} x(t)\right|<\varepsilon \quad n=1,2, \cdots
$$

for $t \in S_{i}(\varepsilon)$.
Proof. Without loss of generality we consider the case where $i=1$. Let

$$
f_{n}(t)=\phi_{1}(t) \phi_{1}\left(A_{1} t\right) \cdots \phi_{1}\left(A_{1}^{n-1} t\right) .
$$

$\left\{f_{n}(t)\right\}$ form a nonincreasing sequence of functions which by assumption (3.2) converges uniformly on $\sum_{\text {( }}$ to a function $f(t)$. It follows that $f(t)$ is continuous, and thus since $f_{n}\left(\tau_{1}\right)=1$ (by (2.3) and (3.1)) and therefore $f\left(\tau_{1}\right)=1$, we have that given any positive number $\delta(0<\delta<1)$, there exists a neighbourhood $V$ of $\tau_{1}$ (contained in $\sum_{1}$ ) on which $f(t)>\delta$, which implies $f_{n}(t)>\delta$ for all $n$.

Choose $\delta>1-\varepsilon /\|x\|$ and let $q$ be a positive integer such that

$$
\begin{equation*}
\frac{q-1}{q} \delta>1-\varepsilon /\|x\| . \tag{5.1}
\end{equation*}
$$

Since $x\left(\tau_{1}\right)=0$ by hypothesis, there exists a neighbourhood $V^{\prime}$ of $\tau_{1}$ such that for $t \in V^{\prime}$

$$
\begin{equation*}
|x(t)| \leqq \frac{1}{q}\|x\| \tag{5.2}
\end{equation*}
$$

Let $S_{1}(\varepsilon)$ be an open sphere with centre $\tau_{1}$ and such that $S_{1}(\varepsilon)$ $\subset V \cap V^{\prime}$.

By (2.1) if $t \in S_{1}(\varepsilon), A_{1}^{n} t \in S_{1}(\varepsilon)$ for all positive integers $n$. Hence for $t \in S_{1}(\varepsilon)$

$$
\begin{equation*}
\left|x\left(A_{1}^{n} t\right)\right| \leqq \frac{1}{q}\|x\| . \quad n=1,2, \cdots \tag{5.3}
\end{equation*}
$$

and

$$
\begin{equation*}
f_{n}(t)>\delta \quad n=1,2, \cdots \tag{5.4}
\end{equation*}
$$

Now

$$
\begin{gathered}
U^{n} x(t)=\sum_{i_{1}, i_{2} \cdots i_{n}} \phi_{i_{1}}(t) \phi_{i_{2}}\left(A_{i_{1}} t\right) \cdots \phi_{i_{n}}\left(A_{i_{n-1}} \cdots A_{i_{1}} t\right) x\left(A_{i_{n}} \cdots A_{i_{1}} t\right), \\
\left|U^{n} x(t)\right| \leqq \phi_{1}(t) \phi_{1}\left(A_{1} t\right) \cdots \phi_{1}\left(A_{1}^{n-1} t\right)\left|x\left(A_{1}^{n} t\right)\right| \\
\quad+\|x\| \Sigma^{\prime} \phi_{i_{1}}(t) \phi_{i_{2}}\left(A_{i_{1}} t\right) \cdots \phi_{i_{n}}\left(A_{i_{n-1}} \cdots A_{i_{1}} t\right),
\end{gathered}
$$

where $\Sigma^{\prime}$ denotes the summation omitting the term corresponding to

$$
i_{1}=1, i_{2}=1, \cdots, i_{n}=1
$$

Replacing $\left|x\left(A_{1}^{n} t\right)\right|$ by $-\left(\|x\|-\left|x\left(A_{1}^{n} t\right)\right|\right)+\|x\|$ we obtain

$$
\begin{aligned}
\left|U^{n} x(t)\right| & \leqq-f_{n}(t)\left(\|x\|-\left|x\left(A_{1}^{n} t\right)\right|\right) \\
& +\|x\| \sum \phi_{i_{1}}(t) \phi_{i_{2}}\left(A_{i_{1}} t\right) \cdots \phi_{i_{n}}\left(A_{i_{n-1}} \cdots A_{i_{1}} t\right),
\end{aligned}
$$

or

$$
\begin{equation*}
\left|U^{n} x(t)\right| \leqq-f_{n}(t)\left(\|x\|-\left|x\left(A_{1}^{n} t\right)\right|\right)+\|x\|, \tag{5.5}
\end{equation*}
$$

since $\sum \phi_{i}(t)=1$. Now let $t \in S_{1}(\varepsilon)$. Then

$$
\begin{align*}
\left|U^{n} x(t)\right| & \leqq\|x\|-\delta\left(\|x\|-\left|x\left(A_{1}^{n} t\right)\right|\right) & & \text { by }(5.4) \\
& \leqq\|x\|-\delta\left(\|x\|-\frac{1}{q}\|x\|\right) & & \text { by }(5.3)  \tag{5.3}\\
& =\|x\|\left(1-\frac{q-1}{q} \delta\right) & & \\
& <\varepsilon . & & \text { by }(5.1) \tag{5.1}
\end{align*}
$$

Hence the lemma is proved.

Theorem 5.1. If $x(t) \in \mathscr{C}(\Omega)$, then $\left\{U^{n} x(t)\right\}$ form an equicontinuous family of functions at each of the absorbing points $\left\{\tau_{i}\right\}(i=1,2, \cdots, m)$.

Proof. Without loss of generality, we prove the theorem for the point $\tau_{1}$. It is required to prove that given $\varepsilon>0$, there exists a sphere $S_{1}(\varepsilon)$ with centre $\tau_{1}$ such that for $t \in S_{1}(\varepsilon)$

$$
\left|U^{n} x(t)-U^{n} x\left(\tau_{1}\right)\right|<\varepsilon \quad n=0,1,2, \cdots,
$$

or equivalently by Lemma 3.1

$$
\left|U^{n} x(t)-x\left(\tau_{1}\right)\right|<\varepsilon \quad n=0,1,2, \cdots,
$$

for $t \in S_{1}(\varepsilon)$.
Let $z(t)=x(t)-x\left(\tau_{1}\right) . \quad z(t) \in \mathscr{C}(\Omega)$ and $z\left(\tau_{1}\right)=0$. Hence Lemma 5.1 may be applied to obtain a sphere $S_{1}(\varepsilon)$ with centre $\tau_{1}$ on which

$$
\left|U^{n} z(t)\right|<\varepsilon \quad n=0,1,2, \cdots,
$$

but since $U$ preserves constant functions (by Lemma 2.2)

$$
U^{n} z(t)=U^{n} x(t)-x\left(\tau_{1}\right) .
$$

Hence (5.5) is established and the theorem is proved.
6. The convergence theorem in $\mathfrak{C}(\Omega)$. In this section, the assumption (3.3) is applied in conjunction with Theorem 5.1 to obtain the convergence of $U^{n} x(t)$ in $(\mathscr{C}(\Omega)$.

Lemma 6.1. Let $\left\{S_{i}\right\}$ be spheres with centres $\left\{\tau_{i}\right\}$ such that $\overline{S_{i}} \subset \sum_{i}$ $(i=1,2, \cdots, m)$. Then there exists a positive integer $n_{0}$ and a number $\delta$, $(0<\delta \leqq 1)$ such that for each $t \in \Omega$, there exists a sequence of $n_{0}$ transformations $A_{i_{1}}, A_{i_{2}}, \cdots, A_{i_{n_{0}}}$ (depending on $t$ ) which, when applied consecutively, transform $t$ into a point in $\bigcup_{i=1}^{m} S_{i}$, and such that the probability of the application of each transformation of the sequence is $\geqq \delta$, that is, each term in the finite sequence

$$
\phi_{i_{1}}(t), \phi_{i_{2}}\left(A_{i_{1}} t\right), \cdots, \phi_{i_{n_{0}}}\left(A_{i_{n_{0}-1}}, \cdots, A_{i_{1}} t\right)
$$

$i s \geqq \delta$.
Proof. By assumption (3.2), it is clear that

$$
\begin{equation*}
\phi_{i}(t)>0 \quad \text { on } \sum_{i}\left(\text { and hence on } \bar{S}_{i}\right) \quad i=1,2, \cdots, m . \tag{6.1}
\end{equation*}
$$

and thus by the continuity of $\phi_{i}(t)$, there exists $\delta_{0}$ such that $0<\delta_{0} \leqq 1$ and

$$
\begin{equation*}
\phi_{i}(t) \geqq \delta_{0} \quad \text { for } \quad t \in \overline{S_{i}} \quad i=1,2, \cdots, m \tag{6.2}
\end{equation*}
$$

Let $t \in \Omega$. If $t \in \Omega-\bigcup_{1}^{m} S_{i}$, we have by the assumption (3.3) together with (2.1), (2.2) and (6.1) that there exists a finite chain of transformations $A_{j_{1}}, A_{j_{2}}, \cdots, A_{j_{n}}$, which when applied consecutively, transform $t$ into a point in one of the spheres, say $S_{l}(1 \leqq l \leqq m)$. Moreover each term in the sequence $\phi_{j_{1}}(t), \phi_{j_{2}}\left(A_{j_{1}} t\right), \cdots, \phi_{j_{n}}\left(A_{j_{n-1}} \cdots A_{j_{1}} t\right)$ is $>0$. If $t \in \bigcup_{1}^{m} S_{i}$, the same result holds for then $t \in S_{l}(1 \leqq l \leqq m)$ and thus by (2.1) and (6.1), it is sufficient to take a chain consisting of the single transformation $A_{l}$.

Consider $A_{j_{n}}^{-1} S_{l}$. This is an open set containing $A_{j_{n-1}} \cdots A_{j_{1}} t$. Since $\phi_{j_{n}}\left(A_{j_{n-1}} \cdots A_{j_{1}} t\right)>0$, there exists an open set $U_{n}$ such that

$$
A_{j_{n-1}} \cdots A_{j_{1}} t \in U_{n} \subset A_{j_{n}}^{-1} S_{l} .
$$

and on which $\phi_{j_{n}}(t)>0$. By the regularity of $\Omega$, there exists an open set $V_{n}$ such that

$$
A_{j_{n-1}} \cdots A_{j_{1}} t \in V_{n} \subset \bar{V}_{n} \subset U_{n} \subset A_{j_{n}}^{-1} S_{l} .
$$

$\bar{V}_{n}$ is compact and therefore there exists a positive number $\delta_{n}$ such that $\phi_{J_{n}}(t) \geqq \delta_{n}$ on $\bar{V}_{n}$ and hence in particular on $V_{n}$.

Now consider $A_{j_{n-1}}^{-1} V_{n}$. Proceeding as above, we obtain an open set $V_{n-1}$, such that

$$
A_{j_{n-2}} \cdots A_{j_{1}} t \in V_{n-1} \subset \bar{V}_{n-1} \subset A_{j_{n-1}}^{-1} V_{n}
$$

and a positive number $\delta_{n-1}$, such that $\phi_{j_{n-1}}(t) \geqq \delta_{n-1}$ on $V_{n-1}$. Proceeding in this manner, we arrive at an open set $V_{1}$ which is such that

$$
t \in V_{1} \subset \bar{V}_{1} \subset A_{j_{1}}^{-1} V_{2}
$$

and such that $\phi_{j_{1}}(t) \geqq \grave{\delta}_{1}$ on $V_{1}$, where $\delta_{1}>0$.
Hence, the open set $V_{1}$ containing $t$ has the property that each point in it is transformed by the sequence $A_{j_{1}}, A_{j_{2}}, \cdots, A_{j_{n}}$ into a point of $S_{l}\left(\subset \bigcup_{1}^{m} S_{i}\right)$ and the conditional probabilities of each of the successive transformations being applied are $\geqq \delta_{1}, \delta_{2}, \cdots, \delta_{n}$ respectively.

This process is repeated for every $t \in \Omega$. For each $t$ an open set corresponding to $V_{1}$ is obtained. By the compactness of $\Omega$, we have that $\Omega$ is covered by a finite number of open sets $\Omega_{\imath}(l=1,2, \cdots, k)$, where each set $\Omega_{\imath}$ has the property that there is a finite chain of transformations of length $n_{l}$ (that is, $n_{l}=$ the number of transformations in the chain) which when applied successively transform each point of $\Omega_{\imath}$ into one of the sphere $S_{i}(i=1,2, \cdots, m)$ say $S_{l}$, and which has the
property that the conditional probabilities of applying the transformations of the chain are respectively $\geqq \delta_{l_{1}}, \delta_{l_{2}}, \cdots, \delta_{l_{n_{l}}}$, where each of these numbers is greater than zero.

Let $n_{0}=\max _{1 \leq l \leq k} n_{l}$. The length of the chain $n_{l}$ for each $\Omega_{l}$ may be extended to $n_{0}$ preserving the above properties. For if $t \in S_{l}(1 \leqq l \leqq m)$, $A_{l} t \in S_{l}$ by (2.1) and $\phi_{l}(t) \geqq \delta_{0}$ by (6.2).

Let

$$
\delta=\min _{\substack{1 \leq i \leq n_{l} \\ 1 \leq i \leq k}}\left(\delta_{l_{i}}, \delta_{0}\right) .
$$

With these values of $n_{0}$ and $\delta$, the lemma is established.
Lemma 6.2. Let $\left\{x_{p}(t)\right\}$ be a sequence of functions in $\mathfrak{G}(\Omega)$ with the following properties

$$
\left\|x_{p}\right\| \leqq H \quad p=0,1,2, \cdots
$$

where $H$ is a constant.

$$
x_{p}\left(\tau_{i}\right)=0 \quad \text { for all } p \quad i=1,2, \cdots, m
$$

and
(6.5) the family of functions $\left\{U^{n} x_{p}(t)\right\}(n, p=0,1,2, \cdots)$ is equicontinuous at each of the absorbing points $\tau_{i}(i=1,2, \cdots, m)$.
Then, under these conditions

$$
\lim _{n \rightarrow \infty}\left\|U^{n} x_{p}\right\|=0
$$

where the convergence is uniform with respect to $p$.
Proof. Given $\varepsilon>0$, there exist by (6.5) spheres $S_{i}(\varepsilon)$ with centres $\tau_{i}(i=1,2, \cdots, m)$ such that for $t \in S_{i}(\varepsilon)$

$$
\left|U^{n} x_{p}(t)-U^{n} x_{p}\left(\tau_{i}\right)\right|<\varepsilon / 2 \quad \text { all } n, p
$$

Hence by (6.4) and Lemma (3.1)

$$
\begin{equation*}
\left|U^{n} x_{p}(t)\right|<\varepsilon / 2, \quad t \in \bigcup_{1}^{m} S_{i}(\varepsilon), \text { all } n, p . \tag{6.6}
\end{equation*}
$$

There is no loss in generality in assuming the spheres $S_{i}(\varepsilon)$ so chosen that

$$
\begin{equation*}
\overline{S_{i}(\varepsilon)} \subset \sum_{i} \quad i=1,2, \cdots, m \tag{6.7}
\end{equation*}
$$

Thus the spheres $S_{i}(\varepsilon)(i=1,2, \cdots, m)$ satisfy the hypothesis of Lemma 6.1. The positive integer $n_{0}$ and the positive number $\delta$ obtained
in the lemma depend here on $\varepsilon$. Let

$$
\begin{equation*}
\alpha=1-\frac{1}{2} \delta^{n_{0}} . \tag{6.8}
\end{equation*}
$$

Since $0<\delta \leqq 1$, it follows that $0<\alpha<1$. We now show that for all $p$

$$
\begin{equation*}
\left\|U^{k n}{ }_{\Delta} x_{p}\right\| \leqq \mu_{k} \quad k=0,1,2, \cdots \tag{6.9}
\end{equation*}
$$

where $\mu_{k}=\max \left(\alpha^{k} H, \varepsilon\right)$.
We prove (6.9) by induction. Clearly by (6.3) it is true for $k=0$. Suppose it is true for $k$.

$$
\begin{align*}
& U^{(k+1) n} x_{0} x_{p}(t)  \tag{6.10}\\
&=\sum_{i_{1} i_{2} \cdots i_{n_{0}}} \sum_{i_{1}}(t) \phi_{i_{2}}\left(A_{i_{1}} t\right) \cdots \phi_{i_{n_{0}}}\left(A_{i_{n_{0}-1}}\right.\left.\cdots A_{i_{1}} t\right) \\
& \times U^{k n n_{0} x_{p}}\left(A_{i_{n_{0}}} \cdots A_{i_{1}} t\right) .
\end{align*}
$$

Consider $t$ fixed. By Lemma 6.1, there is associated with $t$ a finite sequence of $n_{0}$ transformations $A_{j_{1}}, A_{j_{2}}, \cdots, A_{j_{n_{0}}}$ (depending on $t$ ) which when applied consecutively transform $t$ into $\bigcup_{i=1}^{m} S_{i}(\varepsilon)$ and such that each term of the finite sequence $\phi_{j_{1}}(t), \phi_{j_{2}}\left(A_{j_{1}} t\right), \cdots, \phi_{j_{n_{0}}}\left(A_{j_{n_{0}-1}} \cdots A_{j_{1}} t\right)$ is $\geqq \delta$, that is,

$$
\begin{equation*}
A_{f_{n_{0}}} A_{j_{n_{0}-1}} \cdots A_{j_{1}} t \in \bigcup_{1}^{m} S_{i}(\varepsilon) \tag{6.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\phi_{j_{1}}(t) \phi_{j_{2}}\left(A_{j_{1}} t\right) \cdots \phi_{j_{n_{0}}}\left(A_{j_{n_{0}-1}} \cdots A_{j_{1}} t\right) \geq \delta^{n_{0}} . \tag{6.12}
\end{equation*}
$$

In (6.10) we take inequalities with absolute values and separate out the term corresponding to the above sequence and proceed as in §5 (between the relations (5.4) and (5.5)) to obtain by the induction hypothesis

$$
\begin{align*}
&\left|U^{(k+1) n_{o x}} x_{p}(t)\right|  \tag{6.13}\\
& \leqq-\phi_{j_{1}}(t) \phi_{j_{2}}\left(A_{j_{1}} t\right) \cdots \phi_{j_{n}}\left(A_{j_{n-1}} \cdots A_{j_{1}} t\right) \\
& \times\left(\mu_{k}-\left|U^{k n_{0} x_{p}}\left(A_{j_{n}} \cdots A_{j_{1}} t\right)\right|\right)+\mu_{k} .
\end{align*}
$$

(6.6), (6.11) and (6.12) give

$$
\left|U^{(k+1) n_{0} x_{p}}(t)\right| \leqq-\delta^{n_{0}}\left(\mu_{k}-\varepsilon / 2\right)+\mu_{k} .
$$

Since $\mu_{k} \geqq \varepsilon$, we have $\mu_{k}-\varepsilon / 2 \geqq 1 / 2 \mu_{k}$. Hence

$$
\left|U^{(k+1) n_{0} x_{p}}(t)\right| \leqq \mu_{k}\left(1-\frac{1}{2} \delta^{n_{0}}\right)=\alpha \mu_{k} \quad \text { by }(6.8)
$$

Therefore

$$
\left\|U^{(k+1) n_{\nu}} x_{p}\right\| \leqq \alpha \mu_{k} \leqq \max \left(\alpha^{k+1} H, \varepsilon\right)=\mu_{k+1} .
$$

Hence (6.9) is established. Clearly there exists $k_{0}$ sufficiently large such that $\mu_{k_{0}} \leqq \varepsilon$. Then, since $\left\|U^{n}\right\|=1$, all $n$ (Lemma 2.2), we have that for $n \geqq n_{0} k_{0}$

$$
\left\|U^{n} x_{p}\right\| \leqq \varepsilon \quad \text { all } p
$$

Hence the lemma is proved.
Theorem 6.1. $U^{n}$ converges strongly on $\mathfrak{C}(\Omega)$, that is, there exists a continuous transformation $U_{\infty}$ of norm 1 of $\mathfrak{G}(\Omega)$ into itself (which preserves constant function) such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|U^{n} x-U_{\infty} x\right\|=0 \tag{6.14}
\end{equation*}
$$

for each function $x \in \mathbb{\Im}(\Omega)$.
Proof. Given $x(t) \in \mathbb{C}(\Omega)$, let

$$
\begin{equation*}
x_{p}(t)=U^{p} x(t)-x(t) \quad p=0,1,2, \cdots . \tag{6.15}
\end{equation*}
$$

Clearly $x_{p}(t) \in \mathscr{G}(\Omega)$ and $\left\|x_{p}\right\| \leqq 2\|x\|$. Moreover by Lemma 3.1, $x_{p}\left(\tau_{i}\right)=0$ ( $i=1,2, \cdots, m$ ). Hence the hypothesis (6.3) and (6.4) of Lemma (6.2) are verified for the family $\left\{x_{p}(t)\right\}$. It remains to verify (6.5).

Given $\varepsilon>0$, we have by Theorem 5.1 that there exists spheres $S_{i}(\varepsilon)$ with centres $\tau_{i}(i=1,2, \cdots, m)$ such that for $n=0,1,2, \cdots$ we have

$$
\left|U^{n} x(t)-x\left(\tau_{i}\right)\right|<\varepsilon / 2, \quad t \in S_{i}(\varepsilon), i=1,2, \cdots, m
$$

Hence for $t \in S_{i}(\varepsilon)(1 \leqq i \leqq m)$ and all $n, p$

$$
\left|U^{n+p} x(t)-U^{n} x(t)\right|<\varepsilon
$$

or

$$
\begin{equation*}
\left|U^{n} x_{p}(t)\right|<\varepsilon \quad \text { all } n, p, t \in \bigcup_{1}^{m} S_{i}(\varepsilon) . \tag{6.16}
\end{equation*}
$$

Since $x_{p}\left(\tau_{i}\right)=0, U^{n} x_{p}\left(\tau_{i}\right)=0$ (Lemma 3.1) and thus it is clear from (6.16) that the hypothesis (6.5) of Lemma (6.2) is verified.

Hence applying Lemma 6.2 to the family $x_{p}(t)$ as defined by (6.15) we have that given $\varepsilon>0$, there exists $n$ such that

$$
\left\|U^{n} x_{p}\right\|<\varepsilon \quad p=0,1,2, \cdots
$$

or

$$
\left\|U^{n+p} x-U^{n} x\right\|<\varepsilon \text { for all positive integers } p
$$

Hence since the space $\mathfrak{C}(\Omega)$ is complete, there exists an element $U_{\infty} x \in \mathscr{E}(\Omega)$ such that

$$
\lim _{n \rightarrow \infty}\left\|U^{n} x-U_{\infty} x\right\|=0 .
$$

$U_{\infty}$ is clearly a linear transformation of $\mathscr{C}(\Omega)$ into itself. Since

$$
\left\|U_{\infty} x\right\|=\lim _{n \rightarrow \infty}\left\|U^{n} x\right\| \leqq\|x\|,
$$

it follows that $U_{\infty}$ is continuous and $\left\|U_{\infty}\right\| \leqq 1$. However since $U$ preserves the constant functions on $\Omega$, it is clear that $U_{\infty}$ does likewise and hence $\left\|U_{\infty}\right\|=1$. Hence the theorem is proved.
7. The form of $U_{\infty} x$. The following lemma is a direct consequence of Lemma 3.1 and Theorem 6.1.

Lemma 7.1. $U_{\infty}$ preserves the values at the absorbing points, that is,

$$
U_{\infty} x\left(\tau_{i}\right)=x\left(\tau_{i}\right) \quad i=1,2, \cdots, m
$$

where $x(t) \in \mathfrak{G}(\Omega)$.
Lemma 7.2. If $x(t)$ is a fixed point of $U$ in $\mathbb{E}(\Omega)$ having the value zero at each of the absorbing points $\tau_{i}(i=1,2, \cdots, m)$, then $x(t) \equiv 0$. $T$ wo continuous fixed points of $U$ which are equal at each $\tau_{i}(i=1,2$, $\cdots, m)$ are identical.

Proof. Let $x(t)$ be a fixed point of $U$ with $x\left(\tau_{i}\right)=0(i=1,2, \cdots, m)$. We apply Lemma 6.2 to the family of functions consisting of the single function $x(t)$. Since $U^{n} x=x$ all $n$, the conditions of the lemma are trivially satisfied and hence $\lim _{n \rightarrow \infty}\left\|U^{n} x\right\|=0$, that is, $\|x\|=0$. Therefore the first part of the lemma is proved.

If $x(t), y(t)$ are two fixed points in $\mathfrak{G}(\Omega)$ such that $x\left(\tau_{i}\right)=y\left(\tau_{i}\right)$ ( $i=1,2, \cdots, m$ ) then, applying the first part of the lemma to the function $z(t)=x(t)-y(t)$, we obtain $z(t) \equiv 0$. Hence the lemma is proved.

Lemma 7.3. Let $\psi_{i}(t)=U_{\infty} \phi_{i}(t)(1 \leq i<\infty)$. Then $\psi_{i}(t)$ is a fixed point of $U$ in $\mathbb{C}(\Omega)$. If $i>m, \psi_{i}(t) \equiv 0$. If $i \leqq m, \psi_{i}(t)$ is the unique fixed point of $U$ having the value 1 at $\tau_{i}$ and the value zero at each of the other absorbing points $\tau_{j}(j \neq i, 1 \leqq j \leqq m)$. Moreover

$$
\begin{equation*}
\sum_{1}^{m} \psi_{i}(t)=1 . \tag{7.1}
\end{equation*}
$$

Proof.

$$
U \psi_{i}=U U_{\infty} \phi_{i}=U_{\infty} \phi_{i}=\psi_{i} \quad(1 \leqq i<\infty)
$$

since $U U_{\infty}=U_{\infty}$ by Theorem 6.1. Hence $\psi_{i}$ is a fixed point of $U$. For $i>m, \phi_{i}(t)$ has the value zero at each of the absorbing points $\tau_{j}(1 \leqq j$ $\leqq m$ ) (by 3.5) and hence by Lemma $7.1 \psi_{i}(t)$ has the same property and thus, by Lemma 7.2 , is identically zero. If $1 \leqq i \leqq m$, then since $\phi_{i}(t)$ has the value 1 at $\tau_{i}$ (by (3.1)) and the value zero at each $\tau_{j}$ ( $j \neq i, 1 \leqq j \leqq m$ ) by (3.5), we have by Lemma 7.1 that $\psi_{i}$ has the same properties and hence since $\psi_{i}$ is a fixed point of $U$, by Lemma 7.2 it is the unique fixed point with these values at the vertices.

By (2.5) $\sum_{1}^{\infty} \phi_{i}(t)=1$. By Dini's theorem, the convergence is uniform so that we have in the sense of $\mathfrak{C}(\Omega), \sum_{1}^{\infty} \phi_{i}=1$. Hence since $U_{\infty}$ is continuous $\sum_{1}^{\infty} \psi_{i}=1$, and since $\psi_{i}(t)=0(i>m), \sum_{1}^{m} \psi_{i}(t)=1$ and the lemma is established.

Theorem 7.1. If $x \in \mathbb{C}(\Omega)$ then

$$
U_{\infty} x=\sum_{i=1}^{m} x\left(\tau_{i}\right) \psi_{i} .
$$

Proof. Let

$$
y(t)=\sum_{i=1}^{m} x\left(\tau_{i}\right) \psi_{i}(t) .
$$

Clearly by Lemma $7.3, y$ is a fixed point of $U$ such that $y\left(\tau_{i}\right)=x\left(\tau_{i}\right)$ $(i=1, \cdots, m)$. By Theorem 6.1, $U_{\infty} x$ is a fixed point of $U$ and by Lemma 7.1 $U_{\infty} x\left(\tau_{i}\right)=x\left(\tau_{i}\right)(i=1, \cdots, m)$. Hence by Lemma 7.2, $y=U_{\infty} x$ and the theorem is proved.
8. The convergence theorem in $\mathfrak{M}(\Omega)$.

Theorem 8.1. Let

$$
\mu \in \mathfrak{M}(\Omega),
$$

then

$$
T^{n} \mu \rightarrow T_{\infty} \mu
$$

where the half-arrow denotes weak-star convergence, that is,

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left(x, T^{n} \mu\right)=\left(x, T_{\infty} \mu\right), \tag{8.1}
\end{equation*}
$$

where $T_{\infty}$ is a positive continuous linear tranformation of norm 1 of $\mathfrak{M}(\Omega)$ into itself. $\quad T_{\infty}$ is the adjoint of $U_{\infty}$ and

$$
\begin{equation*}
T_{\infty} \mu=\sum_{1}^{m}\left(\int_{\Omega} \psi_{i}(t) d \mu(t)\right) \hat{\delta}_{i} \tag{8.2}
\end{equation*}
$$

where $\delta_{i}$ is the probability measure with all its measure concentrated at the point $\tau_{i}$.

Proof. Theorem 6.1 gives that for $x \in \mathbb{C}(\Omega)$, we have $\lim _{n \rightarrow \infty} U^{n} x=U_{\infty} x$, the convergence being in the sense of $\mathfrak{G}(\Omega)$. It follows that $\lim _{n \rightarrow \infty}\left(U^{n} x, \mu\right)$ $=\left(U_{\infty} x, \mu\right)$ for $\mu \in \mathfrak{M}(\Omega)$. Let $T_{\infty}$ be the adjoint of $U_{\infty}$ that is, $\left(U_{\infty} x, \mu\right)$ $=\left(x, T_{\infty} \mu\right)$. Hence by (2.10) $\lim \left(x, T^{n} \mu\right)=\left(x, T_{\infty} \mu\right)$ and (8.1) is established. $T_{\infty}$ being the adjoint of ${\underset{U}{n \infty}}_{U_{\infty}}$ is a continuous linear transformation of $\mathfrak{M}(\Omega)$ into itself of norm 1 and it is clearly positive. By Theorem 7.1 $U_{\infty} x=\sum_{1}^{m} x\left(\tau_{i}\right) \psi_{i}$. Hence for $\mu \in \mathfrak{M}(\Omega),\left(U_{\infty} x, \mu\right)=\sum_{1}^{m} x\left(\tau_{i}\right)\left(\psi_{i}, \mu\right)$. Let $T^{\prime} \mu=\sum_{1}^{m}\left(\psi_{i}, \mu\right) \delta_{i} . \quad T^{\prime} \mu$ is an element of $\mathfrak{M}(\Omega)$ and it is clear that $\left(U_{\infty} x, \mu\right)=\left(x, T^{\prime} \mu\right)$ for all $x \in \mathbb{C}(\Omega)$. Hence $T^{\prime}=U_{\infty}^{*}=T_{\infty}$. Thus $T_{\infty} \mu=$ $\sum_{1}^{m}\left(\psi_{i}, \mu\right) \delta_{i}$ and the theorem is proved.
9. Probability interpretation of $\psi_{i}(t)$. It is easy to see from the definition (2.9) of $U$, that $U^{n} \phi_{i}(t)$ represents the probability, that given the initial state of the system is $t$, that at the end of the $(n+1)$ st unit time interval the transformation $A_{i}$ is applied. $\psi_{i}(t)=\lim _{n \rightarrow \infty} U^{n} \phi_{i}(t)$ thus represents the limiting probability of applying $A_{i}$, given that initially the state of the system is $t$.

Another point of view is obtained from (8.2). If $\delta_{t_{0}}$ is the probability measure concentrated at the single point $t_{0}$, then $T_{\infty} \delta_{t_{0}}=\sum_{1}^{m} \psi_{1}\left(t_{0}\right) \delta_{i}$, so that $\psi_{i}\left(t_{0}\right)$ gives the probability that if the initial state is $t_{0}$, the limiting state is $\tau_{i}$.

To sum up, we have two probability interpretations for $\psi_{i}(t)$ :
(1) Limiting probability as $n \rightarrow \infty$ that at the $n$th step in the process, the transformation $A_{i}$ is applied, given that the initial state is $t$.
(2) Probability that the limiting state is $\tau_{i}$, given that the initial state is $t$.

I wish to express my thanks to the referee for some useful comments.
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# ON A NEW RECIPROCITY, DISTRIBUTION AND DUALITY LAW 

G. Kurepa

Introduction. One knows various operations on sets, e. g. join, intersection, limit, $A$-operation (Suslin), etc. In the present article we define, as an extension of operations we introduced in another paper (Kurepa [6], [7]) several operations of considerable generality and importance. It turns out that the well-known distribution law (cf. § 11) as well as the De Morgan duality principle (cf. §5) are very special cases of our theorems. Moreover, a new reciprocity phenomenon occurs (cf. §12). All depend on the interconnection between maximal chains and maximal antichains of ordered sets. By considering ordered sets one achieves considerable generality. By their use we get a synthetic view on (1) the analytic operation; (2) c-analytic operation (definition of complements of analytic sets); (3) the distribution law; (4) the duality law; and moreover, one arrives at (5) a new reciprocity law. In particular, in connection with the distributive law, the maximal chains and maximal antichains indicate respectively two distinct ways to reach the same result (cf. Theorems 4.2, 8.1). On the other hand, the parallel considerations of maximal chains and maximal antichains of $S$ give rise to a new kind of interconnection of elements of $P^{2} 1$ ( 1 being any set; cf. the $k$-condition in §8). This in turn opens a broad way to new investigations by consideration of the elements of $P^{a} 1$ instead of those of $P^{2} 1$. Our results may be interpreted in mathematical logic too.

The results of this paper are connected to an idea we expressed in our Thesis [4], $135 \mathrm{n}^{\circ} 40$ (cf. A. Tarski [11]).

## GLOSSARY AND NOTATIONS

Antichain; an ordered set having no couple of distinct comparable points.

Chain; an ordered set having no two distinct incomparable points.
1 or $U$ means universal set.
$\gamma T$ (cf. 10.1)
Disjunctive family; a family composed of pairwise disjoint sets. $\varepsilon^{\prime}$ denotes " not $\varepsilon$."

[^12]$j$-connected (cf. 2.1)
$k$-condition (cf. 3.1., 8.,)
$P S$ denotes the system of all subsets of $S$; in particular, the void set $v$ is an element of $P S ; P^{2} S=P(P S), P^{\alpha+1} S=P\left(P^{\alpha} S\right)$, etc.
$\Omega \in\left\{O, O^{\prime}\right\}, \bar{\Omega} \in\left\{\bar{O}, \overline{O^{\prime}}\right\}$
$\cap^{\prime}=\cup, U^{\prime}=\cap$.
$\Pi$ denotes the combinatorial multiplication.
Ramified set; an ordered set the predecessors of each of whose points form a chain.

Ramified table or tree; an ordered set $S$ with the property that if $x \in S$ then the set $(., x)_{s}$ is well-ordered.
$\rho$ being a relation, $\rho_{1}, \rho_{2}, \rho_{3}$ designates its first part, second part, third part, e.g., in the equality (2) we use (2) $)_{1}$ to designate the first (left) part of (2); (2); designates the second part of (2). If (2) is a binary relation for sets, then (2) $)_{1}$ is the set on the left side of (2).
$(x, .)_{S}$ denotes the set of all the points $y \in S$ such that $x<y$.
$(., x)_{s}$ denotes the set of all the points $y \in S$ such that $y<x$.
$\perp$ denotes $\cap$ or $\cup$.
$v=$ empty set.

1. The operator $(e, \perp, f)$. Let $e \in P^{2} 1$ and $\perp \in\{\cap, \cup\}$. Let $f$ be any mapping of 1 . This means that, for each $x \in 1, f(x)$ is a welldetermined set; of course it may happen that $f(x)=v$ (void); by $f^{\prime}$ we denote the mapping $x \rightarrow f^{\prime}(x)$ which to each $x \in 1$ associates the complement $f^{\prime}(x)$ of the set $f(x)$; the complement is taken in respect to any set $\supseteq f(x)(x \in 1)$. In the case that $f(x)$ consists of one point, say $f(x)=\{a\}$, we write $f(x)=a$ as well as $f(x)=\{a\}$. Let $\perp$ denote $\cup$ or $\cap$; let $U^{\prime}=\cap, \cap^{\prime}=U$.

We put

$$
\begin{equation*}
(e, \perp, f)=\frac{\perp^{\prime}}{e_{1}} \perp{ }_{e_{0}} f\left(e_{0}\right) \quad\left(e_{0} \in e_{1} \in e\right) \tag{1.1}
\end{equation*}
$$

In particular, we put, by convention,
(1.2) $(v, \cap, f)=v,(v, \backslash, f)=$ universal set $\supseteqq f(e)$ for each $e \in 1$.

More explicitly (1.1) reads

$$
\begin{equation*}
(e, \cap, f)=\bigcup_{e_{1}} \bigcap_{e_{0}} f\left(e_{0}\right), \quad(e, \cup, f)=\bigcap_{e_{1}} \bigcup_{e_{0}} f\left(e_{0}\right) \tag{1.3}
\end{equation*}
$$

where $e_{0} \in e_{1} \in e$. Thus, $e_{0} \in 1, e_{1} \in P 1$.
The meaning of ( $\left.E, \perp, f^{\prime}\right),\left(F, \perp, f^{\prime}\right)$ is obvious. Thus, $f^{\prime}(x)$ denotes the complement of $f(x)$. In particular, one has the De Morgan Theorem.

Theorem 1.1. $(e, \perp, f)^{\prime}=\left(e, \perp^{\prime}, f^{\prime}\right)$.
In what follows, we shall denote by

$$
\begin{equation*}
\left(e, e^{*}\right) \tag{1.4}
\end{equation*}
$$

any ordered pair of elements of $P^{2} 1$. Given such a pair $\left(e, e^{*}\right)$ we might consider various sets, as e.g.,

$$
\begin{equation*}
(e, \cap, f),\left(e, \cap, f^{\prime}\right),(e, \cup, f),\left(e, \cup, f^{\prime}\right), \tag{1.5}
\end{equation*}
$$

and similarly for $e^{*}$. In particular, we shall consider the sets

$$
\begin{equation*}
(e, \perp, f),\left(e^{*}, \perp, f^{\prime}\right) . \tag{1.6}
\end{equation*}
$$

Obviously, given $e, \perp, f$, the previous sets are well determined. The problem is to know their interconnections.
2. $j$-connection of $\left(e, e^{*}\right)$.

Theorem 2.1. In order that for each $f$

$$
\begin{equation*}
(e, \cap, f)^{\prime} \supseteqq\left(e^{*}, \cap, f^{\prime}\right) \text { or }\left(e, \cap^{\prime}, f^{\prime}\right) \supseteqq\left(e^{*}, \cap, f^{\prime}\right) \text {, } \tag{2.1}
\end{equation*}
$$

it is necessary and sufficient that

$$
\begin{equation*}
e_{1} \cap e_{1}^{*} \neq v \quad\left(e_{1} \in e, e_{1}^{*} \in e^{*}\right) \tag{2.2}
\end{equation*}
$$

Proof of necessity $(2.1) \Rightarrow(2.2)$. Suppose, on the contrary, that (2.2) does not hold; i.e., that there exist

$$
\begin{equation*}
e_{1_{0}} \in e, e_{1_{0}}^{*} \in e^{*}, \text { so that } e_{1_{0}} \cap e_{1_{0}}^{*}=v . \tag{2.3}
\end{equation*}
$$

Let $f$ be the characteristic function of $e_{1_{0}}$ such that $f\left(e_{0}\right)=1 \Leftrightarrow e_{0} \in e_{1_{0}}$. Since $e_{1_{0}} \in e$ and since $1 \in f\left(e_{0}\right)\left(e_{0} \in e_{1_{0}}\right)$ one has obviously $1 \in(2.1)_{1}$. On the other hand, since $e_{10}^{*} \cap e_{1_{0}}=v, f\left(e_{0}^{*}\right)=v\left(e_{0}^{*} \in e_{1_{0}^{*}}^{*}\right)$, thus $f^{\prime}\left(e^{*}\right)=1\left(e_{0}^{*} \in e_{1_{0}}^{*}\right)$; in other words, $1 \in(2.1)_{2}$. Thus (2.3) implies $1 \in(2.1)_{2} \backslash(2.1)_{1}$ which contradicts the hypothesis (2.1).

Proof of sufficiency. (2.2) $\Rightarrow(2.1)$, that is, $\left.(2.2) \Rightarrow\left(\xi \in(2.1)_{2}\right) \Rightarrow \xi \in(2.1)_{1}\right)$. Now the relation $\xi \in\left(e^{*}, \cap, f^{\prime}\right)$ means that there is a $e_{1}^{*}$ such that $\xi \in f^{\prime}\left(e_{0}^{*}\right)\left(e_{0}^{*} \in e_{1}^{*}\right)$.

Again, let $e_{1} \in e$; since $e_{1} \cap e_{1}^{*} \neq v$ by hypothesis (2.2), let $z \in e_{1} \cap e_{1}^{*}$; thus, $\xi \in \in^{\prime} f(z)$; consequently, for each $e_{1} \in e$ there is an $e_{0} \in e_{1}$ such that $\xi \in ' f\left(e_{\mathrm{e}}\right)$. That means $\xi \in^{\prime}(e, \cap, f)$, that is, $\xi \in(e, \cap, f)^{\prime}$.

Since the condition (2.2) is symmetrical with respect to $e, e^{*}$, we get the following.

Theorem 2.2. The f-identity $(e, \cap, f)^{\prime} \supseteqq\left(e^{*}, \cap, f^{\prime}\right)$ is equivalent to the f-identity $\left(e^{*}, \cap, f\right)^{\prime} \supseteqq\left(e, \cap, f^{\prime}\right)$.

The last two theorems give rise to the following.
Definition 2.1. An ordered pair ( $e, e^{*}$ ) of elements of $P^{2} 1$ is said to be $j$-connected, symbolically $\left(e, e^{*}\right) \in(j)$ if

$$
e_{1} \cap e_{1}^{*} \neq v, \quad\left(e_{1} \in e, e_{1}^{*} \in e^{*}\right)
$$

Theorem 2.3. In order that (2.1) holds for each $f$, it is necessary and sufficient that the ordered pair ( $e, e^{*}$ ) be $j$-connected.
3. The $k$-condition. We will prove the following.

Theorem 3.1. In order that for each $f$ one has

$$
\begin{equation*}
(e, \cap, f)^{\prime} \cong\left(e^{*}, \cap, f^{\prime}\right) \tag{3.1}
\end{equation*}
$$

it is necessary and sufficient that for each $X \subseteq 1$ satisfying

$$
\begin{equation*}
X \cap e_{1} \neq v \quad\left(e_{1} \in e\right) \tag{3.2}
\end{equation*}
$$

one has

$$
\begin{equation*}
P X \cap e^{*} \neq v \tag{3.3}
\end{equation*}
$$

that is, that there is an $e_{1}^{*} \in e^{*}$ such that $e_{1}^{*} \cong X$.

Proof of necessity. Let $X$ satisfy (3.2). Let $f$ be the characteristic function of $X$. Then (3.2) implies $v \in^{\prime} \cap f\left(e_{0}\right),\left(e_{0} \in e_{1}\right)$, for each $e_{1} \in e$. Thus $v \in(3.1)_{1}$. As (3.1) holds, one has $v \in(3.1)_{2}$. Therefore there exists a $e_{1}^{*} \in e^{*}$ satisfying $v \in \bigcap_{e_{0}^{*}} f^{\prime}\left(e_{0}^{*}\right)\left(e^{*} \in e_{1}^{*}\right)$. Consequently, $f\left(e_{0}^{*}\right)=1$ for each $e_{0}^{*} \in e_{1}^{*}$, and that means exactly that $e_{1}^{*} \subseteq X$.

Proof of sufficiency. If $(3.2) \Rightarrow(3.3)$, then $\xi \in(3.1)_{1}$ implies $\xi \in(3.1)_{2}$. Let

$$
\begin{equation*}
X=\underset{x \in \mathrm{I}}{E}\left(\xi \in f^{\prime}(x)\right), \tag{3.4}
\end{equation*}
$$

that is, $X$ denotes the set of all the $x \in 1$ for which $\xi \in ' f(x)$. We say that (3.2) holds. In the opposite case, there would be an $e_{1_{0}} \in e$ such that $e_{1_{0}} \cap X=v$, thus $\xi \in f\left(e_{0}\right)\left(e_{0} \in e_{1_{0}}\right)$ and therefore $\xi \in^{\prime}(3,1)_{1}$, contrary to the hypothesis that $\xi \in(3.1)_{1}$. The set (3.4) satisfying (3.2), there exists by supposition an element $e_{10}^{*} \in e^{*}$ such that $e_{1_{0}^{*}}^{*} \leqq X$. That means that $\xi \in f^{\prime}\left(e_{0}^{*}\right)\left(e_{0}^{*} \in e_{1_{0}^{*}}^{*}\right)$, that is, $\xi \in(3.1)_{4}$.

Definition 3.1. The ordered pair ( $e, e^{*}$ ) of elements of $P^{2} 1$ is said to satisfy the $k$-condition, symbolically

$$
\begin{equation*}
\left(e, e^{*}\right) \in(k), \tag{3.5}
\end{equation*}
$$

provided the system

$$
\begin{equation*}
X \cong 1, X \cap e_{1} \neq v \tag{3.6}
\end{equation*}
$$

implies

$$
\begin{equation*}
P X \cap e^{*} \neq v \tag{3.7}
\end{equation*}
$$

Thus Theorem 3.1 may be expressed in the following form.
Theorem 3.2. The relation $\left(e, e^{*}\right) \in(k)$ is equivalent to the $f$ identity

$$
(e, \cap, f)^{\prime} \subseteq\left(e^{*}, \cap, f^{\prime}\right)
$$

4. First fundamental theorem. Theorems 2.1 and 3.1 enable us to characterize the equality

$$
\begin{equation*}
(e, \cap, f)^{\prime}=\left(e^{*}, \cap, f^{\prime}\right) \tag{4.1}
\end{equation*}
$$

Theorem 4.1. The equality (4.1) is equivalent to the relation

$$
\begin{equation*}
\left(e, e^{*}\right) \in(j) \wedge(k) \tag{4.2}
\end{equation*}
$$

(The last relation means that ( $e, e^{*}$ ) satisfies both ( $j$ ) and ( $k$ )).
We transform the previous conditions using De Morgan's theorem (c.f. Theorem 1.1). We have $(e, \cap, f)^{\prime}=\left(e, \cup, f^{\prime}\right)$ so that (4.1) reads

$$
\left(e, \cup, f^{\prime}\right)=\left(e^{*}, \cap, f^{\prime}\right) ;
$$

and considering $f^{\prime}$ instead of $f$ we obtain

$$
(e, \cup, f)=\left(e^{*}, \cap, f\right)
$$

Consequently we have the following,
Theorem 4.2. (First fundamental theorem). Let ( $e, e^{*}$ ) be a given ordered pair of elements of $P^{2} 1$; then the following properties are pairwise equivalent:
I. $\left(e, e^{*}\right) \in(j) \wedge(k)$
II. For each mapping $f$ of the set 1 the following duality law holds:

$$
\left(\bigcup_{e_{1}} \bigcap_{e_{0}} f\left(e_{0}\right)\right)^{\prime}=\bigcup_{e_{1}^{*}} \cap_{e_{0}^{*}} f^{\prime}\left(e_{0}^{*}\right) \text {, that is, }(e, \cap, f)^{\prime}=\left(e^{*}, \cap, f^{\prime}\right) \text {. }
$$

III. For each mapping $f$ of the set 1 , one has the distributive law

$$
\bigcup_{e_{1} \in e} \in \cap_{e_{0} \in e_{1}} f\left(e_{0}\right)=\bigcap_{e_{1}^{f} \in e^{*}} \bigcup_{e_{0}^{*} \in e^{*}} f\left(e_{0}^{*}\right) \text {, that is, }(e, \cap, f)=\left(e^{*}, \cup, f\right) \text {. }
$$

IV. $\left(e^{*}, e\right) \in(j) \wedge(k)$.

Proof. In fact, I $\Leftrightarrow$ II (Theorem 4.1) and $\mathrm{II} \Leftrightarrow$ III as was shown by the application of the De Morgan theorem to $(\cup, \cap, f)^{\prime}$. It remains to prove that IV is equivalent to I, II and III. First, the implication I $\Rightarrow$ III yields IV $\Rightarrow\left(e^{*}, \cap, f\right)=(e, \cup, f)$; from here, passing to complement III' of III: $\left(e^{*}, \cap, f\right)^{\prime}=(e, \cup, f)^{\prime}$, that is, ( $\left.e^{*}, \cup, f^{\prime}\right)$ $=\left(e, \cap, f^{\prime}\right)$. Writting $f^{\prime}$ instead of $f$, one gets III. Thus IV $\Rightarrow$ III. Conversely, $\mathrm{III} \Rightarrow$ III' (by implication III $\Rightarrow \mathrm{I}$ ) $\Rightarrow$ IV.

The equivalence $I \Leftrightarrow$ IV gives the following.
Theorem 4.3. Symmetry character of $(j) \wedge(k): \quad$ If $\left(e, e^{*}\right) \in(j) \wedge(k)$, then also $\left(e^{*}, e\right) \in(j) \bigwedge(k)$. In other words, if $\left(e, e^{*}\right) \in(j)$, then $\left(e, e^{*}\right)$ $\in(k) \Leftrightarrow\left(e^{*}, e\right) \in(k)$.

Theorem 4.4. Symmetry of the $k$-property ${ }^{2}$. If $\left(e, e^{*}\right) \in(k)$, then $\left(e^{*}, e\right) \in(k)$.

Proof. To begin with, if $e$ is the null set, then for every $e^{*}$, $\left(e, e^{*}\right) \epsilon^{\prime}(k)$ and $\left(e^{*}, e\right) \epsilon^{\prime}(k)$. And if the null set is a member of $e$, then for every $e^{*},\left(e, e^{*}\right) \in(k)$ and $\left(e^{*}, e\right) \in(k)$. It remains to consider cases where no sets involved are null. Suppose that $\left(e, e^{*}\right) \in^{\prime}(k)$. Then there exists an $x$ such that for every $e_{1} \in e, e_{1} \cap x \neq v$, and for every $e_{1}^{*} \in e^{*}$, $e_{1}^{*} \backslash x \neq v$. Let $y=\bigcup_{e_{1}^{1}}\left(e_{1}^{*} \backslash x\right)\left(e_{1}^{*} \in e^{*}\right)$. Then for every $e_{1}^{*} \in e^{*}, y \cap e_{1}^{*} \neq v$; and if it can be proved that, for every $e_{1} \in e, e_{1} \backslash y \neq v$, it will follow that ( $\left.e^{*}, e\right) \epsilon^{\prime}(k)$. But for every $e_{1} \in e, x_{1}=e_{1} \cap x \neq v$ and $x_{1} \cap y=v$. Since $x_{1} \neq v$, it follows that $x_{1} \backslash y \neq v$ and therefore that $e_{1} \backslash y \neq v$.

In what follows, the generality of Theorem 4.2 will be revealed. We will restrict ourselves to ordered sets. There we are naturally led to consider various operators which were the origin of the present investigations (cf. Kurepa [4], [6].)
5. Ordered sets, operators $O, \bar{O}, O^{\prime}, \overline{O^{\prime}}$. Let $S$ be any set ordered by $\leqq$. The operators $O, \bar{O}, O^{\prime}, \bar{O}^{\prime}$ are defined in the following manner:

Definition 5.1. OS designates the system of all maximal chains $\leqq S$.
${ }^{1}$ Theorem 4.4 and its proof are due to the referee.

Definition 5.1. $\bar{O} S$ designates the system of all maximal antichains $\leqq S$.

Definition 5.2. $O^{\prime} S$ designates the system of all $X \in \bar{O} S$ such that

$$
X \cap M \neq v \quad(M \in O S)
$$

Definition $\overline{5.2}$. $\overline{O^{\prime}} S$ designates the system of all $X \in O S$ such that

$$
X \cap A \neq v \quad(A \in \bar{O} S)
$$

We shall be aware of a certain reciprocity between the notions chain and antichain, and in particular by passing from the system $O, O^{\prime}$ to the system $\bar{O}, \overline{O^{\prime}}$.

To each ordered set $S$ is associated the set consisting of

$$
\begin{equation*}
O S, \bar{O} S, O^{\prime} S, \bar{O}^{\prime} S \tag{5.1}
\end{equation*}
$$

which are at most four elements of $P^{2} S$. The set (5.1) is of a great importance. Its elements form in a certain sense the spatial forms along which certain operations are to be taken. Each element $e$ of (5.1) is as it were a system of paths for operations $(e, \perp, f)$, $\left(e, \perp^{\prime}, f\right)$, etc.

Convention 5.1. The reciprocal of a statement $s$ will be denoted $\bar{s}$. So the reciprocal of the Lemma 5.1 is denoted by Lemma 5.1. If $X$ is a chain, then $\bar{X}$ is an antichain, etc, Here is an example.

Lemma 5.1. In order that $X \in O^{\prime} S$, it is sufficient that $X$ be an antichain of $S$ such that $X \cap M \neq v(M \in O S)$. In other words, if an antichain intersects each maximal chain of $S$ it is necessarily a maximal antichain.

The reciprocal result is as follows.
Lemma $\overline{5.1}$. In order that $X \in \overline{O^{\prime}} S$, it is sufficient that $X$ be a chain of $S$ such that $X \cap A \neq v(A \in \bar{O} S)$. In other words, if a chain $X$ of $S$ intersects each antichain of $S$, then $X$ is necessarily a maximal one.

Proof. Let $X$ be an antichain satisfying $X \cap M \neq v(M \in O S)$. To prove that $X \in O^{\prime} S$, it is sufficient to prove that $X$ is a maximal antichain, i.e., that each $b \in S$ is comparable to some point of $X$. Now, let $b \in B \in O S$. Then the point $B \cap X$ exists and is the required point of $X$ which is comparable to $b$.

Reciprocally, let $X$ be a chain such that $X \cap A \neq v(A \in \bar{O} S)$. To
prove that $X$ is a maximal chain, suppose, on the contrary, that there is a chain $C \supset X$. Let $d \in C \backslash X$ and let $d \in D \in \bar{O} S$. Then necessarily $D \cap X=v$, because if $x \in D \cap X$, one would have two distinct comparable points $d, x$ in the antichain $D$.

Lemma 5.2. $O^{\prime} S \subseteq \bar{O} S, \overline{O^{\prime}} S \subseteq O S$. (Each of the signs $\subseteq$ here may $b e=o r \subset$.) In particular there exists a non-void $S$ such that ${ }^{2}$

$$
\begin{equation*}
O^{\prime} S=v, \overline{O^{\prime}} S=v \tag{5.2}
\end{equation*}
$$

Example 5.1. Let $\sigma_{0}$ denote the system of all non-void bounded well ordered sets of rational numbers ordered by means of the relation $\subset$, where ${ }^{3}$ (5.3) $x \subseteq y$ or $y \supseteq x$ means that $x$ is an initial portion of $y$. In that case, $\bar{O}^{\prime} \sigma_{0}=v$, because, e,g., there is no chain in $\sigma_{0}$ intersecting each row of $\sigma_{0}$ (cf. [4, p. 95]). It is probable that $O^{\prime} \sigma_{0}=v$.

As an example of reciprocity considerations let us prove the following lemmas ( 5.3 and $\overline{5.3}$ ) which are mutually reciprocal and which will occur in distributive laws (cf. Theorem 9.1, Cases $2, \overline{2}$ ).

Lemma 5.3. If the maximal chains of $S$ are pairwise disjoint, then the comparability relation in $S$ is transitive, and conversely. Also

$$
\begin{equation*}
O^{\prime} S=\bar{O} S=\prod_{x} M \tag{5.4}
\end{equation*}
$$

where $\Pi$ denotes the combinatorial product of sets $M, M$ running over $O S$; and $O S=\overline{O^{\prime}} S$.

Peciprocally we have the following.
Lemma $\overline{5.3}$. If the maximal antichains of $S$ are pairwise disjoint, then the incomparability relation in $S$ is transitive, and conversely. Also

$$
O S=\overline{O^{\prime}} S=\prod_{A} A
$$

where $\Pi$ denotes the combinatorial product of all the sets $A, A$ running over $\bar{O} S$; and $O^{\prime} S=\bar{O} S$.

Proof of Lemma 5.3. If $O S$ is disjoint, then as it is easy to show, the comparability relation in $S$ is a congruence relation, and vice versa. Each $A \in \bar{O} S$ intersects each $M \in O S$ (thus $\bar{O} S=O^{\prime} S$ ) in a single point,

[^13]since on the one hand $O S$ is disjonint and on the other hand $A$ is antichain; thus $A \in(5.4)_{3}=\prod_{M}(M \in O S)$. Conversely, each $X \in(5.4)_{3}$ is an antichain because of the incomparability of each point of each $M \in O S$ to each point of each $M_{0} \in O S, M_{0} \neq M$. But $X$ is also a maximal antichain. Analogously one proves the reciprocal of Lemma 5.3., that is Lemma $\overline{5.3}$.

Remark 5.1. On Lemma 5.1 and Lemma 5.1 is based a very general distribution law (c.f. Theorem 9.1, Cases $2, \overline{2}$ ).
6. Operations $(v, \cap, f),(v, \cup, f)$ and $(\Omega, \perp, f)$ for each $\Omega \in(5.1)$ and each $\perp \in\{\cap, \cup\}$.

Let $\Omega$ be any element of the set
$\left\{O S, O^{\prime} S, \bar{O} S, \overline{O^{\prime}} S\right\} ;$
then $\Omega \in P^{2} S$; so that for each $\Omega$ and each $\perp \in\{\cap, \cup\}$, the operator

$$
\begin{equation*}
(\Omega, \perp, f) \tag{6.2}
\end{equation*}
$$

is well defined. In the particular case that $\Omega=v$, we put

$$
\begin{equation*}
(v, \cup, f)=\text { universal set, }(v, \cap, f)=\operatorname{void} \text { set. } \tag{6.3}
\end{equation*}
$$

We shall consider ordered pairs ( $e, e^{*}$ ) of elements of the set (6.1) and the corresponding sets (6.2) for $\Omega=e$ and $\Omega=e^{*}$, respectively.

## Example 6.1. Let

$$
\begin{equation*}
\left(T ; \omega_{0}\right) \tag{6.4}
\end{equation*}
$$

denote the system of all $<\omega_{0}$-complexes (finite complexes) of ordinals $<\omega_{0}$ ordered by means of the relation $\subseteq$ in (5.3). If $f$ is a mapping of ( $T ; \omega_{0}$ ) into the family of closed sets, then we can prove that ( $O, \cap$, $f$ ) and ( $O^{\prime}, \cap, f^{\prime}$ ), respectively, are the most general analytic set ( $A$ set of Suslin) and the most general $C A$-set respectively (c.f. [10], [1], [2]; also [9]). ${ }^{4}$

Example 6.1 shows the importance of the operations (1.1) even in the particular cases (6.2) and $S=\left(T ; \omega_{0}\right)$. (Cf. [6]).

## 7. Some simple lemmas.

Lemma 7.1. Either $O^{\prime} S=v$ or each element of $O^{\prime} S$ intersects each element of OS; and reciprocally, either $\bar{O}^{\prime} S=v$ or $\left(\bar{O} S, \overline{O^{\prime}} S\right)$ is a j-connected ordered

[^14]pair.
Lemma 7.1 and Theorem 2.1 yield the following.

THEOREM 7.1. $(O S, \cap, f) \leqq\left(O^{\prime} S, \cap^{\prime}, f\right)$
and reciprocally,

$$
(\bar{O}, \cap, f) \leqq\left(\bar{O}^{\prime} S ; \cap^{\prime} f\right)
$$

In general, we have here the sign $\subset$ instead of $\subseteq$. The duals of that relation hold also.

Theorem 7.2. The two sets,

$$
\left(O S, \cap, f^{\prime}\right),\left(\bar{O} S, \cap^{\prime}, f\right)
$$

may be non-comparable if $S$ is ramified.

To see this, let $D$ denote the set of all integers ordered as in this diagram:

$$
\begin{aligned}
& \cdots \rightarrow-4 \rightarrow-2 \rightarrow 0 \rightarrow 2 \rightarrow 4 \rightarrow 6 \rightarrow \cdots \\
& \cdots \searrow-3 \searrow-1 \searrow 1 \searrow 3 \searrow 5 \searrow 7 \searrow \cdots
\end{aligned}
$$

Obviously, the set $D$ is ramified; for the sets $2 D-1$ and $2 D$ of all odd and, respectively, even integers one has $2 D-1 \in \bar{O} D, 2 D \in O D$, $2 D \cap(2 D-1)=v$.

Let $f$ be the characteristic function of $2 D-1$; one proves then easily that

$$
\left(O D, \cap, f^{\prime}\right)=\{1\},\left(\bar{O} D, \cap^{\prime}, f\right)=\{0\}
$$

and that proves Theorem 7.2.
8. Ordered sets and $k$-condition. If we consider the pair ( $O S, O^{\prime} S$ ) or its reciprocal $\left(\bar{O} S, \bar{O}^{\prime} S\right)$, then the $j$-condition is satisfied; therefore one obtains Theorem 7.1. On the other hand, in general one has neither $\left(O S, O^{\prime} S\right) \in(k)$ nor reciprocally $\left(\overline{O S}, \bar{O}^{\prime} S\right) \in(\bar{k})$.

For the sake of simplicity, we present the following.

Definition 8.1. The condition $\left(O S, O^{\prime} S\right) \in(k)$ will be denoted $S \in(k)$ and reciprocally. Thus

$$
\begin{align*}
& \left(O S, O^{\prime} S\right) \in(k) \Leftrightarrow S \in(k)  \tag{8.1}\\
& \left(\bar{O} S, \overline{O^{\prime}} S\right) \in(\bar{k}) \Leftrightarrow S \in(\bar{k}) \tag{8.1}
\end{align*}
$$

and we shall say that $S$ satisfies the $(k)$-condition and the $(\bar{k})$-condition respectively.

In particular, $S \in(k)$ means the statement that each set $\subseteq S$ which intersects each maximal chain of $S$ contains a maximal antichain of $S$. Then Theorem 4.2. (implication I $\Rightarrow$ III) yields the following.

Theorem 8.1. For each ordered set $S$ satisfying the (k)-condition, one has the following distribution law:

$$
\begin{equation*}
{\frac{\perp}{e_{1}}}^{\prime} \frac{\perp}{e_{0}} f\left(e_{0}\right)=\frac{1}{A}{\underset{a}{\prime}}^{\prime} f(a), \quad\left(e_{0} \in e_{1} \in O S, a \in A \in O^{\prime} S\right) \tag{8.2}
\end{equation*}
$$

and reciprocally for (8.2). ( $\perp$ designates $\cap$ or $\cup)$.
Usual distribution laws are special cases of (8.2). Thus if one takes the ordered set $S=\{1,2,3\}$ with diagram $\uparrow_{1}^{2}$ one has $O S=\{\{1,2\},\{3\}\}$, $O^{\prime} S=\{\{1,3\},\{2,3\}\}$ and the formula (8.2) yieds $f(3) \perp^{\prime}(f(1) \perp f(2))$ $=\left(f(3) \perp^{\prime} f(1)\right) \perp\left(f(3) \perp^{\prime} f(2)\right)$.

Analogously, considering the set ${\underset{1}{1}}_{\underset{3}{2}}^{\uparrow}$, one has the binomial form of the distribution law. For other cases of distribution, cf. § 11.
9. Some classes of ordered sets satisfying $(k)$ and $(\bar{k})$. We are going to prove that the conditions $(k),(\bar{k})$ are satisfied by ordered sets of some general classes-a fact which will give us a general distribution and duality law.

Theorem 9.1. The conditions (k) and $(\bar{k})$ are satisfied, provided $S$ satisfies at least one of the following conditions:

1) $S$ is a chain;
2) $S$ is an antichain;
3) $O S$ is disjoint, i.e., the elements of $O S$ are pairwise disjoint (this is equivalent to the statement that the comparability relation is transitive in $S$ );
$\overline{2})$ The elements of $\bar{O} S$ are pairwise disjoint (this is equivalent to the transitivity of the incomparability relation in $S$ ).
The cases 1 ), $\overline{1}), 2$ ), $\overline{2}$ ) are ranged according to relative importance. One sees that 1) and $\overline{1}$ ) as well as 2) and $\overline{2}$ ) are mutually reciprocal.

Let us prove, e.g., the case $\overline{2}$ ). At first, the elements of $\bar{O} S$ being

[^15]pairwise disjoint, by Lemma 5.3, we have $O S=\prod_{A} A(A \in \bar{O} S)$ and $\bar{O} S$ $=O^{\prime} S$. Now we prove $S \in(\bar{k})$. If no $A \in \bar{O} S$ were contained in an $X$ $\leqq S$, where $X$ intersects each $M \in O S$, there would be a point $x(A) \in$ $A \backslash X$ for each $A \in \bar{O} S$. The set $\cup x(A)(A \in \bar{O} S)$ would be a maximal chain of $S$ which does not intersect $\stackrel{A}{X}$, contrary to the hypothesis on $X$.

Remark 9.1. Later we shall see that the fact that each chain (antichain) satisfies ( $k$ ) and ( $(\vec{k})$ is reflected in the fact that our duality theorem has as a special case the De Morgan duality theorem (cf. Theorem 13.1).
10. The case of ramified tables. At many opportunities we considered ramified tables, i.e., ordered sets satisfying the condition that for each $x \in T$, the set $(., x)_{T}$ of all its predecessors in $T$ is well-ordered. Let us recall that for a table $T$,
denotes the first ordinal number $\alpha$ such that there is no point $x \in T$ such that the order type of $(., x)_{T}$ is $\alpha ; \gamma T$ is called rank or degree (order) of $T$.

Theorem 10.1. Each ramified table $T$ satisfies ( $k$ ); or explicitly and more precisely, let $T$ be a set such that for each $x \in T$, the set $(., x)_{T}$ is well-ordered. Let $X \leqq T$ and $M \cap X \neq v(M \in O T)$. Then the set

$$
\begin{equation*}
R_{0} X \tag{10.2}
\end{equation*}
$$

of all initial points of $X$ is a maximal antichain of $T$; moreover, $R_{0} X$ intersects each maximal chain of $T$. Thus, $R_{0} X \in O^{\prime} T$.

Theorem 10.2. If $\gamma T<\omega_{0}$, then $T \in(\bar{k})$ and $O T=\bar{O}^{\prime} T, \bar{O} T=O^{\prime} T$. In particular, this holds for each finite table.

Proof of Theorem 10.1. At first, $R_{0} X \in \bar{O} T$. As $R_{0} X$ has no pair of distinct comparable points, it is sufficient to show that each $t \in T$ is comparable to a point $x_{0}(t) \in R_{0} X$. Now, by hypothesis, there exists at least one point $x(t) \in X$ comparable to $t$. Let $x_{0}(t)$ be the point in $R_{0} X$ which is $\leqq x(t)$. In fact, it $x_{0}(t)=x(t)$, or if $x(t) \leqq t$, the comparability of $t$ and $x_{0}(t)$ is obvious. On the other hand, if neither $x_{0}(t)=x(t)$ nor $x(t) \leqq t$, then $x_{0}(t)<x(t), t<x(t)$. Thus, $x_{0}(t), t$ belong to the set $(., x(t))_{T}$ which by the supposition on $T$ is a chain.

It remains to prove that $R_{0} X$ intersects each $M \in O T$. Again, by hypothesis, there exists a point $m \in X \cap M$; then the point $m^{\prime} \in R_{0} X$
such that $m^{\prime} \leqq m$ is a point of $M$. The set $(., m]_{T} \cup M$ is a chain. By virtue of presupposed maximality of $M$, one has (., $m]_{T} \subseteq M$, thus $m^{\prime} \in M$.

Proof of Theorem 10.2. At first we have the following.
Lemma 10.1. If $\gamma T<\omega_{0}$, then $A \cap M \neq v(A \in \bar{O} T, M \in O T)$, thus $O T=\overline{O^{\prime}} T, O^{\prime} T=\bar{O} T$ (cf. [8]).

Proof. Suppose, on the contrary, that $T$ contains a maximal chain $M$ and a maximal antichain $A$ so that

$$
\begin{equation*}
A \cap M=v . \tag{10.3}
\end{equation*}
$$

$A$ being a maximal antichain of $T$, there exists for each $t \in T$ a point $\alpha(t) \in A$ such that $\{t, \alpha(t)\}$ is a chain; in particular, for each $m \in M$ the points $m, \alpha(m)$ are comparable. Now

$$
\begin{equation*}
m<\alpha(m), \tag{10.4}
\end{equation*}
$$

which is proved as follows. Since $M \in O T, M$ is an initial portion of $T$. Consequently, if (10.4) did not hold, $M$ would then contain also the point $\alpha(m)$ for at least a point $m_{0} \in M$. Thus, $\alpha\left(m_{0}\right) \in A \cap M$ contrary to (10.3). Therefore $(10.3) \Rightarrow(10.4)$. Now, since $\gamma T<\omega_{0}$, the chain $M$ is finite.

Let $l$ be the last point of $M ; l$ would be a last point of $T$ also, contrary to the relation (10.4) for $m=l$. Thus the relation (10.3) is not possible, and Lemma 10.1 is proved.

To complete the proof of Theorem 10.2 , we need to see that each $X \leqq T$ satisfying

$$
\begin{equation*}
X \cap A \neq v \tag{10.5}
\end{equation*}
$$

contains a maximal chain of $T$. This holds for every $T$ and we have the following statement which is reciprocal to Theorem 10.1.

Theorem 10.1. Every ramified table $T$ satisfies the $\bar{k}$-condition: $T \in(\bar{k})$.

Proof. Suppose $X$ satisfies (10.5). Since $R_{0} T \in \bar{O} T$, we have

$$
\begin{equation*}
X_{0} \equiv X \cap R_{0} T \neq v . \tag{10.6}
\end{equation*}
$$

The set (10.6) is an initial portion of $X$, that is,

$$
x \in(10.6) \Rightarrow(., x]_{T} \leqq(10.6) .
$$

[^16]If $X_{0}$ contains a maximal chain of $T$, then Theorem 10.1 is proved. If $O X_{0} \cap O T=v$, then

$$
\begin{equation*}
R_{0}\left(T \backslash X_{0}\right) \tag{10.7}
\end{equation*}
$$

is a maximal antichain of $T$. As a matter of fact we have the following.
Lemma 10.2. If $I$ is an initial portion of a ramified table $T$ such that

$$
\begin{equation*}
O I \cap O T=v, \tag{10.8}
\end{equation*}
$$

then

$$
\begin{equation*}
R_{0}(T \backslash I) \in \bar{O} T \tag{10.9}
\end{equation*}
$$

To prove (10.9) $)_{1} \in \bar{O} T$, it suffices to show that each $i \in T$ is comparable to some point $i^{\prime} \in(10.9)_{1}$. Obviously this holds for $i \in T \backslash I$. Suppose $i \in I$. Consider an $M$ such that $i \in M \in O T$. By (10.8), $M \backslash I \neq v$. Let $P \in M \backslash I$, and let $i^{\prime}$ be the point such that $i^{\prime} \in(10.9)_{1}$ and $i^{\prime} \leqq P$. Since $T$ is ramified and $i<P$, it follows that $i<i^{\prime}$.

To prove Theorem 10.1, let us consider the sets

$$
\begin{equation*}
X_{0}, X_{1}, \cdots, X_{\alpha}, \cdots \tag{10.10}
\end{equation*}
$$

defined as follows

$$
X_{0}=X \cap R_{0} T, X_{1}=X_{0} \cup\left(X \cap R_{0}\left(T \backslash X_{0}\right)\right)
$$

$$
\begin{equation*}
X_{\alpha}=X_{\alpha-1} \cup\left(X \cap R_{0}\left(T \backslash X_{\alpha-1}\right)\right) \tag{10.11}
\end{equation*}
$$

$$
X_{\alpha}=\bigcup_{\alpha_{0}} X_{\alpha_{0}} \quad\left(\alpha_{0}<\alpha\right)
$$

depending upon whether $\alpha$ is isolated or a limit ordinal number.
Obviously, the sequence (10.10) is increasing and its terms $\leqq X$. Let $\delta$ be the first ordinal such that

$$
\begin{equation*}
X_{\delta}=X_{\delta+1} . \tag{10.12}
\end{equation*}
$$

Of course, $\delta \leqq \gamma T$.
We say that

$$
\begin{equation*}
O X_{\delta} \cap O T \neq v \tag{10.13}
\end{equation*}
$$

and hence

$$
\begin{equation*}
O X \cap O T \neq v \tag{10.14}
\end{equation*}
$$

because $X_{\delta} \subseteq X$.
First, each term of (10.10) is an initial portion of $T$-provable by an induction argument. Secondly, if the relation (10.13) were false, the
set

$$
\begin{equation*}
R_{0}(T \backslash X) \tag{10.15}
\end{equation*}
$$

by virtue of Lemma 10.2 would be a maximal antichain of $T$. By hypothesis on $X$ (see (10.5)) there would be a point $z \in X \cap(10.15)$. Therefore

$$
z \in X_{\delta+1}, x \in^{\prime} X_{\delta} .
$$

Hence, $z \in X_{\delta+1} \backslash X_{\delta}$ and $X_{\delta} \subset X_{\delta+1}$, contrary to (10.12). Hence (10.14) holds and Theorem $\overline{10.1}$ is proved.
11. General distribution laws. To see how the previous investigations are linked with distribution questions, let us prove the following distribution theorem which is the most general distribution law expressible in usual terms.

Theorem 11.1. Let $\mathscr{F}$ be any non-void family of non-void sets $\leqq 1,1$ being a standard set. Then for each mapping $f$ of the set 1 we have

$$
\begin{equation*}
\bigcap_{x \in \mathscr{G}} \bigcup_{x \in X} f(x)=\bigcup_{A} \bigcap_{a \in A} f(a) \quad\left(A \in \prod_{X \in \mathscr{G}} X\right) \tag{11.1}
\end{equation*}
$$

and dually.
Theorem 11.1 is a corollary to Theorem 4.2 (implication I $\Rightarrow \mathrm{III}$ ). As a matter of fact, first the pair $\left(\mathscr{F}, \prod_{x \in \mathscr{F}} X\right)$ is $j$-connected; second it satisfies the $k$-conditions, as is easily probable.

A direct proof of Theorem 11.1 is as follows.
First, $(11.1)_{1} \subseteq(11.2)_{2}$, that is, if $\xi \in(11.1)_{1}$ then $\xi \in(11.1)_{2}$. In fact $\xi \in(11.1)_{1}$ means $\xi \in \bigcup_{x \in X} f(x)(X \in \mathscr{F})$, that is, there exists an $X_{e} \in X$ such that $\xi \in f\left(X_{e}\right),(X \in \mathscr{F})$. Putting $A_{e}=\bigcup_{X} X_{e}(X \in \mathscr{F})$, one has $\xi \in \bigcap_{a} f(a)\left(a \in A_{e}\right)$ and $A_{e} \in \prod_{X} X$, thus $\xi \in(11.1)_{2}$.

Second, $(11.1)_{2} \leqq(11.1)_{1}$ : if $\xi \in(11.1)_{2}$, then $\xi \in(11.1)_{1}$. The relation $\xi \in(11.1)$ is equivalent to $\xi \in f(a)(a \in A)$ for some $A \in \prod_{x} X$; since $A \cap X$ $\neq v$, this implies $\xi \in \bigcup_{x \in X} f(x)$ for each $X \in \mathscr{F}$, hence $\xi \in(11.1)_{1}$.

From the proof of Theorem 11.1 we obtain the following interesting result.

Theorem 11.2. (Cf. Theorem 2.1) Let $\left(\mathscr{F}, \mathscr{F}_{0}\right)$ be any ordered pair of systems of sets $\leqq 1$ such that

$$
\begin{equation*}
X \cap X_{0} \neq v \quad\left(X \in \mathscr{F}, X_{0} \in \mathscr{F}_{0}\right) ; \tag{11.2}
\end{equation*}
$$

then for each mapping $f$ :

$$
\begin{equation*}
\bigcup_{x \in \mathscr{F}} \bigcap_{x \in X} f(x) \subseteq \leqq_{x_{0} \in \mathscr{F}_{0}} \bigcup_{x_{0} \in X_{0}} f\left(x_{0}\right) ; \tag{11.3}
\end{equation*}
$$

and dually,

$$
\cup^{\prime} \cap^{\prime} f^{\prime}(x) \subseteq \cong_{x^{x} \in \mathscr{S}^{*}}^{\prime} \bigcup_{x^{*} \in X_{0}^{*}}^{\prime} f^{\prime}\left(x_{0}\right)
$$

In general, one reads here $\subset$ instead of $\subseteq$. The case $\mathscr{F}=\mathscr{F}_{0}$ is not excluded. Therefore the relation (11.3) holds even if one or both sets $\mathscr{F}, \mathscr{F}_{0}$ are vacuous. In particular, (11.3) holds if $\mathscr{F} \in\left\{O S, O^{\prime} S\right.$, $\left.\bar{O} S, \overline{O^{\prime}} S\right\}$ and $\mathscr{F}_{0}=\mathscr{F}^{\prime}$ (obviously $(O S)^{\prime}$ means $O^{\prime} S ;\left(O^{\prime} S\right)^{\prime}=O S$, $\left(\bar{O}^{\prime} S\right)^{\prime}$ $=\bar{O} S$, even if $O^{\prime} S=v=\overline{O^{\prime}} S$. Consequently, we have the following.

Theorem 11.3. If $\Omega \in\left\{O, \bar{O}, O^{\prime}, \overline{O^{\prime}}\right\}$, then

$$
\bigcup_{x} \bigcap_{x} f(x) \subseteq \bigcap_{X^{\prime}} \bigcup_{x^{\prime}} f\left(x^{\prime}\right) \quad\left(x \in X \in \Omega S, x^{\prime} \in X^{\prime} \in \Omega^{\prime} S\right)
$$

and dually.
Passing to complements in the relation and using the De Morgan formula, we have the following.

Theorem 11.4. For any $\Omega \in\left\{O, \bar{O}, O^{\prime}, \overline{O^{\prime}}\right\}$ :

$$
\bigcup_{x} \bigcap_{x} f(x)^{\prime} \supseteqq \bigcup_{x_{0}} \bigcap_{x_{0}} f^{\prime}\left(x_{0}\right) \quad\left(x \in X \in \Omega S, x_{0} \in X_{0} \in \Omega^{\prime} S\right)
$$

The question of whether sets forming $\mathscr{F}$ in Theorem 11.1 are pairwise disjoint or not disjoint is of no importance. However, without loss of generality, the system $\mathscr{F}$ may be supposed disjoint. In fact, let to each $X \in \mathscr{F}$ be associated the set $X_{a}$ of all ordered pairs $(X, x)$ ( $x \in X$ ); to each $x \in X$ we associate the pair $(x, x)$. Instead of $\mathscr{F}$ we can consider the system $\mathscr{F}_{a}$ of all the $X_{a}(X \in \mathscr{F})$. Now, the family $\mathscr{F}_{a}$ is disjunctive and the system $\mathscr{F}_{a}$ can be interpreted either as $O S$ or as $\bar{O} S$. If one orders totally each $X_{a}$ and if one orders the set $S=\bigcup_{X} X_{a}(X \in \mathscr{F})$ so that each element of $X_{a}$ is incomparable to each element of each other element of $\mathscr{F}_{a}$ and if one leaves intact the ordering in each element of $\mathscr{F}_{a}$, then obviously

$$
O S=\mathscr{F}_{a}, O^{\prime} S=\prod_{y} y \quad\left(y \in \mathscr{F}_{a}\right) ;
$$

moreover

$$
O S=\bar{O}^{\prime} S, O^{\prime} S=\bar{O} S
$$

the set satisfies the conditions $(k)$ and $(\bar{k})$ and accordingly for the set $S$ the distribution law (8.1) holds.

Combining Theorem 8.1 with Theorem 9.1, one has the following statements:

Theorem 11.5. If $S$ is an ordered set of one of the cases $1, \overline{1}, 2, \overline{2}$, in Theorem 9.1, then for each mapping $f$ of $S$ the following distribution law holds:

$$
\begin{equation*}
\perp_{M}^{\prime} \perp_{m}^{\perp} f(m)=\frac{\perp}{A} \underset{a}{\perp^{\prime}} f(a) \quad\left(m \in M \in O S, a \in A \in O^{\prime} S\right) ; \tag{11.4}
\end{equation*}
$$

and reciprocally. In (11.4) $\perp$ denotes either $\cap$ or $\cup$.
Theorems 9.1 and 10.1, 10.2 yield the following.
Theorem 11.6. For each ramified table $T$ and each mapping $f$ of $T$ one has

$$
\begin{equation*}
\perp_{\mu}^{\prime} \frac{\perp}{m}(m)=\frac{1}{\Delta} \perp_{a}^{\prime} f(a) \quad\left(m \in M \in O T, a \in A \in O^{\prime} T\right) ; \tag{11.5}
\end{equation*}
$$

and reciprocally.
12. A new duality law. We saw (Theorem 8.1) how the distribution law (11.4) is connected with the condition $(\bar{k})$. Now we will see the interconnection of the distribution law and of $(k)$ or $(\bar{k})$ with some duality laws. Let us suppose that for each $f$ one has

$$
(O S, \perp, f)=\left(O^{\prime} S, \perp^{\prime} f\right)
$$

(this happens if and only if $S \in(k)$ cf. Theorems 3.2, 4.1). In particular, since $f$ is arbitrary, the same equality holds for the mapping $f^{\prime}, f^{\prime}$ being the complement of $f$; thus

$$
\left(O S, \perp, f^{\prime}\right)=\left(O^{\prime} S, \perp^{\prime} f^{\prime}\right)
$$

From here, passing to complements, one has

$$
\left(O S, \perp, f^{\prime}\right)^{\prime}=\left(O^{\prime} S, \perp^{\prime} f^{\prime}\right)^{\prime}=\left(O^{\prime} S, \perp^{\prime \prime}, f^{\prime \prime}\right)=\left(O^{\prime} S, \perp, f\right)
$$

(by De Morgan's formula). Thus we have the following.
Theorem 12.1. General duality law. For each ordered set $S \in(k)$, one has

$$
\begin{align*}
(\Omega, \perp, f)^{\prime}=\left(\Omega^{\prime}, \perp, f^{\prime}\right) ; \text { where, } \Omega & =\text { OS or } O^{\prime} S  \tag{12.1}\\
\perp & =\cap \text { or } \cup .
\end{align*}
$$

Reciprocally, if $S \in(\bar{k})$, then for each mapping $f$ of $S$ :

$$
\begin{equation*}
(\Omega, \perp, f)^{\prime}=\left(\Omega^{\prime}, \perp, f^{\prime}\right) . \tag{12.1}
\end{equation*}
$$

Where, $\Omega$ denotes $\bar{O} S$ or $\overline{O^{\prime} S}, \perp=\cap$ or $\cup$.
It is interesting to observe that the converse of Theorem 12.1 holds also.

Theorem 12.2. $\quad \forall(f)(12.1) \Leftrightarrow S \in(k)$

$$
\forall(f)(\overline{12.1}) \Leftrightarrow S \in(\bar{k}),
$$

Let us express, e. g., the last equivalence directly.
Theorem 12.3. Given an ordered set $S$ : in order that for each mapping $f$ of $S$, one has

$$
\begin{equation*}
\left(\bigcup_{A} \bigcap_{a \in A} f(a)\right)^{\prime}=\bigcup_{M} \bigcap_{m \in M} f^{\prime}(m) \quad\left(A \in \bar{O} S, M \in \bar{O}^{\prime} S\right) \tag{12.2}
\end{equation*}
$$

it is necessary and sufficient that $S$ satisfies the $(\bar{k})$-condition (cf. Theorem 3.1).

## 13. Some special cases of the duality theorem.

Theorem 13.1. If $S$ is a chain or an antichain, then the duality Theorem 12.1 yields the theorem of De Morgan.

Let us consider an antichain $S$; thus $\bar{O} S=\{S\} ; \overline{O^{\prime}} S$ is the system of all one-point sets $x \in S$. Then for each $M \in O^{\prime} S$, one has $M=\{x\}$ with $x \in S$; thus $\bigcap_{m \in M} f^{\prime}(m)=f^{\prime}(x)$ where $\{x\}=M$ and one has

$$
\begin{equation*}
\bigcup_{M} \bigcap_{m} f^{\prime}(m)=\bigcup_{M} f^{\prime}(x)=\bigcup_{x \in S} f^{\prime}(x) \tag{13.1}
\end{equation*}
$$

On the other hand, as $\bar{O} S=\{S\}$,

$$
\bigcap_{a \in A} f(a)=\bigcap_{s \in S} f(a)
$$

and

$$
\begin{equation*}
\bigcup_{A \in \bar{O} S} \bigcap_{a \in A} f(a)=\bigcup_{A \in\{s\}} \bigcap_{s \in S} f(s)=\bigcap_{s \in S} f(s) . \tag{13.2}
\end{equation*}
$$

By virtue of (13.1) and (13.2) the equality (12.2) yields

$$
\left(\bigcap_{s \in S} f(s)\right)^{\prime}=\bigcup_{s \in S} f^{\prime}(s)
$$

and this is just the equality of De Morgan. Since each family, or set, may be considered as an antichain, we see that Theorem 12.3 (its sufficient condition) for $S$ an antichain gives the equality of De Morgan in its most general form.

Theorem 13.2. For each ramified table $T$ and each mapping $f$ of $T$ one has

$$
\begin{align*}
& \left(\perp_{M}^{\prime} \frac{\perp}{m} f(m)\right)^{\prime}=\frac{1_{A}^{\prime}}{A} \frac{\perp}{a}^{\perp} f^{\prime}(a)  \tag{13.3}\\
& \quad\left(m \in M \in O T, a \in A \in O^{\prime} T, \perp \in\{\cap, \cup\}\right)
\end{align*}
$$

In particular $(\perp=\bigcap)$ :

$$
\begin{equation*}
\left(\bigcup_{k k} \bigcap_{m} f(m)\right)^{\prime}=\bigcup_{A} \bigcap_{a} f^{\prime}(a) \quad\left(m \in M \in O T, a \in A \in O^{\prime} T\right), \tag{13.4}
\end{equation*}
$$

and reciprocally.
If one bears in mind the generality and importance of ramified tables (a tool for complete subdivisions or atomizations of sets), one is conscious of the importance and generality of Theorem 13.2.

Remark 13.1. From a logical point of view it is very important that (13.4) as well as its reciprocal hold, especially for each table whose chains are finite.

Actually, we observe that such tables occur even in psychological processes, in subdivisions, evolution, etc. Thus is seems that the evolution processes follow a ramification scheme, as will be shown elsewhere.
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## LIE ALGEBRAS OF LOCALLY COMPACT GROUPS

Richard K. Lashof

1. Introduction. We call an LP-group, a group which is the projective limit of Lie groups. Yamabe [8] has proved that every connected locally compact group is an LP-group. This permits the extension to locally compact groups of the notion of a Lie algebra. In §§ 2 and 3 we prove the existence and uniqueness of the Lie algebra of an LP-group and show the connection of the Lie algebra with the group by means of the exponential mapping.

In §4, we extend the notion of a universal covering group for connected groups with the same Lie algebra. A covering group of a connected group $g$, in the extended sense used here, means a pair ( $\bar{g}, w$ ), where $\bar{g}$ is a connected LP-group and $w$ is a continuous representation of $\bar{g}$ into $g$ which induces an isomorphism of the Lie algebra of $\bar{g}$ onto the Lie algebra of $g$ (see Definition 4.5). The universal covering group of a connected locally compact group is not necessarily locally compact and may not map onto the group. It turns out that the arc component of the identity in $\bar{g}$ is a covering space in the sense of Novosad [5] of the arc component of the identity of $g$ (these components are dense subgroups, Lemma 3.7).

Finally, in §5, we establish a one-to-one correspondence between " canonical LP-subgroups " of a group and subalgebras of its Lie algebra.

## 2. Projective limit of Lie algebras.

Definition 2.1. By a topological Lie algebra (over the real numbers) we shall mean a (not necessarily finite dimensional) Lie algebra with an underlying topology such that the operations of addition, multiplication and scalar multiplication are continuous.

Definition 2.2. Let $J$ be an inductive set. Suppose given for each $a \in J$, a topological Lie algebra $G_{a}$ such that if $a<b$ there exists a continuous representation $f_{a b}: G_{b} \rightarrow G_{a}$. Let $G=\left[\left\{X_{a}\right\} \in \prod_{a \in J} G_{a}\right.$ such that $f_{a b} X_{b}=X_{a}$, all $a, b \in J$ with $\left.a<b\right]$. Then $G$ is a closed topological subalgebra of the direct product.

In analogy to A. Weil [7, p. 23], $G$ will be called the projective limit of the $G_{a}\left(G=\lim G_{a}\right)$ if the following hold:

[^17]LP I: If $a<b<c, f_{a c} X_{c}=f_{a b}\left(f_{b c} X_{c}\right)$;
LP II: $f_{a b}$ is a continuous open homomorphism of $G_{b}$ onto $G_{a}$;
LP III: $f_{a}$, the natural projection of $G$ into $G_{a}$, is continuous and onto.
(Remark: $f_{a}$ open is implied by $f_{a b}$ open, (see [7, p. 24])
In particular, if the $G_{a}$ are finite dimensional Lie algebras with the usual topology as a Euclidean space, we get the following.

Theorem 2.3. Let $G_{a}, a \in J$, be a system of finite dimensional Lie algebras satisfying LP I and

LP II': $f_{a b}$ is a representation onto.
Then $G$ as defined in Definition 2.2 will necessarily satisfy LP II and LP III and hence $G=\lim G_{a}$.

Proof. LP II' implies LP II, since for finite dimensional vector spaces a representation onto is both continuous and open in the usual topology. That LP III is satisfied follows directly from the theory of linearly compact vector spaces [ 3 Ch . III, § 27]. In fact, this result holds for an inverse system of finite dimensional vector spaces.

Definition 2.4. If $G=\lim G_{a}, G_{a}$ finite dimensional Lie algebras, then $G$ will be called an LP algebra.

Lemma 2.5. Let $G=\lim G_{a}$, where the $G_{a}$ 's are complete topological Lie algebras, with homomorphisms $f_{a}$ and $f_{a b}$ satisfying LP I, II, and III. Let $N_{a}$ be the kernel of $f_{a}$, then
A. Every neighborhood of zero in $G$ contains an $N_{\alpha}$
B. For each $N_{a}, N_{b}$; there exusts an $N_{c} \subset N_{a} \cap N_{b}$.
C. $G$ is complete.

Proof. It is easy to show (see [7]) that a fundamental system of neighborhoods of zero in $G$ is given by $f_{a}^{-1}\left(V_{\alpha}\right), a \in J$, and $V_{a}$ running through a fundamental system of neighborhoods of zero in $G_{a}$. Condition A then follows directly.

If $c>a, b$ then $N_{c}$ obviously satisfies B. Condition C is immediate from the definition of $G$.

Lemma 2.6. Given a topological Lie algebra $G$ containing closed ideals $N_{a}$ satisfying A, B, C; then $\lim G / N_{a}$ exists and is isomorphic to $G$ (where we define $a<b$ if $N_{a} \supset N_{b}$ and let $f_{a b}: G / N_{b} \rightarrow G / N_{a}$ be the natural homomorphism).

Proof. Since the Conditions A, B, C are identical to those for topological groups [7, p. 25] it follows that $G$ is isomorphic to $\lim G / N_{a}$ as an additive topological group. The lemma now follows since the $N_{a}$ are ideals.

Theorem 2.7. Suppose $G=\lim G_{a}, G_{a}$ fiinite dimensional. If $K$ is a closed subalgebra of $G$, then $K=\lim K_{a}$, where $K_{a}$ is the image of $K$ in $G_{a}$. If $K$ is a closed ideal in $G$, then $G / K=\lim G_{a} \mid K_{a}$. In particular, $G \mid K$ is complete.

Proof. If $f_{a b}: G_{b} \rightarrow G_{a}(a<b)$, then $f_{a b}: K_{b} \rightarrow K_{a}$ satisfies LP I, II'. Hence $\lim K_{a}$ exists. Since $K$ maps onto $K_{a}, K$ is dense in $\lim K_{a}$, [7]. Since $K$ is closed, $K=\lim K_{a}$.

Likewise $G_{a} \mid K_{a}, a \in J$, satisfy LP I, II where $\bar{f}_{a b}: G_{b}\left|K_{b} \rightarrow G_{a}\right| K_{a}$ is induced by $f_{a b}$. Hence $\lim G_{a} \mid K_{a}$ exists. The natural maps $p_{a}: G_{a} \rightarrow$ $G_{a} \mid K_{a}$ evidently induce a map $p: G \rightarrow \lim G_{a} / K_{a}$ defined by: $p\left\{X_{a}\right\}=\left\{p_{a} X_{a}\right\}$, $\left\{X_{a}\right\} \in G$. This definition is legitimate since:

$$
\bar{f}_{a b}\left(p_{b} X_{b}\right)=p_{a}\left(f_{a b} X_{b}\right)=p_{a}\left(X_{a}\right), \quad a<b
$$

This in turn induces a map $i: G \mid K \rightarrow \lim G_{a} / K_{a}$. We have to show that $i$ is an isomophism.

By its definition $i$ is evidently continuous and one-to-one into. We show that it is an isomorphism into. Since the natural map of $G$ onto $G / K$ is open, it is sufficient to show that if $W$ is a neighborhood in $G$ then $p(W)=p(W+K)$ is open. Now if $W$ is a neighborhood in $G$, take $V+V \subset W$. Then $V$ contains an $N_{a}$, kernel of $f_{a}: G \rightarrow G_{a}$ (Lemma 2.5). Then $p(W)$ contains $p(V)+p\left(N_{a}\right)$. Now $(p(V))_{a}=p_{a} f_{a}(V)$, is an open neighborhood in $G_{a} / K_{a}$; and the preimage in $\lim G_{a} / K_{a}$ of a neighborhood in $G_{a} / K_{a}$ is a neighborhood in $\because \because G_{a} / K_{a}$. But if $(p(X))_{a} \in p_{a} f_{a}(V)$, $X \in G$ then $X_{a} \in f_{a}(V)+K_{a}$ and hence $X \in V+N_{a}+K \subset W+K$. But this implies that $i$ is open in $i(G / K)$ and hence is an isomorphism into.

It remains to show that $i$ is onto. But this follows since as an abstract vector space $G$ is linearly compact [3]. Hence

$$
\bigcap_{a \in J} f_{a}^{-1} p_{a}^{-1}\left(Y_{a}\right) \neq \phi, \quad\left\{Y_{a}\right\} \in \lim G_{a} / K_{a}
$$

since the intersection is nonempty for any finite subset of $J$.
Lemma 2.8. Let $\theta$ be a continuous representation of an LP-algebra $G$ into an LP-algebra $H$. Then the image of $G$ in $H$ is a closed subalgebra of $H$.

Proof. Suppose $G=\lim G_{a}, a \in J ; H=\lim H_{b}, b \in K ; G_{a}$ and $H_{b}$ finite
dimensional. Consider the map $p_{b}: G \rightarrow H_{b}$, composed of $\theta$ and the projection of $H$ onto $H_{b}$. This takes $G$ onto a subalgebra $H^{\prime}$ of $H_{b}$. Obviously, the $H^{\prime}{ }_{b}, b \in K$, define a closed subalgebra $H^{\prime}=\lim H^{\prime}{ }_{b}$ of $H$ under the induced system of representations. Also $\theta(G) \subset H^{\prime}$.

Let $Y=\left\{Y_{b}\right\}$ be in $H^{\prime}$. The preimage $p_{b}^{-1}\left(Y_{b}\right)$ is a closed linear variety in $G$. Since $G$ is linearly compact, $\cap p_{b}^{-1}\left(Y_{b}\right)$ is nonempty, as the intersection of a finite number is clearly nonempty. Hence there exists $X \in G$ such that $p_{b}(X)=Y_{b}$, all $b \in K$. Hence $G$ maps onto $H^{\prime}$. As $H^{\prime}$ is closed, this proves the Lemma.

Lemma 2.9. Let $\theta$ be a continuous representation of an LP-algebra $G$ onto an LP-algebra $H$. Then $\theta$ is open.

Proof. Let $K$ be the kernel of $\theta$. By Theorem 2.7, $G \mid K$ is an LPalgebra. Hence it is clearly sufficient to prove the Lemma in the case that the map is also one-to-one.

Hence let $\theta$ be a continuous one-to-one representation of $G$ onto $H$. Suppose $G=\lim G / K_{a} ; K_{a}, a \in J$, closed ideals in $G$ and $G / K_{a}$ finite dimensional. By Lemma 2.8, $\theta\left(K_{a}\right)$ is a closed ideal in $H$. Further $H / \theta\left(K_{a}\right)$ is finite dimensional and hence is (topologically) isomorphic to $G \mid K_{a}$. Since $\theta$ is continuous every neighborhood of $H$ contains some $\theta\left(K_{a}\right)$. It follows from Lemma 2.6 that

$$
H=\lim H \mid \theta\left(K_{a}\right)=\lim G / K_{a}=G .
$$

Clearly, the isomorphism so induced is the same map as $\theta$.

Theorem 2.10. If $G_{1}$ and $G_{2}$ are two LP-algebras with the same underlying abstract algebra $G$, then $G_{1}$ and $G_{2}$ have the same topology.

Proof. By Lemma 2.9 it is sufficient to construct an LP-algebra $G_{0}$ whose underlying abstract algebra is $G$ and such that the identity maps of $G_{0}$ into $G_{1}$ and $G_{2}$ are both continuous. Let $K_{a}, a \in J$, be the set of all abstract ideals in $G$ which have finite codimension. As is well known, if $K_{a}$ and $K_{b}$ have finite codimension, so does $K_{a} \cap K_{b}$. It follows that $G \mid K_{a}, a \in J$, satisfy the conditions of Theorem 2.3, where we define $b>a$ if $K_{b} \subset K_{a}$ and $f_{a b}: G / K_{b} \rightarrow G / K_{a}$ is the natural projection. Let $G_{0}=\lim G / K_{a} \cdot$ We claim the underlying abstract algebra of $G_{0}$ is $G$.

Now $G$ is linearly compact since it is the underlying algebra of $G_{1}$ and $G_{2}$. Let $p_{a}: G \rightarrow G \mid K_{a}$ be the natural map. If $Y=\left\{Y_{a}\right\} \in G_{0}$, then $\cap p_{a}^{-1}\left(Y_{a}\right)$ is nonempty, since the intersection of a finite number is nonempty. Hence there exists $X \in G$ such that $p_{a}(X)=Y_{u}$, all $a \in J$. Hence the map $p: X \rightarrow p_{a}(X)$ take $G$ onto $G_{0} . \quad p$ is one-to-one, since for every $X \in G$ there is a $K_{a}$ such that $p_{a}(X)$ is not zero, because the identity
map of say $G$ onto $G_{1}$ is one-to-one.
Now $G_{1}=\lim G_{1} / K_{b}, b \in J^{\prime}, J^{\prime}$ a subset of $J . \quad p^{-1}: G_{0} \rightarrow G_{1}$ is an isomorphism of this underlying abstract algebras and is continuous since $J^{\prime}$ is a subset of $J$. Hence the theorem follows by Lemma 2.9.

Corollary 2.11. Let $G$ be an abelian LP-algebra. Then $G$ is the direct product of 1-dimensional algebras. In particular, the underlying topological vector space of an LP-algebra is algebraically and topologically the direct product of 1-dimensional vector spaces.

## 3. Lie algebra of an LP-group.

Definition 3.1. Let $g_{a}, a \in J$ be Lie groups. Suppose $g=\lim g_{a}$, the limit satisfying LP I, II, III of A. Weil [7]. Then we call $g$ an $L P$-group. (Note that $g$ is complete since the $g_{a}$ are complete.)

Definition 3.2. Suppose $g=\lim g_{a}, g_{a}$ connected Lie groups. Let $G_{a}$ be the Lie algebra of $g_{a}$. Then the homomorphisms $f_{a b}: g_{b} \rightarrow g_{a}(a<b)$ induce homomorphisms $d f_{a b}: G_{b} \rightarrow G_{a}$ satisfying LP I, II of Definition 2.1. Hence the $G_{a}, a \in J$, have a limit $G . G$ is called the Lie algebra of $g$.

We show in Lemma 3.4 below that $G$ is independent (in a natural sense) of the representation of $g$ as a limit of Lie groups.

Definition 3.3. Suppose $g=\lim g_{a}, g_{a}$ connected Lie groups. Let $G, G=\lim G_{a}$, be the Lie algebra of $g$. Then we define a continuous map

$$
\exp : G \rightarrow g, \quad \exp \left\{X_{a}\right\}=\left\{\exp X_{a}\right\}, \quad\left\{X_{a}\right\} \in G .
$$

This mapping is legitimate, since if $f_{a b}: g_{b} \rightarrow g_{a}$ then

$$
f_{a b}\left(\exp X_{b}\right)=\exp d f_{a b} X_{b}=\exp X_{a}
$$

and hence $\left\{\exp X_{a}\right\} \in g$.
Lemma 3.4. Suppose $g=\lim g_{a}, g_{a}$ connected Lie groups, $a \in J ; h=$ $\lim h_{b}, h_{b}$ connected Lie groups, $b \in K$. Let $G=\lim G_{a}, H=\lim H_{b}$ be the corresponding Lie algebras. If $\theta: g \rightarrow h$ is an isomorphism then we can define an isomorphism d $d \theta: G \rightarrow H$ such that

$$
\theta(\exp X)=\exp d \theta(X), \quad X \in G
$$

Proof. Let $f_{a}: g \rightarrow g_{a}$ and $\bar{f}_{b}: h \rightarrow h_{b}$ be the natural maps. Let $n_{a}$ and $\bar{n}_{b}$ be the kernels of $f_{a}$ and $\bar{f}_{b}$ respectively. Let $b \in K$. Since $h_{b}$ is a Lie group there is a neighborhood $V_{b}$ of $h_{b}$ which contains no non-
trivial subgroups (that is, $h_{b}$ doesn't have arbitrarily small subgroups). Since $\bar{f}_{b} \theta: g \rightarrow h_{b}$ is continuous, there is a neighborhood $W$ in $g$ which maps into $V_{b}$. But $W$ contains some $n_{a}$ and this $n_{a}$ must go into the unit element of $h_{b}$. This defines a homomorphism $\theta_{b a}: g_{a} \rightarrow h_{b}$ such that

$$
\theta_{b a} f_{a}=\bar{f}_{b} \theta,
$$

this condition characterizing $\theta_{b a}$.
If $a>a^{\prime}, a$ and $a^{\prime}$ in $J$, then $f_{a}=f_{a u u^{\prime}} f_{a^{\prime}}$ and $\theta_{b a} f_{a u^{\prime}} f_{a^{\prime}}=\bar{f}_{b} \theta$. Hence $\theta_{b a} f_{a u^{\prime}}=\theta_{b a^{\prime}}$. Similarly, if $b^{\prime}<b, \bar{f}_{b^{\prime},} \theta_{b a}=\theta_{b^{\prime}, c}$. The induced homomorphisms of the corresponding Lie algebras therefore satisfy

$$
d \theta_{b a} d f_{a a^{\prime}}=d \theta_{b a^{\prime}}, \quad d \bar{f}_{b^{\prime} b} d \theta_{b a}=d \theta_{b^{\prime} a} .
$$

It follows that the maps $d \theta_{b a}$ define a continuous representation $d \theta$ of $G$ into $H$, where $d \theta(X), X=\left\{X_{a}\right\} \in G$, is defined by

$$
(d \theta(X))_{b}=d \theta_{b a}\left(X_{a}\right) .
$$

This map is well defined because of the conditions satisfied above, and is continuous because $d \theta_{b a}$ is continuous.

Similarly for each $a \in J$, we can find a $b \in K$ and a homomorphism $\psi_{a b}: h_{b} \rightarrow g_{a}$ such that $f_{a} \theta^{-1}=\psi_{a b} \bar{f}_{b}$. This defines a continuous representation $d \psi$ of $H$ into $G$. Because of the conditions satisfied by the maps one sees easily that: $d \theta d \psi: H \rightarrow H$ and $d \psi d \theta: G \rightarrow G$ are the identities, and hence that $d \theta$ is an isomorphism.

Since $d \theta_{b a} d f_{a}=d \bar{f}_{b} d \theta$ by definition, we have

$$
\overline{f_{b}} \theta(\exp X)=\theta_{b a} f_{a}(\exp X)=\exp d \theta_{b a} d f_{a}(X)=\exp d \bar{f}_{a} d \theta(X)
$$

By Definition 3.3, this implies that $\theta(\exp X)=\exp d \theta(X)$.
Theorem 3.5. Suppose $g=\lim g_{a}, g_{a}$ connected Lie groups. Let $G$ $=\lim G_{a}$ be the corresponding Lie algebra. Then $g$ is the closed subgroup generated by the elements of the form $\exp X, X \in G$.

Proof. Since $G$ maps onto $G_{a}$, $\exp \bar{X}_{a}$ for $X \in G$ generates $g_{a}$, and $\exp G$ generates a dense subgroup of $g$, proving the theorem.

Lemma 3.6. Suppose $G=\lim G_{u}, G_{a}$ finite dimensional Lie algebras. Then the underlying space of $G$ is arcwise connected.

Proof. Since $G$ is a topological vector space it is arcwise connected by straight lines.

Lemma 3.7. Suppose $g=\lim g_{a}$, $g_{a}$ connected Lie groups. Then $g$ is
connected and the arcwise connected component of $g$ is dense in $g$.

Proof. The map $\exp : G \rightarrow g$ is continuous. Hence if $A$ is the image of $G, A$ is arcwise connected. Hence $A^{n}$ is arcwise connected. Hence $\bigcup_{1}^{\infty} A^{n}$ is arcwise connected. By Theorem 3.5 this is dense in $g$. Hence $g$ is connected.

Theorem 3.8. Let $\left(g_{a}\right), a \in J$ be a system of connected Lie groups satisfying LP I, II of $A$. Weil [1]; then $g=\left(\left\{x_{a}\right\} \in \prod_{a \in J} G_{a} ; f_{a b} x_{b}=x_{a}\right.$, all $a, b \in J$ with $a<b$ ) satisfies LP III, and hence:

$$
g=\lim g_{a}
$$

Proof. Let $G_{a}$ be the Lie algebra of $g_{a}$. Then the $\left(G_{a}\right), a \in J$ satisfy LP I, II of Definition 1.1. Hence they have a limit $G$. Let $X$ $\in G$, then if $X=\left\{X_{a}\right\}$ we have $\exp X_{a} \in g_{a}$ and $\left\{\exp X_{a}\right\} \in g$, since:

$$
f_{a b} \exp X_{b}=\exp d f_{a b} X_{b}=\exp X_{a}, a<b
$$

But elements of the form $\exp X_{a}$ generate $g_{a}$ since $G$ maps onto $G_{a}$. Hence $g$ maps onto $g_{a}$. Hence $g=\lim g_{a}$.

LEMMA 3.9. Let $g=\lim g_{a}, g_{a}$ arbitrary Lie groups. Let $g_{a}^{0}$ be the connected component of the identity of $g_{a}$. Then the $\left(g_{a}^{0}\right), a \in J$ form $a$ system of groups satisfying LP I, II of $A$. Weil. Let $g^{0}=\lim g_{a}^{0}$, then $g^{0}$ is the connected component of $g$.

Proof. Since $f_{a b}: g_{b} \rightarrow g_{a}$ is continuous, open and $g_{b}^{0}$ is open in $g_{b}$, it takes $g_{b}^{0}$ onto $g_{a}^{0}$. Hence the $\left(g_{a}^{0}\right), a \in J$ satisfy LP I, II. By Theorem 3.8 they have a limit $g^{0}$. $g^{0}$ may obviously be considered as a subgroup of $g$, closed since complete.

By Lemma 3.7, $g^{0}$ is connected and hence contained in the connected component of $g$. On the other hand, if $g_{1}$ is the connected component of $g, f_{a}\left(g_{1}\right)$ is connected and hence contained in $g_{a}^{0}$. Hence $g_{1}$ is contained in the limit of the $g_{a}^{0}$. Hence $g_{1}=g^{0}$.

Definition 3.10. Let $g$ be a topological group. If the connected component of the identity of $g$ is an LP-group, we define the Lie algebra of $g$ as the Lie algebra of its connected component.

REMARK. According to the result of Yamabe [8], every locally compact group is a generalized Lie group. This implies in particular that its connected component is an LP-group. Hence every locally com-
pact group has a Lie algebra.
Theorem 3.11. Let $g$ and $h$ be topological groups for which Lie Algebras $G$ and $H$ are defined (Definition 3.10). Let $f$ be a continuous representation of $g$ into $h$, then $f$ induces a unique continuous representation of $G$ into $H$ such that $f(\exp X)=\exp d f(X), X \in G$.

Proof. Obviously $f$ defines a continuous representation of the connected component of $g$ into the connected component of $h$. Assume therefore that $g$ and $h$ are connected.

Suppose $g=\lim g_{a}, h=\lim h_{b}\left(g_{a}, h_{b}\right.$ connected Lie groups). The map $g \rightarrow h \rightarrow h_{b}$ induces a map of $g_{a} \rightarrow h_{b}$ for some $a$, since $h_{b}$ doesn't have arbitrarily small subgroups. This in turn induces a map of $G_{a} \rightarrow H_{b}$ and hence of $G$ into $H_{b}$. As in the proof of Lemma 3.4, it is easy to see that the maps $G \rightarrow H_{b}$ induce a continuous representation of $G$ into $H, d f: G \rightarrow H$; such that $f(\exp X)=\exp d f(X)$.

Suppose there are two such representations, say $d f$ and $\overline{d f}$. Then $(d f X)_{b} \neq(\overline{d f} X)_{b}$ some $b$ and $X$. Since any neighborhood of zero generates $G$, and since $d f, \overline{d f}$ are linear; we can chose $X$ such that $d f X$ and $\overline{d f} X$ are in any desired neighborhood of 0 in $H_{b}$. For a sufficiently small neighborhood $\exp$ is one-to-one on $H_{b}$. Hence $(\exp d f X)_{b}$ $\neq(\exp \overline{d f} X)_{b}$, a contradiction.

Corollary. If $g$ is connected and $f, f_{1}$ are two representations of $g$ into $h$ such that $d f=d f_{1}$, then $f=f_{1}$.

Proof. Since $f(\exp X)=\exp d f X=\exp d f_{1} X=f_{1}(\exp X)$ and since $\exp G$ generates a dense subgroup of $g$, we have $f=f_{1}$.

Lemma 3.12. Let $g$ and $h$ be locally compact topological group and $g$ connected, $G$ and $H$ their Lie algebras. Let $f$ be a continuous open homomorphism of $g$ onto $h$, then df is a continuous open homomorphism of $G$ onto $H$.

Proof. According to A. Weil [7], if $k$ is the kernel of $f$, we may take $g=\lim g_{a}, k=\lim k_{a}, k_{a}$ the image of $k$ in $g_{a}$, and $h=\lim g_{a} / k_{a}, g_{a}$ and $k_{a}$ Lie groups.

Then $G=\lim G_{a}, G_{a}$ the Lie algebra of $g_{a}$. Let $K$ be the Lie algebra of $k$; then $K=\lim K_{u}, K_{a}$ the Lie algera of $k_{a}$. Then the Lie algebra of $g_{a} / k_{a}$ is $G_{a} \mid K_{a}$ [1]. Hence $H=\lim G_{a} \mid K_{a}$. By Theorem 2.5, $H=G \mid K$. It is easy to check that for $d f: G \rightarrow G / K$ that $f(\exp X)=\exp d f X$. So that the natural map of $G$ onto $G / K$ is $d f$. (Note: By a generaliza-
tion of Pontrjagin's theorem on groups satisfying the second axiom of countability; if $f$ is continuous and onto it is automatically open.)

## 4. Universal covering group.

Definition 4.1. Suppose $g=\lim g_{a},\left(g_{a}\right), a \in J$ connected Lie groups. Let $\bar{g}_{a}$ be the simply connected covering group of $g_{a}$. The map $f_{a b}$ taking $g_{b}$ onto $g_{a}(a<b)$ induces an open homomorphism $\bar{f}_{a b}$ of $\bar{g}_{b}$ onto $\bar{g}_{a}$. Hence the ( $\bar{g}_{a}$ ), $a \in J$ satisfy LP I, II and therefore have a limit $\bar{g}$ (Theorem 3.8). $\bar{g}$ is a complete, connected group. $\bar{g}$ is called the universal covering group of $g$.

Proposition 4.2. Let $G$ be the Lie algebra of $g$. Then $\bar{g}$ has the Lie algebra $G$, and there exists a continuous representation $w$ taking $\bar{g}$ onto a dense subgroup of $g$ such that $d w: G \rightarrow G$ is the identity.

Proof. The covering homomorphisms $w_{a}: \bar{g} \rightarrow g_{a}$ induce a continuous representation of $\bar{g}$ into $g$. Since $d w_{a}: G_{a} \rightarrow G_{a}$ is the identity, it follows that $d w$ is the identity. Since $w_{a}$ maps $\bar{g}_{a}$ onto $g_{a}$ it follows that $w(\bar{g})$ is dense in $g$.

Proposition 4.3. The kernel of $w$ is totally disconnected and is in the center.

Proof. If $k$ is the kernel of $w$, it follows from the definition of $w$ that the image $f_{a}(k)$ of $k$ in $g_{a}$ belongs to the kernel of $w_{a}$. But this kernel is discrete and hence $f_{a}(k)$ is discrete, and therefore closed in $g_{a}$. It follows that the $f_{a}(k)$ satisfy LP I, II and since $k$ is closed, $k=\lim f_{a}(k)$. Hence $k$ is the projective limit of discret groups. It follows from Lemma 3.9 that $k$ is totally disconnected. Further, a totally disconnected normal subgroup of a connected group belongs to the center.

Lemma 4.4. Let $g$ be a connected LP-group with Lie algebra $G$. Let $h$ be any other connected LP-group with Lie algebra $H$ isomorphic to G. Then there exists an isomorphism of their universal covering groups $f: \bar{g} \rightarrow \bar{h}$ such that df is the given isomorphim of $G$ onto $H$.

Proof. Suppose $g=\lim g_{a}, h=\lim h_{b}$; then $\bar{h}=\lim \bar{h}_{b}, \bar{g}=\lim \bar{g}_{a}$ and $G=\lim G_{a}, H=\lim H_{b}$. The homomorphism $G \rightarrow H \rightarrow H_{b}$ induces a homomorphism $G_{a} \rightarrow H_{b}$ for some $a$, since $H_{b}$ has no small subgroups when considered as an additive group. This in turn induces a homomorphism of $\bar{g}_{a}$ onto $\bar{h}_{b}$. Similary there exist homomorphisms of $\bar{h}_{b}$ onto $\bar{g}_{a}, a \in J$,
some $b$. As in the proof of Lemma 3.4, it is easy to see that this implies that there exists an isomorphism $f: \bar{g} \rightarrow \bar{h}$. The induced homomorphism $d f: G \rightarrow H$ such that $f(\exp X)=\exp d f(X)$, is obviously the original isomorphism of $G$ onto $H$.

Definition 4.5. Let $g$ and $h$ be connected LP-groups, $G$ and $H$ their Lie algebras. A continuous representation $w$ of $g$ into $h$ such that $d w$ is an isomorphism of $G$ onto $H$ is called a covering map and $g$ is called a covering group of $h,(g, w)$ is called the covering.

Proposition 3.6. $w(g)$ is dense in $h$.
Proof. In fact $w(\exp X)=\exp d w(X), X \in G$. But $\exp d w(X), X \in G$ generates a dense subgroup of $h$ since $d w$ is onto.

We now give a purely topological definition of covering space for arcwise connected spaces due to Novosad [5] and show that the are component of the identity $g^{c}$ of $g$ in Definition 4.5 is actually a covering space in this sense of the arc component of the identity $h^{c}$ of $h$. (Note that $g^{c}$ is dense in $g$, Lemma 3.7) Similarly, we show the arc component of the identity of the universal covering group is a universal covering space.

Definition 4.7. (Novosad) Let $A$ be an arcwise connected space, $a \in A$. Let $f:(B, b) \rightarrow(A, a)$ be a continuous map of an arcwise connected space $B$ into $A$ taking $b$ into $a$. Then $(f, B, b)$ is called a covering space of ( $A, a$ ), if given any contractible space $C$, and point $c \in C$ which is a deformation retract of $C$, and a map $\alpha:(C, c) \rightarrow(A, c)$, then there exists a map $\bar{\alpha}:(C, c) \rightarrow(B, b)$ which is unique with respect to the property $f \bar{\alpha}=\alpha$.

Let ( $P_{A}, a \#$ ) be the pair consisting of the space of paths starting from $a \in A$, with the compact open topology, of an arbitrary topological space $A$, and the constant path $a \#$ at $a \in A$. A continuous map $f:(B, b)$ $\rightarrow(A, a)$ induces a continuous map $f \#:\left(P_{B}, b \#\right) \rightarrow\left(P_{A}, a \#\right)$ defined by:

$$
f \sharp(p)(t)=f(p(t)), p \in P_{B}, t \in I \text { (the unit interval) }
$$

It is then easy to see that Definition 4.7 is equivalent to the following.

Definition 4.7'. Let $f:(B, b) \rightarrow(A, a)$ be a continuous map of an arcwise connected space $B$ into an arcwise connected space $A$ taking $b \in B$ into $a \in A$. Then $(f, B, b)$ is called a covering space of $(A, a)$ if $f \#:\left(P_{B}, b \#\right) \rightarrow\left(P_{A}, a \#\right)$ is a homeomorphism onto.

Proposition 4.8. Definitions 4.7 and $4.7^{\prime}$ are equivalent.

Proof.
(4.7) implies (4.7') by Lemma 2.3 of [5].
(4.7') implies (4.7); since, let $\lambda_{A}: P_{A} \rightarrow A, \lambda_{A}(p)=p(1), p \in P_{A}$. Then $\lambda_{A}$ defines a fiber space (in the sense of Serre) which obviously satisfies the covering homotopy theorem for arbitrary spaces. Hence if $\alpha:(C, c)$ $\rightarrow(A, a)$ is homotopic to tne constant map the homotopy may be lifted to ( $P_{A}, a \sharp$ ) and hence to ( $P_{B}, b \sharp$ ) by the homeomorphism of (4.7'). $\lambda_{B}$ maps the image into $(B, b)$. The endpoint of the homotopy gives the desired covering of (4.7). The uniquenes follows since any point of $C$ describes a path under the retraction and the image of this path in $B$ is unique since covering paths are unique by (4.7').

Definition 4.9. An arcwise connected space $A$ is called simply connected if every covering space (4.7) of $(A, a)$ is trivial. This property is independent of the base point $a \in A$ (see [5]).

Let $\Omega_{A}$ be the (closed) subspace of $P_{A}$ consisting of closed paths (that is, the loop space). Let $\Omega_{A}^{c}$ be the arc component of $a \#$ in $\Omega_{A}$.

Theorem 4.10. Let $A$ be an arcwise and locally arcwise connected space, $a \in A$; then if $\Omega_{A}$ is connected (not necessarily arcwise connected) and $\Omega_{A}^{c}$ is dense in $\Omega_{A}, A$ is simply connected (Definition 4.9).

Proof. Let $(f, B, b)$ be a covering space of $(A, a)$. Then $f \sharp: P_{B}$ $\rightarrow P_{A}$ is a homeomorphism, and hence $f \# \operatorname{maps} \Omega_{B}$ homeomorphically into $\Omega_{A}$. But every loop in $A$ contractible to $a$ may be lifted to a unique loop in $B$ (see proof of 4.8), hence $f \#\left(\Omega_{B}\right) \supset \Omega_{A}^{c}$. But $f \#\left(\Omega_{B}\right)$ is closed in $P_{A}$. Hence $f \#$ maps $\Omega_{B}$ onto $\Omega_{A}$.

Now this means that $f: B \rightarrow A$ is one-to-one. For if $f \#(p)(1)=f \#\left(p^{\prime}\right)$ $\cdot(1), p, p^{\prime} \in P_{B}$, then $p(1)=p^{\prime}(1)$; since $f \sharp p$ and $f \sharp p^{\prime}$ having the some endpoint form a loop in $A$, and hence must come from a loop in $B$ by the above. Also $p(1)=p^{\prime}(1)$ implies $(f \sharp p)(1)=\left(f \# p^{\prime}\right)(1)$. Hence since $\lambda_{B}$ : $P_{B} \rightarrow B$, and $\lambda_{A}: P_{A} \rightarrow A$ (the endpoint maps) are onto, $f$ is one-to-one.

Further $\lambda_{A}$ is both continuous and open [4, Lemma 4] since $A$ is locally arcwise connected, hence the continuous map $\lambda_{B} f^{-1}: P_{A} \rightarrow B$ induces a continuous map $f^{-1}: A \rightarrow B$. This proves the theorem.

We now apply the above to $L P$-groups. We remark that if $g$ is a topological group; then $P_{g}$, the space of paths of $g$ beginning at the identity, may be made into a topological group by pointwise multiplication of paths. Then $\Omega_{g}$ is a closed normal subgroup.

Lemma 4.11. Let $g=\lim g_{a}, g_{a}$ Lie groups; then $P_{g}=\lim P_{q_{a}}$.

Proof. First $f_{a}: g \rightarrow g_{a}$ has a local cross-section. In fact, it is obvious that $d f_{a}: G \rightarrow G_{a}$ has a cross-section since these spaces are linear, further $g_{a}$ has a neighborhood which is homeomorphic to a neighborhood of $G_{a}$ and $\exp : G \rightarrow g$ is continuous.

Now $P_{g_{a}}$ is arcwise connected, hence $f_{a}^{\#}: P_{g} \rightarrow P_{g_{a}}$ will be onto if the image covers a neighborhood of the identity. But this follows from the local cross-section of $g_{a}$ in $g$. In fact, a fundamental system of neighborhoods of the identity in $P_{a}$ is obtained from a fundamental system of neighborhoods of the identity in $g$ by taking all those paths that are contained in a given neighborhood of the identity in $g$. Also it follows that $f_{a}^{\#}$ is open.

If $V$ is a neighborhood of the identity in $g$ that contains the kernel $k_{a}$ of $f_{a}$, then the corresponding neighborhood in $P_{g}$ contains $P_{k_{a}}$, and this last is clearly the kernel of $f_{a}^{*}$. Finally, $P_{g}$ is complete since $g$ is complete. Hence all the conditions for a projective limit are satisfied and the lemma follows.

Lemma 4.12. If $g=\lim g_{a}, g_{a}$ simply connected Lie groups, then $\Omega_{g}$ $=\lim \Omega_{u_{i a}}$.

Pooof. The proof is the same as above, using the fact that since $g_{a}$ is simply connected, $\Omega_{a}$ is arcwise connected.

Lemma 4.13. If $g=\lim g_{a}, g_{a}$ simply connected, then $\Omega_{g}^{c}$ is dense in $\Omega_{g}$ and $\Omega_{g}$ is connected.

Proof. Since $f_{a}: g \rightarrow g_{a}$ has local cross-sections (see 4.11), it defines a principal fiber bundle and hence satisfies the covering homotopy theorem of [6]. Hence since every loop in $g_{a}$ is contractible each loop may be lifted to a contractible loop in $g$. Hence $\Omega_{g}^{c}$ maps onto $\Omega_{g_{a}}$, all $a$. Hence $\Omega_{g}^{c}$ is dense in $\Omega_{g}$. The last statement then follows.

Lemma 4.14. If $g=\lim g_{a}, g_{a}$ simply connected, then $P_{g} / \Omega \approx g^{c}$.
Proof. For Lie groups, $P_{g_{a}} / \Omega_{g_{a}} \approx g_{a}$, since $g_{a}$ is locally arcwise connected and hence the map of ${ }^{a} P_{g_{a}}{ }^{a}$ onto $g_{a}$ is open (see [7]). Since $P_{g}$ maps continuously onto $P_{g_{a}}, P_{g}$ maps continuously onto $P_{g_{a}} / \Omega_{g_{a}} \approx g_{a}$. The induced map of $P_{g}$ into $g=\lim g_{a}$ is obviously $\lambda_{g}$, and this induces a continuous one-to-one map of $P_{g} / \Omega_{g}$ onto $g^{c} \subset g$. Hence it is sufficient to show that $P_{g} / \Omega_{g}$ has the proper topology as a subgroup of $g$.

The neighborhoods of the identity in $P_{g} / \Omega_{g}$ are of the form $V \Omega_{g}$, where $V$ is the preimage in $P_{g}$ of a neighborhood $V_{a}$ in $P_{g a}$. But this is the preimage in $P_{g} / \Omega_{g}$ of the neighborhood $V_{a} \Omega_{g}$ in $P_{g_{a}} / \Omega_{g_{a}} \approx g_{a}$. Hence the Lemma follows.

Theorem 4.15. If $g=\lim g_{a}, g_{a}$ simply connected Lie groups, then $g^{c}$ (the arc-component of the identity) is arcwise connected, locally arcwise connected, and simply connected (Definition 4.9).

Proof. $g^{c}$ is locally arcwise connected since $P_{g}$ is obviously so. Hence by Lemmas 4.12 and 4.13 and Theorem $4.10, g^{c}$ is simply connected.

Corollary 4.16. If $g$ is the universal covering group (4.1) of a metrisable LP-group or a connected locally compact group, then $g$ is arcwise connected, locally arcwise connected and simply connected.

Proof. For metrisable groups, $P_{g}$ is metrisable and complete. Hence $P_{g} / \Omega_{g} \approx g^{c}$ is complete and thus $g^{c}=g$. The result for locally compact groups will follow from Theorem 4.25.

We write again $w$ for the map of Definition 4.5 cut down to $g^{c}$.

Lemma 4.17. ( $w, g^{c}, e$ ) is a covering space (Definition 4.7) of ( $\left.h^{c}, e\right)$.

Proof. First assume $g=\bar{h}$ the universal covering group of $h$. Then if $h=\lim h_{a}, \bar{h}=\lim \bar{h}_{a}$ and since $P_{\bar{h}_{a}} \approx P_{h_{a}}$ (this is obvious for Lie groups), $P_{\bar{n}} \approx \lim P_{\bar{n}_{a}} \approx \lim P_{{n_{a}}_{a}} \approx P_{h}$. Further, this isomorphism is clearly induced by the covering map $w$.

Now let ( $g, w$ ) be any covering group of $h$. Then $\bar{h} \approx \bar{g}$ by (4.4) and hence $P_{g} \simeq P_{\bar{g}} \approx P_{\bar{h}} \approx P_{h}$. Since $\bar{g} \rightarrow g \rightarrow h$ is the same as $\bar{g} \rightarrow \bar{h} \rightarrow h$. The isomorphism $P_{g} \approx P_{h}$ is induced by $w$. Hence ( $w, g^{c}, e$ ) satisfies (4.7)'.

Theorem 4.18. If $g$ and $h$ are LP-groups, $G$ and $H$ their Lie algebras, $\bar{g}$ and $\bar{h}$ their universal covering groups, $P_{g}$ and $P_{h}$ their group of paths, $\Omega_{g}^{c}$ and $\Omega_{n}^{c}$ the arc component of the identity in their group of loops, respectively; then the following are equivalent:
(a) $G$ isomorphic to $H$
(b) $\bar{g}$ isomorphic to $\bar{h}$
(c) $P_{g}$ isomorphic to $P_{s}$ such that the isomorphism takes $\Omega_{g}^{c}$ onto $\Omega_{n}^{c}$.

Proof.
(a) implies (b) follows from (4.4).
(b) implies (a) follows from (4.2).
(b) implies (c): $P_{g} \simeq P_{\bar{\sigma}}$ by (4.17). Also $\Omega_{\bar{g}}^{c} \simeq \Omega_{g}^{c}$ under the same
map since every contractible loop in $g$ may be lifted to $\bar{g}$ (see proof of 4.8).
(c) implies (b): writing $\bar{\Omega}_{g}^{c}$ for the closure of $\Omega_{g}^{c}$ in $P_{g}$, we have $\bar{g}^{c} \simeq P_{g} / \Omega_{g} \simeq P_{g}\left|\overline{\Omega_{g}^{c}} \simeq P_{h}\right| \overline{\Omega_{n}^{c}} \simeq P_{\bar{n}} \mid \Omega_{\bar{h}} \simeq \bar{h}^{c}$, since $\Omega_{g}^{c}$ is dense in $\Omega_{\bar{g}}$. Hence $\bar{g} \simeq \bar{h}$.

Lemma 4.19. Every LP-algebra is the Lie algebra of an LP-group.
Proof. By assumption, if $G$ is an LP-algebra then $G=\lim G_{a}, G_{a}$ finite dimensional. Let $g_{a}$ be the simply connected groups corresponding to $G_{a}$. The homomorphisms of $G_{a}$ onto $G_{b}(a<b)$, induce homomorphisms of $g_{a}$ onto $g_{b}$ which satisfy LP I, II. Hence they have a limit $g$ (Theorem 3.8). But $g$ obviously has Lie algebra $G$.

Definition 4.20. The group $g$ defined in the proof of (4.19) is called the universal group corresponding to $G$.

Lemma 4.21. Let $g$ be a universal LP-group then every covering group ( $h$, w) (Definition 4.5) is trivial, that is, $w$ is an isomorphism of $h$ onto $g$.

Proof. $h^{c}$ is a trivial covering of $g^{c}$. Since $h$ and $g$ are complete and $h^{c}$ and $g^{c}$ are dense, the lemma follows.

Theorem 4.22. Let $h$ be an LP-group and let $H$ be its Lie algebra. Let $G$ be an LP-algebra and $g$ the universal group corresponding to $G$. Let $\theta$ be a continuous representation of $G$ into $H$. Then $\theta$ induces a continuous representation $f$ of $g$ into $h$ such that $d f=\theta$.

Proof. If $h=\lim h_{b}, h_{b}$ Lie groups; then $H=\lim H_{b}, H_{b}$ finite dimensional Lie algebras. Suppose $G=\lim G_{a}, G_{a}$ finite dimensional. Let $g_{a}$ be the simply connected group corresponding to $G_{a}, g=\lim g_{a}$. The map $G \rightarrow H \rightarrow H_{b}$ induces a map $G_{a} \rightarrow H_{b}$, some $a$. But this in turn induces a map $g_{a} \rightarrow h_{b}$ and hence a map of $g \rightarrow h_{b}$ for every $b$. It is easy to see that this defines a map $f: g \rightarrow h$ such that $d f=\theta$.

Theorem 4.23. The universal covering group $\bar{g}$ of a connected locally compact group $g$ is the direct product of simply connected Lie groups. More explicitly $\bar{g} \simeq h \times a \times s$, where $h$ is a simply connected Lie group, $a$ is the (possibly infinite) direct product of the reals and $s$ is the (possibly infinite) direct product of simple simply connected compact Lie groups.

Proof. According to Yamabe [8] and Iwasawa (Theorem 11 of [2]), $g$ is locally the direct product of a local Lie group $h^{\prime}$ and a compact normal subgroup $k$. Now $k=\lim k_{a}$, where $k_{a}=k / n_{a}, n_{a}$ normal in $k$ and hence in $g$ (Theorem 4 of [2]). Hence $g=\lim g_{a}$, where $g_{a}=g / n_{a}$. Evidently $g_{a}$ is locally isomorphic to $h^{\prime} \times k_{a}$; and hence to $h^{\prime} \times k_{a}^{0}, k_{a}^{0}$ connected component of $k_{a}$ (since $k_{a}$ a Lie group).

Since $f_{a b}: g_{b} \rightarrow g_{a}$ takes $k_{b}$ onto $k_{a}$, it takes $k_{b}^{0}$ onto $k_{a}^{0}$. Hence $f_{a b}$ induces a homomorphism of $h \times \bar{k}_{b}^{0}$ onto $h \times \bar{k}_{a}^{0}$, where $h$ is the simply connected group associated with $h^{\prime}$ and $\overline{k_{a}^{0}}$ is the simply connected covering group of $k_{a}^{0}$. If $\bar{k}^{0}=\lim \bar{k}_{a}^{0}$, then $k \times \bar{k}^{0}=\lim h \times \bar{k}_{a}^{0} ; h \times \bar{k}_{a}^{0}$ is the simply connected covering group of $g_{0}$ and hence $h \times \bar{k}^{0}$ is the universal covering group of $g$.

Since $k^{0}$ is the universal covering group of $k^{0}, k^{0}$ connected component of $k$; the problem is reduced to considering the universal covering group of a compact connected group.

According to A. Weil (p. 91 of [7]), $k^{0}$ is isomorphic to $\left(a^{\prime} \times s\right) / d$, where $a^{\prime}$ is a compact abelian connected group, $s$ is the (possibly infinite) direct product of simple simply connected compact Lie groups, and $d$ is totally disconnected. It is evident that $\overline{k_{0}}=a \times s$, where $a$ is the universal covering group of $a^{\prime}$. Since $a^{\prime}$ in the projective limit of toroidal groups, $a$ is the projective limit of vector groups, and hence is the direct product of the reals (2.11). This proves the theorem.

Corollary 4.24. If $g$ is a locally compact group, then its Lie algebra $G$ has the form $G=H \times A \times S$, where $H$ is a finite dimensional Lie algebra, $A$ is the product (possibly infinite) of 1-dimensional Lie algebras, and $S$ is the (possibly infinite) direct product of simple compact Lie algebras.

Example 1. Let $g=I l T_{a}, a \in J, T_{a}$ isomorphic to the torus group, all $a$. Then $g$ is compact. But $\bar{g}=\Pi R_{a}, R_{a}$ isomorphic to the additive group of reals, $a \in J$. Hence for $J$ infinite, $\bar{g}$ is not locally compact.

Example 2. Let $P$ be the $p$-adic solenoid (See for example: Eilenberg and Steenrod, Foundations of algebraic topology, p. 230). $P$ is a compact connected group and is the projective limit of torus groups. If $T$ is the multiplicative group of all complex numbers $z$ with $|z|=1$, the projections $\varphi: T \rightarrow T$ are given by $\varphi(z)=z^{p}, p$ an integer. $\varphi$ induces the map $\bar{\varphi}: R \rightarrow R, \bar{\varphi}(x)=p x$, which is an isomorphism of the additive group of the reals onto itself. Hence the universal covering group of $P$, which is the projective limit of the reals under these isomorphisms, is itself the additive group of reals. Hence the Lie algebra of $P$ is 1 -
dimensional. As is well known (see above reference) $R$ maps continuously, one-to-one onto a dense subgroup of $P$, not the whole group. The map is not open and not onto $P$. More generally we have the following.

Example 3. Let $g$ be a connected, but not locally connected, locally compact group. Let ( $\bar{g}, w$ ) be its universal covering group. Then $w: \bar{g} \rightarrow g$ is not both open onto. Consequently, if $\bar{g}$ is locally compact, $w$ is neither open (on the image) nor onto.

In fact $\bar{g}$ is locally connected. Hence if $w$ is open and onto, $g$ would be locally connected. If $\bar{g}$ is locally compact then if $w$ is open on $w(\bar{g})$, $w(\bar{g})$ would be locally compact, hence closed, hence $w(\bar{g})=g$. On the other hand, if $w$ is onto and $\bar{g}$ connected locally compact, $w$ is open.

Hence, in particular we have the following. Let $g$ be a connected, but not locally connected finite dimensional locally compact group. Then $\bar{g}$ is locally compact (a Lie group) and hence $w$ is neither open nor onto.

Example 4. Not every complete topological Lie algebra is an LPalgebra. In fact an infinite dimensional Banach space cannot contain arbitrarily small subspaces and cannot be an abelian LP-algebra.

## 5. Subgroups and subalgebras.

Definition 5.1. Let $g$ be an LP-group. An LP-group $h$ is called an LP-subgroup of $g$ if $h$ is an abstract subgroup and the inclusion map $f: h \rightarrow g$ is a continuous representation such that $d f: H \rightarrow G$ is an isomorphism into.

Theorem 5.2. Let $g=\lim g_{a}$ be a LP-group; $G=\lim G_{a}$ its Lie algebra. Let $H$ be a closed subalgebra of $G$, then $H=\lim H_{a}$ where $H_{a}$ is the image of $H$ in $G_{a}$. Let $h_{a}$ be the analytic subgroup of $g_{a}$ corresponding to $H_{a}$. Then $h=\lim h_{a}$ exists and is a connected LP-subgroup of $g$ with Lie algebra $H$.

Proof. $H=\lim H_{a}$ follows from Theorem 2.5. Now $f_{a b}: g_{b} \rightarrow g_{a}$ induces $\bar{f}_{a b}: h_{b} \rightarrow h_{a}$, onto since the image of $h_{b}$ in $g_{a}$ is the analytic subgroup of $g_{a}$ whose Lie algebra is $H_{a}$ [1]. Therefore the $h_{a}$ satisfy LP I, II and hence have a limit $h$ (Theorem 3.8).

Obviously $h$ is an abstract subgroup of $g$ and the maps $h_{a} \rightarrow g_{a}$ induce a continuous one-to-one representation of $h$ into $g$, namely the inclusion map. Obviously $d f$ is the inclusion map of $H$ into $G$ and hence an isomorphism into.

Lemma 5.3. Let $h$ be the LP-subgroup of $g$ defined in Theorem 5.2. Let $h^{\prime}$ be any other connected LP-subgroup with Lie algebra $H^{\prime}$ and such that the inclusion map $f^{\prime}: h^{\prime} \rightarrow g$ induces an isomorphism $d f^{\prime}$ of $H^{\prime}$ onto $H$. Then $h^{\prime}$ is a covering group of $h$ and the covering map is abstractly an inclusion.

Proof. Suppose $h^{\prime}=\lim h_{b}^{\prime}, h_{b}^{\prime}$ Lie groups. The map $h^{\prime} \rightarrow g \rightarrow g_{a}$ induces a map $h_{b}^{\prime} \rightarrow g_{a}$, for some $b$. But the image of $h_{b}^{\prime}$ in $g_{a}$ is the analytic subgroup whose Lie algebra is $H_{a}$, the image of $H_{b}^{\prime}$ in $G_{a}$. Hence, $h_{o}^{\prime} \rightarrow h_{a}$ is continuous and open, and induces $h^{\prime} \rightarrow h_{a}$ continuous, open. This induces a continuous representation $\theta: h^{\prime} \rightarrow h$ such that $d \theta$ is the isomorphism $d g^{\prime}$. Since $h^{\prime}$ is contained abstractly in $g$, its elements are determined by their coordinates in $g_{a}$. Hence $\theta$ is an abstract inclusion of $h^{\prime}$ in $h$.

Corollary. The subgroup $h$ defined in Theorem 5.2 is uniquely characterized by Lemma 5.3.

Proof. Suppose $h$ and $h^{\prime}$ are two connected LP-subgroups such that $h$ is a covering group of $h^{\prime}$ and $h^{\prime}$ is a covering group of $h$, and such that the covering maps are abstract inclusions. Then the maps $h \rightarrow h^{\prime} \rightarrow h$ and $h^{\prime} \rightarrow h \rightarrow h^{\prime}$ are both the identity. Hence $h=h^{\prime}$.

Definition 5.4. The LP-subgroup $h$ of $g$ defined in Theorem 5.2 is called the canonical LP-subgroup corresponding to the subalgebra $H$ of $G$.

We have proved the following.
Theorem 5.5. Let $g$ be an LP-group, $G$ its Lie algebra. There exists a one to one correspondence between canonical PL-subgroups of $g$ and closed subalgebras of $G$.

Theorem 5.6. Let $g$ be the universal group corresponding to an LPalgebra $G$. Let $k$ be a closed normal connected subgroup of $g$. Then $k$ is the canonical LP-subgroup corresponding to an ideal in $G$. Conversely, the canonical LP-subgroup corresponding to an ideal in $G$ is a closed normal connected topological subgroup of $g$.

Proof. Let $k$ be a closed, normal, connected subgroup of $g$. Suppose $g=\lim g_{a}, g_{a}$ simply connected Lie groups. Let the image of $k$ in $g_{a}$ be $k_{a}$. The closure $\bar{k}_{a}$ of $k_{a}$ in $g_{a}$ is a closed connected normal subgroup of $g_{a}$. Let $K_{a}$ be the ideal of $G_{a}$ corresponding to $\bar{k}_{a}$.

The image by $f_{a b}$ of $\bar{k}_{b}$ in $g_{a}(a<b)$, is the analytic subgroup of $g_{a}$ corresponding to the image of $K_{b}$ in $G_{a}$. But the image is an ideal in
$G_{a}$, hence the corresponding analytic subgroup is a closed normal connected subgroup of $g_{a}$. Hence $\bar{k}_{a} \subset f_{a b}\left(\bar{k}_{b}\right)$. On the other hand since $f_{a b}$ is continuous, $f_{a b}\left(\bar{k}_{b}\right) \subset \bar{k}_{a}$. Hence $f_{a b}\left(\bar{k}_{b}\right)=\bar{k}_{a}$.

Hence $k^{\prime}=\lim \bar{k}_{a}$ exists and is a closed normal subgroup of $g$, and is the canonical $L P$-subgroup corresponding to $K=\lim K_{u}$. On the other hand, $k<K^{\prime}$; but $k$ maps onto $k_{a}$, a dense subgroup of $\bar{k}_{a}$. Hence $k$ is dense in $k^{\prime}$ and $k=k^{\prime}$ since $k$ is closed.

The converse is obvious since the analytic subgroups of $g_{a}$ corresponding to ideals are closed topological subgroups.

Example. Consider the $p$-adic solenoid of Example 2, §4. The additive group of reals $R$ may be considered as an LP-subgroup of the $p$-adic solenoid $P$. Then $P$ itself is the canonical LP-subgroup corresponding to the Lie algebra of $R$.
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# NOTE ON NORMAL NUMBERS 

## Callin T. Long

Introduction. Let $\alpha$ be a real number with fractional part.$a_{1} a_{2} a_{3} \ldots$ when written to base $r$. Let $Y_{n}$ denote the block of the first $n$ digits in this representation and let $N\left(d, Y_{n}\right)$ denote the number of occurrences of the digit $d$ in $Y_{n}$. The number $\alpha$ is said to be simply normal to base $r$ if

$$
\lim _{n \rightarrow \infty} \frac{N\left(d, Y_{n}\right)}{n}=\frac{1}{r}
$$

for each of the $r$ distinct choices of $d . \alpha$ is said to be normal to base $r$ if each of the numbers $\alpha, r \alpha, r^{2} \alpha, \cdots$ are simply normal to each of the bases $r, r^{2}, r^{3}, \cdots$. These definitions, due to Emile Borel [1], were introduced in 1909. In 1940 S . S. Pillai [3] showed that a necessary and sufficient condition that $\alpha$ be normal to base $r$ is that it be simply normal to each of the bases $r, r^{2}, r^{3}, \cdots$, thus considerably reducing the number of conditions needed to imply normality. The purpose of the present note is to show that $\alpha$ is normal to base $r$ if and only if there exists a set of positive integers $m_{1}<m_{2}<m_{3}<\cdots$ such that $\alpha$ is simply normal to base $r^{m_{i}}$ for each $i \geqq 1$, and also to show that no finite set of $m$ 's will suffice.

Notation. We make use of the following additional conventions.
If $B_{k}$ is any block of $k$ digits to base $r, N\left(B_{k}, Y_{n}\right)$ will denote the number of occurrences of $B_{k}$ in $Y_{n}$ and $N_{i}\left(B_{k}, Y_{n}\right)$ will denote the number of occurrences of $B_{k}$ starting in positions congruent to $i$ modulo $k$ in $Y_{n}$.

The term "relative frequency" will denote the asymptotic frequency with which an event occurs. For example, $B_{k}$ occurs in $(\alpha)$, the fractional part of $\alpha$, with relative frequency $r^{-k}$ if $\lim _{n \rightarrow \infty} N\left(B_{k}, Y_{n}\right) / n=r^{-k}$.

Proof of the theorems. The following lemmas are easily proved.

Lemma 1. If $\lim _{n \rightarrow \infty}^{m} \sum_{i=1} f_{i}(n)=1$ and if $\liminf _{n \rightarrow \infty} f_{i}(n) \geqq 1 / m \quad$ for $i=1,2, \cdots, m$; then $\lim _{n \rightarrow \infty} f_{i}(n)=1 / m$ for each $i$.

Lemma 2. The real number $\alpha$ is simply normal to base $r^{k}$ if and

[^18]only if $\lim _{n \rightarrow \infty} N_{1}\left(B_{k}, Y_{n}\right) / n=1 / k r^{k}$ for every block $B_{k}$ of $k$ digits to base $r$.
THEOREM 1. The real number $\alpha$ is normal to base $r$ if and only if there exist positive integers $m_{1}<m_{2}<m_{3}<\cdots$ such that $\alpha$ is simply normal to each of the bases $r^{m_{1}}, r^{m_{2}}, r^{m_{3}}, \cdots$.

Proof. The necessity of the condition follows immediately from the definition of normality.

Now suppose the condition of the theorem prevails. Let $\nu$ be an arbitrary positive integer and let $B_{\nu}$ be an arbitrary block of $\nu$ digits to base $r$. Choose $k$ so large that $m_{k}>\nu$. It follows from Lemma 2 that

$$
\lim _{n \rightarrow \infty} \frac{N_{1}\left(A_{m_{k}}, Y_{n}\right)}{n}=\frac{1}{m_{k} r^{m_{k}}}
$$

for each block $A_{m_{k}}$ of $m_{k}$ digits to base $r$. If $B_{\nu}$ occurs exactly $t=t\left(A_{m_{k}}\right)$ times in each $A_{m_{k}}$, then it follows that

$$
\liminf _{n \rightarrow \infty} \frac{N\left(B_{v}, Y_{n}\right)}{n} \geqq \frac{T}{m_{k} r^{m_{k}}}
$$

where $T=\sum t\left(A_{m_{k}}\right)$ with the sum running over all blocks of $m_{k}$ digits to base $r$. Now there are $r^{m_{k}{ }^{-\nu}}$ distinct blocks $A_{m_{k}}$ which contain $B$. starting in position $i$ for $i=1,2, \cdots, m_{k}-\nu+1$ so that $T=\left(m_{k}-\nu+1\right) r^{m_{k}-\nu} \nu$ Thus it follows that

$$
\liminf _{n \rightarrow \infty} \frac{N\left(B_{\nu}, Y_{n}\right)}{n} \geqq \frac{\left(m_{k}-\nu+1\right) r^{m_{k}-\nu}}{m_{k} r^{m_{k}}}=\frac{1}{r^{\nu}}-\frac{\nu-1}{m_{k} r^{\nu}}
$$

But, since this argument can be made for arbitrarily large values of $k$ and $m_{k} \geqq k$, this implies that

$$
\liminf _{n \rightarrow \infty} \frac{N\left(B_{v}, Y_{n}\right)}{n} \geqq \frac{1}{r^{\nu}}
$$

With Lemma 1 this implies that

$$
\lim _{n \rightarrow \infty} \frac{N\left(B_{\nu}, Y_{n}\right)}{n}=\frac{1}{r^{\nu}}
$$

so that $\alpha$ is normal to base $r$ by a result of Niven and Zuckerman [2].
The next theorem implies that no finite set of $m$ 's will suffice in Theorem 1.

THEOREM 2. If $m_{1}, m_{2}, \cdots, m_{s}$ is an arbitrary collection of distinct
positive integers, then there exists at least one real number $\alpha$ simply normal to each of the bases $r^{m_{1}}, r^{m_{2}}, \cdots, r^{m_{s}}$ but not normal to base $r$.

Proof. Writing to base $r^{m}$ form the periodic decimal

$$
\alpha=. \dot{0} 12 \ldots\left(r^{\dot{m}}-1\right)
$$

where $m$ is the least common multiple of $m_{1}, m_{2}, \cdots, m_{s}$. It is clear that $\alpha$ is simply normal to base $r^{m}$ and that it is not normal to base $r$. To show that it is simply normal to base $r^{m_{i}}$ for $i=1,2, \cdots, s$ we prove that if $d$ divides $m$ then $\alpha$ is simply normal to base $r^{d}$.

Let $m=q d$ and let $B_{a}$ be an arbitrary but fixed block of $d$ digits to base $r$. In view of Lemma 2 it suffices to show that

$$
\lim _{n \rightarrow \infty} \frac{N_{1}\left(B_{a}, Y_{n}\right)}{n}=\frac{1}{d r^{d}} .
$$

A simple counting process shows that there are precisely $\binom{q}{i}\left(r^{d}-1\right)^{q-i}$ distinct blocks $A_{m}$ of $m$ digits to base $r$ which contain $B_{a}$ exactly $i$ times starting in a position congruent to one modulo $d$. Therefore, since

$$
\lim _{n \rightarrow \infty} \frac{N_{1}\left(A_{m}, Y_{n}\right)}{n}=\frac{1}{m r^{m}}
$$

for each $A_{m}$, it follows that

$$
\lim _{n \rightarrow \infty} \frac{N_{1}\left(B_{a}, Y_{n}\right)}{n}=\frac{1}{m r^{m}} \sum_{i=1}^{q} i\binom{q}{i}\left(r^{d}-1\right)^{q-i}=\frac{1}{d r^{d}}
$$

as required.
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# ON CERTAIN SUMS GENERATING THE DEDEKIND SUMS AND THEIR RECIPROCITY LAWS 

M. Mikolás

1. Introduction. Let $\{u\}=u-[u]$ denote the fractional part of $u$ and let $((u))=\{u\}-\frac{1}{2}$. Dedekind sums are defined for example, by

$$
\begin{equation*}
s_{1}(h, k)=\sum_{\lambda=0}^{k-1}\left(\left(\frac{\lambda}{k}\right)\right)\left(\left(\frac{\lambda h}{k}\right)\right) \tag{1.1}
\end{equation*}
$$

where $h$ and $k$ are relatively prime positive integers. These sums which were studied by Dedekind [7], and more recently by Rademacher and Whiteman [9], [12] in connection with the theory of the modular function $\gamma(\tau)$, occur also in the theory of partitions and in a great number of special papers. (Cf. for example [1]-[13].) The most important property of $s_{1}(h, k)$ is the reciprocity law

$$
\begin{equation*}
s_{1}(h, k)+s_{1}(k, h)=\left(h^{2}+3 h k+k^{2}+1\right) /(12 h k) \tag{1.2}
\end{equation*}
$$

A few years ago, Apostol [1] (for $r=\nu$ ) and Carlitz [3] introduced and investigated the so-called generalized Dedekind sums

$$
\begin{equation*}
s_{r}^{(\nu)}(h, k)=\sum_{\lambda=0}^{k-1} P_{\nu+1-r}\binom{\lambda}{k} P_{r}\left(\frac{\lambda h}{k}\right) \quad 0 \leqq r \leqq \nu+1 \tag{1.3}
\end{equation*}
$$

$P_{r}$ denoting the well-known Bernoulli function defined by the expansion

$$
z e^{u z} /\left(e^{z}-1\right)=\sum_{n=0}^{\infty} P_{n}(u) z^{n} / n!\quad|z|<2 \pi
$$

for $0 \leqq u<1$ and by $P_{r}(u)=P_{r}(\{u\})$ for $u$ arbitrary real. They found the corresponding extensions of (1.2) too.

Now, we shall continue to develop these results in two directions. Next we give a systematic treatment of certain exponential sums (2.1), (2.3) generating

$$
\begin{equation*}
\mathfrak{\Xi}_{m, n}\binom{a}{c}=\sum_{\nu=0}^{c-1} P_{m}\left(\frac{\lambda a}{c}\right) P_{n}\left(\frac{\lambda b}{c}\right) \quad m, n=0,1,2, \cdots \tag{1.4}
\end{equation*}
$$

with $(a, c)=(b, c)=1, c>0$. We obtain (among others) a three-term relation of new type (Theorem 1) which implies (in extended form) all the above reciprocity theorems (see (5.1)-(5.10)). Let us remark that the sum function (2.5) with other notations is also used in [6]. On the other hand, we get a functional equation for

$$
\begin{equation*}
\mathfrak{D}_{c}^{a, b}(w, z)=\sum_{\lambda=1}^{c-1} \zeta\left(w,\left\{\frac{\lambda a}{c}\right\}\right) \zeta\left(z,\left\{\frac{\lambda b}{c}\right\}\right) \tag{1.5}
\end{equation*}
$$

where $\zeta(s, u)$ is the Hurwitz zeta function (Theorem 2). By

$$
\zeta(1-n, u)=-P_{n}(u) / n \quad 0<u \leqq 1 ; n=1,2, \cdots,
$$

(1.5) can be regarded substantially as a (transcendental) generalization of (1.4).
2. Preliminaries on $\bigodot_{c}^{a, b}(x, y), \mathfrak{\Xi}_{m, n}\binom{a b}{c}$. In what follows, $x, y$, $w, z$ denote complex variables, $a, b$ and $c$ are integers and $c>0$; for brevity we write, as usual, $e(z)=e^{2 \pi i z}$.

Let us put

$$
\begin{equation*}
S_{c}^{a, b}(x, y)=\sum_{\lambda(\bmod c)} e\left(\left\{\frac{\lambda a}{c}\right\} x+\left\{\frac{\lambda b}{c}\right\} y\right) \tag{2.1}
\end{equation*}
$$

with $(a, c)=(b, c)=1$, the summation extending over a complete residue system modulo $c$. It is obvious that (2.1) is independent of the choice of this residue system ${ }^{1}$ and for $a=b$ or $c=1,2$ it is independent of $a, b$. The function $S_{c}^{a, b}(x, y)$ remains unaltered if we change $a, b$ or $x, y$ by multiplies of $c$. By this periodicity, it is no restriction to suppose for example, that $0 \leqq \Re(x)<c,-c<\Re(y) \leqq 0$.

We have $S_{c}^{a, b}(x, y)=S_{c}^{0, a}(y, x)$ and

$$
\begin{equation*}
S_{c}^{-a, b}(x, y)=e(x) S_{c}^{\alpha, b}(-x, y)+1-e(x), \tag{2.2}
\end{equation*}
$$

since $\{-u\}=0$ or $1-\{u\}$ according as $u$ is an integer or not.
The function

$$
\begin{equation*}
\Im_{c}^{a, b}(x, y)=[e(x)-1]^{-1}[e(y)-1]^{-1} S_{c}^{a, b}(x, y) \quad x, y \neq 0, \pm 1, \cdots \tag{2.3}
\end{equation*}
$$

has corresponding trivial properties; in particular, (2.2) implies

$$
\begin{equation*}
\mathfrak{S}_{c}^{-a, b}(x, y)=-\bigodot_{c}^{a, b}(-x, y)-[e(y)-1]^{-1} . \tag{2.4}
\end{equation*}
$$

By the definition of Bernoulli functions and (1.4) we obtain

$$
\begin{equation*}
x y \Im_{c}^{a, b}(x / 2 \pi i, y / 2 \pi i)=\sum_{m, n=0}^{\infty} \frac{x^{m} y^{n}}{m!n!} \mathfrak{B}_{m, n}\binom{a b}{e} \quad|x|,|y|<2 \pi . \tag{2.5}
\end{equation*}
$$

## Here

[^19]\[

$$
\begin{equation*}
\mathfrak{E}_{0, n}\binom{a}{c}=\sum_{l=0}^{c-1} P_{n}\binom{l}{c}=c^{1-n} B_{n} \quad n=0,1, \cdots, \tag{2.6}
\end{equation*}
$$

\]

$B_{n}=P_{n}(0)$ denoting the Bernoullian numbers.
Note that $\mathfrak{\Im}_{m, n}\binom{a}{c}=\mathfrak{\zeta}_{n, m}\left(\begin{array}{cc}b & a \\ c\end{array}\right)$ and $\mathfrak{\mathfrak { S }}_{m, n}\binom{a}{c}$ does not depend on $a$; especially we have $\mathfrak{\Im}_{m, n}\left(\begin{array}{cc}1 & b \\ c\end{array}\right)=\mathfrak{\Re}_{n}^{(m+n-1)}(b, c)$, furthermore

$$
\begin{array}{r}
\mathfrak{\mathfrak { G }}_{m, n}\binom{a}{1}=B_{m} B_{n}, \quad \mathfrak{G}_{m, n}\binom{a}{2}=B_{m} B_{n}\left[1+\left(1-2^{1-m}\right)\left(1-2^{1-n}\right)\right]  \tag{2.7}\\
m, n=0,1, \cdots
\end{array}
$$

3. Representation by cotangents and Eulerian numbers respectively. Let $c>1$. The identity

$$
\begin{equation*}
\sum_{\mu=0}^{c-1} e\left(\frac{\mu x}{c}\right) e\left(\frac{\mu \nu}{c}\right)=[e(x)-1]\left[e\left(\frac{x+\nu}{c}\right)-1\right]^{-1} \tag{3.1}
\end{equation*}
$$

yields after multiplication by $e\left(-\frac{\mu \nu}{c}\right)(\nu=0,1, \cdots, c-1)$ and summation

$$
\begin{align*}
e\left(\frac{\mu x}{c}\right)=\frac{1}{c}[e(x)-1] \sum_{\nu=0}^{c-1}\left[e\left(\frac{x+\nu}{c}\right)-1\right]^{-1} e( & \left(-\frac{\mu \nu}{c}\right)  \tag{3.2}\\
& \mu=0,1, \cdots, \nu-1
\end{align*}
$$

(3.1) and (3.2) hold clearly provided that $(x+\nu) / c$ is not an integer ( $\nu=0,1, \cdots, c-1$ ). Hence by putting $\mu=c\{a \lambda / c\}, a$ and $c$ being coprime we get

$$
\begin{equation*}
e\left(x\left\{\frac{a \lambda}{c}\right\}\right)=\frac{1}{c}[e(x)-1] \sum_{\nu=0}^{c-1}\left[e\left(\frac{x+\nu}{c}\right)-1\right]^{-1} e\left(-\nu \frac{a \lambda}{c}\right) \tag{3.3}
\end{equation*}
$$

Furthermore, by using the corresponding expression for $e(y\{b \lambda / c\})$, $(b, c)=1$,

$$
\begin{aligned}
& S_{c}^{a, b}(x, y)=\frac{1}{c^{2}}[e(x)-1][e(y)-1] \sum_{p, q(\bmod c)}\left[e\left(\frac{x+p}{c}\right)-1\right]^{-1}\left[e\left(\frac{y+q}{c}\right)-1\right]^{-1} \\
& \times \sum_{\lambda=0}^{c-1} e\left(-\frac{\lambda(a p+b q)}{c}\right) .
\end{aligned}
$$

If we consider the complete residue systems $(\bmod c): p=-b r, q=a \rho$ $(r, \rho=0,1, \cdots, c-1)$ and take into account that $\sum_{\lambda=0}^{c-1} e\left(-\lambda \frac{a b(\rho-r)}{c}\right)$
vanishes except for $\rho=r$ when it has the value $c$, it follows simply that

$$
\left.\mathfrak{S}_{c}^{a, b}(x, y)=\frac{1}{c} \sum_{r(\bmod c)}\left[e\binom{x-b r}{c}-1\right]^{-1}\left[\begin{array}{c}
y+a r  \tag{3.4}\\
c
\end{array}\right)-1\right]^{-1}
$$

holds for all $x, y \neq 0, \pm 1, \cdots$ and, because of the definition (2.3), in the case $c=1$ too. By $[1-e(z)]^{-1}=\frac{1}{2}(1+i \operatorname{ctg} \pi z)$ and

$$
\sum_{\mu=0}^{c-1} \operatorname{ctg} \pi\left(z+\frac{\mu}{c}\right)=c \cdot \operatorname{ctg} c \pi z
$$

we have the equivalent formula:

$$
\begin{align*}
\Im_{c}^{a, b}(x, y)=\frac{1}{4}[1 & +i(\operatorname{ctg} \pi x+\operatorname{ctg} \pi y)]  \tag{3.5}\\
& -\frac{1}{4 c} \sum_{r(\bmod c)} \operatorname{ctg} \pi \frac{x-b r}{c} \operatorname{ctg} \pi \frac{y+a r}{c}
\end{align*}
$$

(3.4) or (3.5) expresses the sum (2.3) by means of periodic elementary functions, without using the arithmetical function $\{u\}$.
(3.4) leads immediately to corresponding representations of $\mathfrak{\Xi}_{m, n}\binom{a}{c}$ by means of the so-called Eulerian numbers $H_{n}\left(\eta^{k}\right)$, defined for a root of unity $\eta^{k}=e\left(\frac{k}{c}\right), c>1, c \nmid k$ by

$$
\begin{equation*}
\left(1-\gamma^{k}\right) /\left(e^{z}-\eta^{k}\right)=\sum_{n=0}^{\infty} H_{n}\left(\eta^{k}\right) z^{n} / n!\quad|z|<2 \pi\{k / c\} \tag{3.6}
\end{equation*}
$$

In fact, after expanding the right-hand members of

$$
\begin{aligned}
x y \Im_{c}^{a, b}(x / 2 \pi i, y / 2 \pi i)= & (x y / c)\left(e^{x / c}-1\right)^{-1}\left(e^{y / c}-1\right)^{-1} \\
& +(x y / c) \sum_{r=1}^{c-1}\left(e^{x / c} \eta^{-b r}-1\right)^{-1}\left(e^{y / c} \eta^{a r}-1\right)^{-1}
\end{aligned}
$$

we find

$$
\begin{align*}
x y \Im_{c}^{a, b}(x / 2 \pi i, y / 2 \pi i)=c+\sum_{n=1}^{\infty} \frac{B_{n}}{n!c^{n-1}}\left(x^{n}+y^{n}\right)  \tag{3.7}\\
+\sum_{m, n=1}^{\infty} \frac{x^{m} y^{n}}{m!n!c^{m+n-1}}\left[B_{m} B_{n}+m n \sum_{r=1}^{c-1} \frac{H_{m-1}\left(\eta^{b r}\right) H_{n-1}\left(\eta^{-a r}\right)}{\left(r^{a r}-1\right)\left(\eta^{-b r}-1\right)}\right] \quad|x|,|y|<2 \pi \\
c
\end{align*}
$$

so that comparison with (2.5) gives in addition to (2.6)

$$
\begin{align*}
& \mathfrak{S}_{m, n}\left(\begin{array}{cc}
a & b \\
c
\end{array}\right)=\frac{1}{c^{m+n-1}}\left[B_{m} B_{n}+m n \sum_{r=1}^{c-1} \frac{H_{m-1}\left(\eta^{b r}\right) H_{n-1}\left(\eta^{-a r}\right)}{\left(\gamma^{a r}-1\right)\left(\eta^{-b r}-1\right)}\right]  \tag{3.8}\\
& m, n=1,2, \cdots,
\end{align*}
$$

a formula implying a result of Carlitz [3, (6.5)]. In particular, for $m=n=1$ (3.8) becomes

$$
\begin{align*}
\mathfrak{S}_{11}\binom{a b}{c} & =\frac{1}{4 c}+\frac{1}{c} \sum_{r=1}^{c-1}\left(\eta^{a r}-1\right)^{-1}\left(\eta^{-b r}-1\right)^{-1}  \tag{3.9}\\
& =\frac{1}{4}+\frac{1}{4 c} \sum_{r=1}^{c-1} \operatorname{ctg} \frac{\pi a r}{c} \operatorname{ctg} \frac{\pi b r}{c},
\end{align*}
$$

which contains two equivalent representations due to Rademacher and Rédei (for $a=1$; cf. for example, [4], (2.2) and [2], (5) respectively).
4. The main property of $⿷_{c}^{a, b}(x, y)$. Our next purpose is to deduce a peculiar symmetry relation relating to the sums in question, by applying the calculus of residues.

Theorem 1. We have for $a, b, c$ positive, mutually coprime, and for $0 \leqq \Re(x)<1,-1<\Re(y) \leqq 0$ the relation

$$
\begin{align*}
\Im_{i}^{s_{i}}(a x+b y,-c x)+\Im_{c}^{a, b}(c x, c y) & +\Im_{a}^{b, c}(-c y, a x+b y)  \tag{4.1}\\
& =[1-e(a x+b y)]^{-1}
\end{align*}
$$

provided that $a x+b y$, $c x$ and cy are not integers.
Proof. We consider the integral

$$
\begin{equation*}
\mathfrak{F}=\frac{1}{2 \pi i} \int_{Q}[e(z)-1]^{-1}\left[e\left(x-\frac{b}{c} z\right)-1\right]^{-1}\left[e\left(y+\frac{a}{c} z\right)-1\right]^{-1} d z \tag{4.2}
\end{equation*}
$$

the path of integration being a rectangle whose vertices are the points $-\varepsilon \pm t i, c-\varepsilon \pm t i$ with

$$
t>\max \left\{\frac{c}{b}|\Im(x)|, \frac{c}{a}|\Im(y)|\right\}
$$

and

$$
0<\varepsilon<\min \left\{\begin{array}{l}
c \\
b
\end{array}(1-\Re(x)), \frac{c}{a}(1+\Re(y))\right\},
$$

taken in positive direction. A straight-forward calculation shows that only singularities of the integrand inside $Q$ are at the points:

$$
\begin{array}{ll}
z=\lambda & \lambda=0,1, \cdots, c-1 ; \\
z=\frac{c}{b}(\mu+x) & \mu=0,1, \cdots, b-1 ; \\
z={ }_{a}^{c}(\nu-y) & \nu=0,1, \cdots, a-1 ;
\end{array}
$$

by our assumptions, these are all distinct and poles of order 1 only of the first, second, and third factor respectively. Since

$$
\begin{aligned}
& \underset{z=\lambda}{\operatorname{res}}[e(z)-1]^{-1}=1 / 2 \pi i \\
& \underset{z=(c / p)(\mu+x)}{\operatorname{res}}[e(x-b z / c)-1]^{-1}=-c / 2 \pi i b, \\
& \underset{z=(c / a)(\nu-y)}{\operatorname{res}}[e(y+a z / c)-1]^{-1}=c / 2 \pi i a,
\end{aligned}
$$

the residue theorem yields

$$
\begin{aligned}
2 \pi i \cdot \mathfrak{F}= & \sum_{\lambda=0}^{c-1}\left[e\left(x-\frac{\lambda b}{c}\right)-1\right]^{-1}\left[e\left(y+\frac{\lambda a}{c}\right)-1\right]^{-1} \\
& -\frac{c}{b} \sum_{\mu=0}^{b-1}\left[e\left(\frac{a}{b} x+y+\frac{\mu a}{b}\right)-1\right]^{-1}\left[e\left(\frac{c}{b} x+\frac{\mu c}{b}\right)-1\right]^{-1} \\
& +\frac{c}{a} \sum_{\nu=0}^{a-1}\left[e\left(x+\frac{b}{a} y+\frac{\nu b}{a}\right)-1\right]^{-1}\left[e\left(-\frac{c}{a} y+\frac{\nu c}{a}\right)-1\right]^{-1}
\end{aligned}
$$

and therefore, by (3.4), we obtain

$$
\begin{equation*}
\Im_{c}^{a, b}(c x, c y)-\Im_{b}^{c,-a}(a x+b y, c x)+\Im_{a}^{c, b}(a x+b y,-c y)=(2 \pi i / c) \mathfrak{F} . \tag{4.3}
\end{equation*}
$$

Now, if we write

$$
\int_{Q}=\int_{c-\varepsilon-t i}^{c-\varepsilon+t i}+\int_{c-\varepsilon+t i}^{-8+t i}+\int_{-\varepsilon+t i}^{-\varepsilon-t i}+\int_{-\varepsilon-t i}^{c-\varepsilon-t i}
$$

with the integrand of (4.2) and straight-line paths, the sum of the first and third member on the right vanishes because of the periodicity (with period $c$ ) of

$$
[e(z)-1]^{-1}[e(x-b z / c)-1]^{-1}[e(y+a z / c)-1]^{-1} .
$$

On the other hand, using the estimate $|e(u+i v)-1| \geqq\left|e^{-2 \pi v}-1\right|(u, v$ arbitrary real), we find at once that the integrals along the horizontal segments tend to zero as $t \rightarrow \infty$. Hence (4.3) implies for $t \rightarrow \infty$

$$
\begin{equation*}
\Im_{a}^{c, b}(a x+b y,-c y)-\Im_{b}^{c,-a}(a x+b y, c x)+\Im_{c}^{a, b}(c x, c y)=0 \tag{4.4}
\end{equation*}
$$

which is, by (2.4), equivalent to (4.1).
5. Applications; extension of the well-known reciprocity theorems.
(1) If we write

$$
\begin{equation*}
\mathfrak{X}_{c}^{a, b}(x, y)=\frac{1}{c} \sum_{r(\bmod c)} \operatorname{ctg} \pi^{x-b r} \operatorname{ctg}^{c} \pi^{y+a r} \tag{5.1}
\end{equation*}
$$

and use (3.5), then (4.1) becomes

$$
\begin{equation*}
\mathfrak{I}_{b}^{c, a}(a x+b y,-c x)+\mathfrak{L}_{c}^{a, b}(c x, c y)+\mathfrak{T}_{a}^{b, c}(-c y, a x+b y)=1 . \tag{5.2}
\end{equation*}
$$

By (3.9), this may be regarded as a generalization of the reciprocity theorem of Dedekind sums. For, by putting $y=-x$ in (5.2) and making $x \rightarrow 0$, we obtain on the basis of the Laurent expansion $\operatorname{ctg} z=z^{-1}-\frac{1}{3} z-\cdots$

$$
\mathfrak{\vartheta}_{11}\left(\begin{array}{cc}
b & c  \tag{5.3}\\
a
\end{array}\right)+\mathfrak{\vartheta}_{11}\left(\begin{array}{cc}
c & a \\
b
\end{array}\right)+\mathfrak{\xi}_{11}\left(\begin{array}{cc}
a & b \\
c
\end{array}\right)=\frac{1}{2}+\frac{1}{12}\left(\begin{array}{c}
a \\
b c
\end{array}+\frac{b}{c a}+\begin{array}{c}
c \\
a b
\end{array}\right),
$$

a remarkably symmetric three-term relation which for $a=1$ reduces to (1.2) with $h=b, k=c$. (Cf. also a result of Rademacher in [11].)
(2) Let us replace in (4.1) $x, y$ by $x / 2 \pi i$ and $y_{i}^{\prime} 2 \pi i$ respectively, multiply both sides by $c^{2} x y(a x+b y)$ and expand every member by applying (2.5), (2.6) and the power series of $z /\left(e^{x}-1\right)$. We obtain

$$
\begin{aligned}
& +c x \sum_{m=1}^{\infty} \frac{(-c y)^{m}(a x+b y)^{n}}{m!n!} \mathfrak{F}_{m, n}\left(\begin{array}{cc}
b & c \\
a
\end{array}\right)=c^{2} x y\left[1+\sum_{\nu=1}^{\infty} B_{\nu} B_{\nu}(a x+b y)^{\nu}\right] \\
& -c y \sum_{\nu=1}^{\infty} \frac{B_{\nu}}{\nu!b^{\nu-1}}\left[(a x+b y)^{\nu}+(-c x)^{\nu}\right]+c(a x+b y) \sum_{\nu=1}^{\infty} \frac{B_{\nu}}{\nu!}\left(x^{\nu}+y^{\nu}\right) \\
& -c x \sum_{\nu=1}^{\infty} \frac{B_{\nu}}{\nu!a^{\nu-1}}\left[(-c y)^{\nu}+(a x+b y)^{\nu}\right],
\end{aligned}
$$

this holding identically for $|x|,|y|<2 \pi$. If one uses still the binomial theorem and arranges our absolutely convergent series in terms of $x^{2}$, $y^{\nu}(\nu=1,2, \cdots)$, then comparison of the corresponding coefficients leads without difficulty to the following system of relations:

$$
\begin{align*}
& a^{\nu} \cdot(\nu+1) b^{\nu} c \mathfrak{\mathfrak { ß }}_{1, \nu}\left(\begin{array}{cc}
b & c \\
a
\end{array}\right)+b^{\nu} \sum_{\mu=1}^{\nu}(-1)^{\mu+1}\binom{\nu+1}{\mu} c^{\mu} a^{\nu+1-\mu \mathfrak{S}_{\nu+1-\mu, \mu}}\left(\begin{array}{cc}
c & a \\
b
\end{array}\right)  \tag{5.4}\\
& +c^{\nu} \cdot(\nu+1) a b^{\nu} \mathfrak{\Xi}_{\nu, 1}\binom{a}{c}=B_{\nu+1}\left(a^{\nu+1}+\nu b^{\nu+1}+(-c)^{\nu+1}\right)-(\nu+1) B_{\nu}(a b)^{\nu} c \\
& \nu=1,2, \cdots,
\end{align*}
$$

furthermore, by $\binom{\alpha}{\beta}\binom{\gamma}{\alpha}=\binom{\gamma}{\beta}\binom{\gamma-\beta}{\gamma-\alpha}$,

$$
\begin{align*}
& a^{\nu} \cdot\binom{\nu+1}{p+1} \sum_{\mu=1}^{p}(-1)^{\mu+1}\binom{p+1}{\mu} b^{\nu+1-\mu} c^{\mu} \mathfrak{亏}_{\mu, \nu+1-\mu}\binom{b}{a}  \tag{5.5}\\
+ & b^{\nu} \cdot\binom{\nu+1}{p} \sum_{\mu=1}^{\nu+1-p}(-1)^{\mu+1}\binom{\nu+1-p}{\mu} c^{\mu} a^{\nu+1-\mu} \mathfrak{\Xi}_{\nu+1-\mu, \mu}\binom{c}{b}
\end{align*}
$$

$$
\begin{gathered}
+c^{\nu} \cdot\left[\binom{\nu+1}{p+1} a^{p+1} b^{\nu-p} \mathfrak{S}_{\nu-p, p+1}\binom{a}{c}+\binom{\nu+1}{p} a^{\nu} b^{\nu+1-p \mathfrak{S}_{\nu+1-p, p}}\binom{a b}{c}\right. \\
=B_{\nu+1}\left[\binom{\nu+1}{p} a^{\nu+1}+\binom{\nu+1}{p+1} b^{\nu+1}\right]-(\nu+1) B_{\nu}\binom{\nu}{p}(a b)^{\nu} c \\
1 \leqq p \leqq \nu-1 .
\end{gathered}
$$

The results can be written briefly in symbolic form as follows

$$
\begin{align*}
& =\nu B_{\nu+1} b-(\nu+1) B, a^{\nu} c \quad \nu=1,2, \cdots,  \tag{5.6}\\
& a^{\nu} \cdot\binom{\nu+1}{p+1}(b \mathfrak{y}-c \overline{\mathfrak{z}})^{p+1}(b \mathfrak{j})^{\nu-p} \cdot\left(\begin{array}{cc}
c & b \\
a
\end{array}\right)  \tag{5.7}\\
& +b^{\nu} \cdot\binom{\nu+1}{p}(a \mathfrak{G}-c \overline{\mathfrak{S}})^{\nu+1-p}(a \mathfrak{B})^{p}\left(\begin{array}{cc}
c & a \\
b
\end{array}\right) \\
& -c^{\nu} \cdot\left[\binom{\nu+1}{p+1} a \mathfrak{B}+\binom{\nu+1}{p} b \overline{\mathfrak{9}}\right](a \mathfrak{F})^{p}\left(\overline{b \overline{\mathfrak{g}})^{\nu+p}}\binom{a}{c}\right. \\
& =(p+1)\binom{\nu+1}{p+1} B \nu a^{\nu} b^{\nu} c \quad p=1,2, \cdots ; \nu=p+1, p+2, \cdots \text {, }
\end{align*}
$$

where for example

$$
(b \mathfrak{\mathfrak { s }}-c \overline{\mathfrak{y}})^{p+1}(b \mathfrak{\mathfrak { y }})^{\nu-p}\binom{c}{a}
$$

means that, after formal application of the binomial theorem to the first factor and formal multiplication by $b^{\nu-n} \cdot 马^{\nu-p} \cdot\left(\begin{array}{c}c \\ b \\ a\end{array}\right)$, every product $\mathfrak{Z}^{m \mathfrak{F}^{n}}\left(\begin{array}{c}c \\ a \\ a\end{array}\right)$ is replaced by $\mathfrak{\mathfrak { F }}_{m, n}\left(\begin{array}{cc}c & b \\ a\end{array}\right)$.
(3) We remark at once that (5.4), (5.6) go over for $\nu=1$ to the reciprocity relation (5.3) and for $\nu>1$ odd, $b=1$ to the formula (cf. (1.3), (2.7))

$$
\begin{equation*}
(\nu+1)\left[c a^{\nu} \cdot s_{\nu}^{(\nu)}(c, a)+c^{\nu} a, s_{\nu}^{(\nu)}(a, c)\right]=(B c-B a)^{\nu+1}+\nu B_{\nu+1} \tag{5.8}
\end{equation*}
$$

with 2

$$
(B c-B a)^{\nu+1}=\sum_{\mu=0}^{\nu+1}(-1)^{\mu}\binom{\nu+1}{\mu} c^{\mu} a^{\nu+1-\mu} B_{\mu} B_{\nu+1-\mu} ;
$$

[^20]$$
(B c-B a)^{\nu+1}=(B c+B a)^{\nu+1} .
$$
therefore (5.4), (5.6) generalize (5.3) and Apostol's reciprocity theorem [1, Theorem 1].

On the other hand, putting $\nu=3,5,7, \cdots$ in (5.7), we get for $c=1$

$$
\begin{align*}
& \binom{\nu+1}{p+1} a^{\nu-p}\left(s^{(\nu)}-b\right)^{p+1}(b, a)-\binom{\nu+1}{p} b^{p}\left(s^{(\nu)}-a\right)^{\nu+1-p}(a, b)  \tag{5.9}\\
= & \binom{\nu+1}{p+1} a B_{\nu-p} B_{p+1}-\binom{\nu+1}{p} b B_{\nu+1-p} B_{p},
\end{align*}
$$

while the case $b=1$ yields

$$
\begin{align*}
& c^{\nu}\left[\binom{\nu+1}{p+1} a s_{\nu-p}^{(\nu)}(a, c)+\binom{\nu+1}{p} s_{\nu+1-p}^{(\nu)}(a, c)\right]  \tag{5.10}\\
= & \binom{\nu+1}{p+1}\left(s^{(\nu)}-c\right)^{p+1}\left(a s^{(\nu)}\right)^{\nu-p}(c, a)+\binom{\nu+1}{p}(a B-c \bar{B})^{\nu+1-p} B^{p},
\end{align*}
$$

the symbolic notations being understood in similar sense as above. (5.9) and (5.10) express the first and second reciprocity law of Carlitz respectively [3, Theorems 1, 2] , so that we have in (5.5), (5.7) a common extension of them.
6. The sum $\mathfrak{D}_{c}^{a, b}(w, z)$. We now use the generalized zeta function, defined by

$$
\zeta(z, u)=\sum_{n=0}^{\infty}(u+n)^{-z}
$$

for $\mathfrak{R}(z)>1$ and by analytic continuation for other values $\neq 1$ of $z, u$ denoting a fixed number with $0<u \leqq 1$. There holds the well-known formula of Hurwitz:

$$
\begin{align*}
& \quad \zeta(z, u)=2(2 \pi)^{z-1} \Gamma(1-z)  \tag{6.1}\\
& \times\left(\sin \frac{\pi z}{2} \sum_{n=1}^{\infty} n^{z-1} \cos 2 n \pi u+\cos \frac{\pi z}{2} \sum_{n=1}^{\infty} n^{z-1} \sin 2 n \pi u\right) \quad \Re(z)<0 .
\end{align*}
$$

Next we establish a functional equation for the sum

$$
\begin{equation*}
\mathfrak{D}_{c}^{a, b}(w, z)=\sum_{\lambda=1}^{c-1} \zeta\left(w,\left\{\frac{\lambda a}{c}\right\}\right) \zeta\left(z,\left\{\frac{\lambda b}{c}\right\}\right) \tag{6.2}
\end{equation*}
$$

with $(a, c)=(b, c)=1, c>1$, in observing that [cf. (1.4)]

$$
\begin{equation*}
\mathfrak{D}_{c}^{a, b}(1-m, 1-n)=\frac{1}{m n}\left[\mathfrak{Z}_{m, n}\binom{a b}{c}-B_{m} B_{n}\right] \quad m, n=1,2, \cdots \tag{6.3}
\end{equation*}
$$

[^21]and, by $\zeta\left(z, \frac{1}{2}\right)=\left(2^{z}-1\right) \zeta(z)$ where $\zeta(z)=\zeta(z, 1)$ is Riemann's zeta function,
\[

$$
\begin{equation*}
\mathfrak{D}_{2}^{a, b}(w, z)=\left(2^{w}-1\right)\left(2^{z}-1\right) \cdot \zeta(w) \zeta(z) \tag{6.4}
\end{equation*}
$$

\]

TheOrem 2. For $(a, c)=(b, c)=1, c>2$ and for any $w, z$ distinct from 0 and 1 we have the relation

$$
\begin{gather*}
\mathfrak{D}_{c}^{a, b}(w, z)=\left(c^{w+z}-1\right) \zeta(w)^{-}(z)+\pi^{-1}(2 c \pi)^{w+z-1} \Gamma(1-w) \Gamma(1-z)  \tag{6.5}\\
\times\left\{\cos \frac{\pi}{2}(w-z) \mathfrak{D}_{c}^{b, a}(1-w, 1-z)-\cos \frac{\pi}{2}(w+z) \mathfrak{D}_{c}^{b,-a}(1-w, 1-z)\right\} .
\end{gather*}
$$

Proof. $1^{\circ}$ First let $\Re(w)<0, \Re(z)<0$. We transform

$$
\begin{equation*}
\overline{\mathfrak{D}}_{c}^{a, b}(w, z)=\sum_{\lambda=1}^{c} \zeta\left(w,\left\{\frac{\lambda a}{c}\right\}\right) \zeta\left(z,\left\{\frac{\lambda b}{c}\right\}\right) \tag{6.6}
\end{equation*}
$$

by means of (6.1).
Since the series involved in Hurwitz's formula are absolutely convergent, one obtains after substitution into (6.6)

$$
\begin{align*}
& \overline{\mathfrak{D}}_{c}^{a, b}(w, z)=4(2 \pi)^{w+z-2} \Gamma(1-w) \Gamma(1-z)  \tag{6.7}\\
\times & \sum_{m, n=1}^{\infty} m^{w-1} n^{z-1}\left(\phi_{m, n} \cdot \sin \frac{\pi w}{2} \sin \frac{\pi z}{2}+\psi_{m, n} \cdot \cos \frac{\pi w}{2} \cos \frac{\pi z}{2}\right),
\end{align*}
$$

where

$$
\phi_{m, n}=\sum_{\mu=1}^{c} \cos 2 m \pi \frac{\mu a}{c} \cos 2 n \pi \frac{\mu b}{c}=\left\{\begin{array}{l}
c, \text { if } c \mid a m \pm b n  \tag{6.8}\\
0 \text { for } c \nmid a m \pm b n \\
c / 2 \text { otherwise }
\end{array}\right.
$$

$$
\psi_{m, n}=\sum_{\mu=1}^{c} \sin 2 m \pi \frac{\mu a}{c} \sin 2 n \pi \frac{\mu b}{c}=\left\{\begin{array}{r}
c / 2, \text { if } c \mid a m-b n \text { but } \\
c \nmid a m+b n \\
-c / 2, \text { if } c \mid a m+b n \text { and } \\
c \nmid a m-b n
\end{array},\right.
$$

Hence it follows easily that

$$
\begin{align*}
& \overline{\mathfrak{D}}_{c}^{a, b}(w, z)=2 c(2 \pi)^{w+z-2} \Gamma(1-w) \Gamma(1-z) \cdot\left\{2 \sin \frac{\pi w}{2} \sin \frac{\pi z}{2} \sum_{c|m, c| n} m^{w-1} n^{z-1}\right.  \tag{6.10}\\
& \left.+\cos \frac{\pi}{2}(w-z) \sum_{\substack{a m \equiv b n(\bmod c) \\
c \nmid m, c \nmid n}} m^{w-1} n^{z-1}-\cos \frac{\pi}{2}(w+z) \sum_{\substack{a m=-b n \\
c \nmid m, b \nmid n}} m^{w-1} n^{z-1}\right\} .
\end{align*}
$$

Now, by the functional equation of $\zeta(s)$ we have

$$
\begin{align*}
4 c(2 \pi)^{w+z-2} \Gamma(1-w) \Gamma(1-z) \sin \frac{\pi w}{2} \sin \frac{\pi z}{2} \sum_{c|m, c| n} & m^{w-1} n^{z-1}  \tag{6.11}\\
& =c^{w+z-1} \zeta(w) \zeta(z)
\end{align*}
$$

Furthermore, ar ( $r=0,1, \cdots, c-1$ ) and $b r(r=0,1, \cdots, c-1)$ being complete systems of residues $\bmod c$, we can write

$$
\begin{align*}
& \sum_{\substack{a m \equiv b n(\bmod c) \\
c \nmid m, c \not c n}} m^{w-1} n^{z-1}=\sum_{r=1}^{c-1}\left(\sum_{m \equiv r b(\bmod c)} m^{w-1}\right)\left(\sum_{n \equiv r a(\bmod c)} n^{z-1}\right)  \tag{6.12}\\
& \quad=c^{w+z-2} \sum_{r=1}^{c-1}\left[\sum_{M=0}^{\infty}\left(\left\{\frac{r b}{c}\right\}+M\right)^{w-1}\right]\left[\sum_{N=1}^{\infty}\left(\left\{\frac{r a}{c}\right\}+N\right)^{z-1}\right] \\
& \quad=c^{w+z-2} \sum_{r=1}^{c-1} \zeta\left(1-w,\left\{\frac{r b}{c}\right\}\right) \zeta\left(1-z,\left\{\frac{r a}{c}\right\}\right)
\end{align*}
$$

and similarly

$$
\begin{align*}
\underset{\substack{a m=-\overline{b r c(m o d} c) \\
c \nmid m, c \neq n}}{ } m^{w-1} n^{z-1} & =\sum_{r=1}^{c-1}\left(\sum_{m \equiv r b(\bmod c)} m^{w-1}\right)\left(\sum_{n \equiv-r a(\bmod c)} n^{z-1}\right)  \tag{6.13}\\
& =c^{w+z-2} \sum_{r=1}^{c-1} \zeta\left(1-w,\left\{\frac{r b}{c}\right\}\right) \zeta\left(1-z,\left\{\frac{r a}{c}\right\}\right) .
\end{align*}
$$

(6.10)-(6.13) yield together

$$
\begin{align*}
& \overline{\mathfrak{D}}_{c}^{a, b}(w, z)=c^{w+z-1} \zeta(w) \zeta(z)+\pi^{-1}(2 c \pi)^{w+z-1} \Gamma(1-w) \Gamma(1-z)  \tag{6.14}\\
\times & \left\{\cos \frac{\pi}{2}(w-z) \mathfrak{D}_{c}^{b, a}(1-w, 1-z)-\cos \frac{\pi}{2}(w+z) \mathfrak{D}_{c}^{b, a}(1-w, 1-z)\right\} .
\end{align*}
$$

$2^{\circ}$ Finally, (6.5) follows immediately from (6.14), in view of

$$
\mathfrak{D}_{c}^{a, b}(w, z)=\overline{\mathfrak{D}}_{c}^{a, b}(w, z)-\zeta(w) \zeta(z) \quad \Re(w)<0, \Re(z)<0
$$

and by analytic continuation.
7. Some remarks. In [2], Apostol finds certain finite sum representations for $s_{\nu}^{(\nu)}(h, k)$, involving cotangents, $\zeta(z, u), \Gamma^{\prime}(z) / \Gamma(z)$ and he uses these expressions to give a short analytic proof of (5.8) [Theorems 1, 2]. It may be noted that the above Theorem 2 implies the results in question, arising as limiting cases for $w \rightarrow 0$, and $z \rightarrow 0, z=-1$, $-2, \cdots$.

The form of $\Im_{c}^{a, b}(x, y), \mathfrak{D}_{c}^{a, b}(w, z)$ suggests applications in connection with certain Lambert series, generalizing those investigated by Rademacher, Apostol and Carlitz. I hope to return on this problem in another paper.
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# INDUCED HOMOLOGY HOMOMORPHISMS FOR SET-VALUED MAPS 

Barrett O'Neill

§ 1. If $X$ and $Y$ are topological spaces, a set-valued function $F$ : $X \rightarrow Y$ assigns to each point $x$ of $X$ a closed nonempty subset $F(x)$ of $Y$. Let $H$ denote Čech homology theory with coefficients in a field. If $X$ and $Y$ are compact metric spaces, we shall define for each such function $F$ a vector space of homomorphisms from $H(X)$ to $H(Y)$ which deserve to be called the induced homomorphisms of $F$. Using this notion we prove two fixed point theorems of the Lefschetz type.

All spaces we deal with are assumed to be compact metric. Thus the group $H(X)$ can be based on a group $C(X)$ of projective chains [4]. Define the support of a coordinate $c_{i}$ of $c \in C(X)$ to be the union of the closures of the kernels of the simplexes appearing in $c_{i}$. Then the intersection of the supports of the coordinates of $c$ is defined to be the support $|c|$ of $c$.

If $F: X \rightarrow Y$ is a set-valued function, let $F^{-1}: Y \rightarrow X$ be the function such that $x \in F^{-1}(y)$ if and only if $y \in F(x)$. Then $F$ is upper (lower) semicontinuous provided $F^{-1}$ is closed (open). If both conditions hold, $F$ is continuous. If $\varepsilon>0$ is a real number, we shall also denote by $\varepsilon: X \rightarrow X$ the set-valued function such that $\varepsilon(x)=\left\{x^{\prime} \mid d\left(x, x^{\prime}\right) \leqq \varepsilon\right\}$ for each $x \in X$.

Let $A$ and $B$ be chain groups with supports in $X$ and $Y$ respectively, and let $\varepsilon>0$ be a number. A chain $\operatorname{map} \varphi: A \rightarrow B$ is accurate with respect to a set-valued function $F: X \rightarrow Y$ provided $|\varphi(a)| \subset F(|a|)$ for each $a \in A$. Further, $\varphi$ is $\varepsilon$-accurate with respect to $F$ provided $\varphi$ is accurate with respect to the composite function $\varepsilon F \varepsilon$.
(1) Definition. A homomorphism $h: H(X) \rightarrow H(Y)$ is an induced homomorphism of a set-valued function $F: X \rightarrow Y$ provided that given $\varepsilon>0$ there is a chain $\operatorname{map} \varphi: C(X) \rightarrow C(Y)$ such that $\varphi$ is $\varepsilon$-accurate with respect to $F$ and $\varphi_{*}=h$.

We shall say that a homology homomorphism $h$ is nontrivial provided the 0 -dimensional component $h_{0}: H_{0}(X) \rightarrow H_{0}(Y)$ is not the zero homomorphism. It will appear that a continuous set-valued function need not have a nontrivial induced homomorphism.

The set of all induced homomorphisms of an arbitrary set-valued function is, under the usual operations, a vector space. If $h_{F}$ and $h_{G}$ are induced homomorphisms of upper semi-continuous functions $F: X \rightarrow Y$ and $G: Y \rightarrow Z$, then $h_{G} h_{F}$ is an induced homomorphism of $G F$. If $F$ :

[^22]$X \rightarrow Y$ is a point-valued map of a connected (compact metric) space into a compact polyhedron, then the induced homology homomorphisms of $F$ are exactly the scalar multiples of the Čech homology homomorphism $F_{*}$. Corresponding to each function $F: X \rightarrow Y$, let $F^{\prime \prime}: X \rightarrow X \times Y$ be such that $F^{\prime}(x)=\{x\} \times F(x)$, for $x \in X$. If $h: H(X) \rightarrow H(X \times Y)$ is a nontrivial induced homomorphism of $F^{\prime \prime}$, then $q_{*} h$ is a nontrivial induced homomorphism of $F$, where $q$ is the projection of the productspace on $Y$.

If $T$ is a triangulation of a compact polyhedron $X$, let $C(X, T)$ be the group of oriented simplicial chains based on $T$, with the given field of coefficients. We may assume that the sequence of coverings used to define $C(X)$ consists of the star-coverings associated with the successive barycentric subdivisions of a fixed triangulation of $X$.
(2) Lemma. Let $X$ be a compact polyhedron, $F: X \rightarrow Y$ a set-valued function. Then $h: H(X) \rightarrow H(Y)$ is an induced homomorphism of $F$ if and only if given $\varepsilon>0$ there is an arbitrarily fine triangulation $T$ of $X$ and an $\varepsilon$-accurate chain map $\psi: C(X, T) \rightarrow C(Y)$ such that $\psi_{*}=h$.

Proof. Given $\varepsilon>0$, let $T$ be one of the selected triangulations of $X$ with mesh at most $\varepsilon / 2$. Denote by $p$ the projection of $C(X)$ onto the chains of the nerve of the star-covering associated with $T$, followed by the natural isomorphism onto $C(X, T)$. Denote by $s$ the chain map which assigns to $c \in C(X, T)$ the element of $C(X)$ whose coordinates correspond to the successive subdivisions $S d^{i}(c)$ of $c$. If $h$ is an induced homomorphism, let $\varphi: C(X) \rightarrow C(Y)$ be $\varepsilon$-accurate and such that $\varphi_{*}=h$.

Now $s$ reduces supports, hence $\varphi s$ is the required chain map. Conversely, if $\psi: C(X, T) \rightarrow C(Y)$ is $\varepsilon / 2$-accurate and such that $\psi_{*}=h$, then $\psi p$ is the required chain map, since $p$ is $\varepsilon / 2$-accurate with respect to the identity map of $X$.
(3) Lemma. Let $X$ and $Y$ be compact polyhedra. If, given $\varepsilon>0$, there is an arbitrarily fine triangulation $T$ of $X$ and an $\varepsilon$-accurate $\psi$ : $C(X, T) \rightarrow C(Y)$ such that $\psi_{*}$ is nontrivial, then $F$ has a nontrivial induced homomorphism.

Proof. We may assume that $X$ and $Y$ are connected. Let $L$ be the finite-dimensional vector space of homomorphisms from $H(X)$ to $H(Y)$. If $\varepsilon>0$, let $A(\varepsilon)$ be the set of homomorphisms $h$ in $L$ such that $h$ preserves Kronecker index and is induced by an $\varepsilon$-accurate chain map of $C(X, T)$, where $T$ has mesh less than $\varepsilon$. By hypothesis $A(\varepsilon)$ is not empty. Furthermore one easily shows that $A(\varepsilon)$ is a coset modulo a subspace of $L$, and that if $\delta<\varepsilon$, then $A(\delta) \subset A(\varepsilon)$. Thus $\cap_{\varepsilon>0} A(\varepsilon)$ is not empty, but an element of this intersection is, by the preceding
lemma, a nontrivial induced homomorphism of $F$.
§ 2. In order to establish the existence of nontrivial induced homomorphisms in certain cases, we need some general properties of setvalued functions. Note first that if $F: X \rightarrow Y$ is continuous and $K$ is a component of the graph $\Gamma=\{(x, y) \mid y \in F(x)\}$ of $F$, then $K$ projects onto a component of $X$. In fact, the continuity of $F$ implies that the projection $p: \Gamma \rightarrow X$ is open and closed.
(4) Lemma. Let $X$ be an arcwise connected, simply connected space, $F: X \rightarrow Y$ a set-valued map. If, for each $x \in X, F(x)$ has exactly $n$ components, then the graph $\Gamma$ of $F$ has exactly $n$ components.

Proof. Let $A=\{(x, \alpha) \mid x \in X$ and $\alpha$ is a component of $F(x)\}$. Topologize $A$ as follows. If $(x, \alpha) \in A$, select mutually disjoint neighborhoods $V_{1}, \cdots, V_{n}$ in $Y$ for the components $\alpha=\alpha_{1}, \cdots, \alpha_{n}$ of $F(x)$. Since $F$ is continuous, there is a neighborhood of $x$ such that if $x^{\prime} \in U$, then $F\left(x^{\prime}\right) \subset V_{1} \cup \cdots \cup V_{n}$ and $F\left(x^{\prime}\right)$ meets each $V_{i}$. Since $F\left(x^{\prime}\right)$ has $n$ components, there is one in each $V_{i}$. Let $U_{i}=\left\{\left(x^{\prime}, \alpha^{\prime}\right) \mid x^{\prime} \in U\right.$ and $\left.\alpha^{\prime}=F\left(x^{\prime}\right) \cup V_{i}\right\}$. The collection of all such subsets of $A$ generates a topology on $A$ for which the projection $\pi: A \rightarrow X$ is a covering map, where $\pi(x, \alpha)=x$ if $(x, \alpha) \in A$. Consequently $\pi$ is a homomorphism on each component of $A$-of which there are thus exactly $n$. If $K^{\prime}$ is a component of $A$, then $K=\left\{(x, y) \mid(x, \alpha) \in K^{\prime}\right.$ and $\left.y \in \alpha\right\}$ is a component of $\Gamma$. In fact, since $K$ is open and closed in $\Gamma$, it suffices to show that $K$ is connected, but this follows from the fact that $p \mid K$ is strongly continuous and that $p^{-1}(x) \cap K=\alpha$ is connected for each $x \in X$.

Replacing the last step above by an application of the Vietoris mapping theorem [1] we obtain :
(5) Lemma. Let $F$ be a set-valued map of a simplex $\sigma$ into an arbitrary (compact metric) space. If, for each $x \in \sigma, F(x)$ consists of exactly $n$ homologically trivial components, then the graph $\Gamma$ of $F$ consists of exactly $n$ homologically trivial components.
(6) Theorem. Let $n$ be an integer, $F: X \rightarrow Y$ a set-valued map of compact polyhedra such that if $x \in X$ then $F(x)$ is either homologically trivial or consists of $n$ homologically trivial components. Then $F$ has a nontrivial induced homomorphism.

Proof. Let $I$ be the (closed) set of points for which $F(x)$ is homologically trivial. Replace $F$ by the associated map $F^{v}: X \rightarrow X \times Y$. Since $X \times Y$ is a compact polyhedron and $H$ is (weakly) continuous [3], if $x \in X$ and $\varepsilon>0$ there is a $\delta_{x}$ such that the inclusion map $\delta\left(F^{\prime}(x)\right) \subset$
$\varepsilon\left(F^{\prime}(x)\right)$ induces the zero homology homomorphism in positive dimensions. Using the compactness of $I$ and the continuity of $F$ one can show that a $\delta$ may be selected which is independent of $x$. Thus, if the dimension of $X$ is $d \geqq 1$, there exist numbers $0<\delta<\varepsilon_{1}<\cdots \varepsilon_{d}=\varepsilon$ such that if $x \in X$ and $1 \leqq i \leqq d$ then :
(1) $\varepsilon_{i}+\varepsilon_{1}<\varepsilon_{i+1}$,
(2) each positive-dimensional cycle of $\left(\varepsilon_{i}+\varepsilon_{1}\right)\left(F^{\prime}(x)\right)$ bounds in $\varepsilon_{i+1}\left(F^{\prime}(x)\right)$, and
(3) $F^{\prime}(\delta(x)) \subset \varepsilon_{1}\left(F^{\prime}(x)\right)$. Let $T$ be a triangulation of $X$ with mesh at most $\delta$, and for each simplex $\sigma$ of $T$ which meets 1 select a point $x_{\sigma} \in \sigma \cap I$. By Lemma 3 it suffices to find an $\varepsilon$-accurate chain map $\varphi$ : $C(X, T) \rightarrow C(X \times Y)$ such that $\varphi_{*}$ is nontrivial. We may associate with each point $p$ of $X \times Y$ a 0 -chain, $\bar{p} \in C(X \times Y)$ with support $\{p\}$ and such that $\bar{p} \nsim 0$ and $\bar{p} \sim \bar{p}^{\prime}$ if and only if $p$ and $p^{\prime}$ are in the same component of $X \times Y$. Define a homomorphism $\varphi_{0}: C(X, T) \rightarrow C(X \times Y)$ as follows. If the vertex $v$ is in $I$, let $\varphi_{0}(v)=n \bar{p}$, where $p \in F^{\prime}(v)$. Otherwise, let $\varphi_{0}(v)=\bar{p}_{1}+\cdots+\bar{p}_{n}$, where there is one point $p_{i}$ in each component of $F^{\prime}(v)$. Now $\varphi_{0}$ is extendable to a chain map $\varphi_{1}$ accurate with respect to $F^{\nu}$ provided that if $v w$ is a 1 -simplex of $T$ then $\varphi_{0}(v) \sim \varphi_{0}(w)$ in $F^{\prime}(v w)$. Using Lemma 4 and the preceding remark, one checks this homology in case $v w$ does, or does not, meet $I$. Clearly $\varphi_{1}$ may be accurately extended to those chains in $C(X, T)$ whose supports avoid $I$. We complete the definition of $\varphi$ by an induction on dimension, defining the chain map $\varphi_{q}$ on chains of dimension at most $q$ so that $\left|\varphi_{q}(c)\right| \subset$ $\subset \varepsilon_{q}\left(F^{\prime \prime}(|c|)\right.$. The homomorphism $\varphi_{1}$ is correctly defined. If $\varphi_{q-1}$ has been defined ( $q \geq 1$ ), it suffices to define $\varphi_{q}(\sigma)$, where $\sigma$ is an oriented $q$-simplex of $T$ which meets $I$. If $\tau$ is an oriented ( $q-1$ )-face of $\sigma$, then

$$
\varphi_{q-1}(\tau) \subset \varepsilon_{q-1}\left(F^{\prime}(\tau)\right) \subset \varepsilon_{q-1}\left(F^{\prime}\left(\partial\left(x_{\sigma}\right)\right)\right) \subset\left(\varepsilon_{q-1}+\varepsilon_{1}\right)\left(F^{\prime \prime}\left(x_{\sigma}\right)\right) .
$$

Thus $\varphi_{q-1}(\partial \sigma)$ bounds in $\varepsilon_{q}\left(F^{\prime}(\sigma)\right)$ and $\varphi_{q}(\sigma)$ may be correctly defined.
(7) Theorem. Let $X$ be a compact 1-dimensional polyhedron with first Betti number $R_{1} \leqq 1$. Then any set-valued map $F$ of $X$ into a compact polyhedron has a nontrivial induced homomorphism.

Proof. Given $\varepsilon>0$ and a triangulation $T$ of $X$ we must find a chain map $\varepsilon$-accurate with respect to $F^{\prime}$ and such that $\varphi_{*}$ is nontrivial. If $v w$ is a 1 -simplex of $T$ and $\varphi$ is defined accurately on $v$, then $\varphi$ can be accurately defined on $w$ and $v w$ so that $\partial(\varphi(v w)=\varphi(w)-\varphi(v)$, because each component of $F(v)$ is contained in a component of $F(v w)$ which meets $F(w)$. Thus if $R_{1}=0$, the required chain map exists. If $R_{1}=1$, then $X$ may be expressed as the union of a circle $C$ and a finite num-
ber of trees, each meeting $C$ in at most one point. If $v^{0}, v^{1}, \cdots, v^{n}$ are the vertices of $C$, we may suppose that the 1 -simplexes of $C$ are $v^{0} v^{1}, v^{1} v^{2}, \cdots, v^{n} v^{0}$. Pick $y \in F\left(v^{0}\right)$ and let $\varphi^{0}\left(v^{0}\right)=\bar{y}$. There is a point $z \in F\left(v^{1}\right)$ such that if $\varphi^{0}\left(v^{1}\right)=\bar{z}$, then $\varphi^{0}\left(v^{0} v^{1}\right)$ can be correctly defined. Repeating this step we reach $\varphi^{0}\left(v^{n}\right)$, then $\varphi^{1}\left(v^{0}\right)$, and so on. Since $Y$ is a compact polyhedron there exist integers $j<k$ such that $\varphi^{k}\left(v^{0}\right)-\varphi^{j}\left(v^{0}\right)=\partial c$, with $|c| \subset \varepsilon\left(F\left(v^{0}\right)\right)$. Then on $C$ let $\varphi=\sum_{j}^{k} \varphi^{i}$, except that

$$
\varphi\left(v^{n} v^{0}\right)=\sum_{j}^{k} \varphi^{i}\left(v^{n} v^{0}\right)+c .
$$

So far $\varphi$ is $\varepsilon$-accurate and accurate on vertices. But then as in the case $R_{1}=0$ this homomorphism may be extended correctly to $C(X, T)$.

We shall see in the next section that this theorem does not hold if the condition on either the dimension or the first Betti number is omitted.
§ 3. The Lefschetz theorem holds for set-valued functions in this form :
(8) Lemma. Let $X$ be a compact polyhedron, $F: X \rightarrow X$ an upper semi-continuous set-valued function. If $h$ is an induced homology homomorphism of $F$ and the Lefschetz number $\Lambda(h)=\Sigma(-1)^{q}$ trace $h_{q}$ is not zero, then $F$ has a fixed point.

The usefulness of this fact, of course, depends on our knowledge of the induced homomorphisms of a given set-valued map. From § 2 we get :
(9) Theorem. Let $F$ be a set-valued self-map of a compact polyhedren $X$ such that if $x \in X, F(x)$ is homologically trivial or consists of $n$ homologically trivial components. Then $F$ has a nontrivial homomorphism $h$ such that if $\Lambda(h) \neq 0$, then $F$ has a fixed point. If, further, $X$ is homologically trivial, then $F$ has a fixed point.

The case $n=1$ is the polyhedral form of the Eilenberg-Montgomery theorem [2], except that the requirement that $F$ be lower semi-continuous is then superfluous. However, if $n>1$ upper semi-continuity alone is not sufficient. For example, consider the self-map $F$ of the Euclidean interval $[-1,1]$ for which $F(0)=\{-1,1\}$ and $F(x)$ is 1 for $x>0,-1$ for $x<0$. Also, if $n>1$ the space of induced homomorphisms need not be 1 -dimensional as in the case $n=1$.

It does not appear that this result can be generalized by altering the number of components $F(x)$ is permitted to have. Mr. Richard Dunn has shown by a series of examples (unpublished) that if $S$ is any finite set of positive integers-except certain sets of the form $\{2, n\}$ and, necessarily, $\{1, n\}$-there is a self-map $F$ of the 2 -cell without fixed points
and such that for each point $x$ the number of points in $F(x)$ occurs in $S$.
(10) Theorem. Let $X$ be a compact 1-dimensional polyhedron with first Betti number $R_{1} \leqq 1$. Every set-valued self-map $F$ of $X$ has a nontrivial induced homomorphism such that if $\Lambda(h) \neq 0$ then $F$ has a fixed point.

In particular, as is known, every set-valued self-map of a tree has a fixed point.

The last remark of $\S 2$ may be justified by exhibiting suitable fixed-point-free maps. As for the restriction on the Betti number for example, let $X$ be a compact connected 1-dimensional polyhedron without end points and such that $R_{1}>1$. If $\varepsilon>0$ is sufficiently small, the function $F: X \rightarrow X$ for which $F(x)=\left\{x^{\prime} \mid d\left(x, x^{\prime}\right)=\varepsilon\right\}$ will be continuous if $d$ is a suitable metric and any induced homomorphism of $F$ will be a scalar multiple of the identity homomorphism of $H(X)$. Thus a nontrivial induced homomorphism of such a function would have nonzero Lefschetz number, contradicting (8).
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# A TOPOLOGICAL CHARACTERIZATION OF SETS OF REAL NUMBERS 

Mary Ellen Rudin

We will say that a space $E$ is of class $L$ if $E$ is a separable metric space which satisfies the following conditions:
(1) Each component of $E$ is a point or an arc (closed, open, or halfopen), and no interior point of an arc-component $A$ is a limit point of $E-A$.
(2) Each point of $E$ has arbitrarily small neighborhoods whose boundaries are finite sets.

The purpose of this note is to show that a necessary and sufficient condition that a space be homeomorphic to a set of real numbers is that it be of class $L$.

This gives an affirmative answer to a question raised by de Groot in [1].

In [2] L. W. Cohen proved that a separable metric space is homeomorphic to a set of real numbers if and only if it satisfies (1) above and (3) and (4) below :
(3) $E$ is zero-dimensional at each of its point-components.
(4) If $p$ is an end point of an arc-component $A$, then the space $(E-A) \cup\{p\}$ is zero-dimensional at $p$.

Any set of real numbers is clearly of class $L$. To prove the converse it is sufficient to show that every space of class $L$ satisfies conditions (3) and (4). To this end it is clearly enough to show the following :

If $X$ is a component of the space $E$ of class $L$ and $\varepsilon$ is a positive number. there is a set $U(X, \varepsilon)$ which is both open and closed, contains $X$, and is contained in the union of $X$ with the $\varepsilon$-neighborhoods of its endpoints (if any).

Suppose $X$ is a component of a space $E$ of class $L$ and $\varepsilon$ is a positive number. There exists an open set $V$ which contains $X$ but contains no point whose distance from $X$ exceeds $\varepsilon$, such that the boundary $B$ of $V$ is finite; if $X$ is a point, we can apply (2) directly to obtain $V$; if $X$ is an arc, let $V$ consist of $X$ plus type (2) neighborhoods of the end points of $X$ (if any).

Let $G$ denote the sets of all points $p$ of $E$ such that $E$ is the union of two mutually separated sets $S_{p}$ and $T_{p}$, where $S_{p}$ contains $X$ and $T_{p}$ contains $p$.

[^23]Case I. $E-G=X$. Then $G$ contains $B$. Let $R$ be the union of all sets $T_{p}$ for $p$ in $B$. Since $B$ is finite, $R$ is both open and closed and $V-R$ is suitable for $U(X, \varepsilon)$.

Case II. $E-G \neq X$. Since $X$ is a component, $E-G$ is the union of two mutually separated sets $Y$ and $Z$, where $Y$ contains $X$ and $Z$ is not empty. It will be shown that there is a set $K$ which is both open and closed and contains $Z$ but does not intersect $X$, thus contradicting the fact that $Z$ is not in $G$.

The definition of $G$, together with the fact that $E$ has a countable base, implies that $G=\bigcup_{n=1}^{\infty} G_{n}$, where each $G_{n}$ is both open and closed.

Let $p$ be a point of $Z$. If $q$ is a point of $G$, then $T_{q}$ contains $q$ and not $p$. The reasoning used in Case I shows that there is a neighborhood $N_{p}$ of $p$ which has no boundary point in $G$ and whose diameter is less than half the distance from $p$ to $Y$.

Let $\left\{H_{n}\right\}(n=1,2,3, \cdots)$ be a countable base for $E$. If $H_{n}$ is not a subset of $N_{p}$ for any $p$ in $Z$, put $K_{n}=0$. If, for some $p$ in $Z, H_{n}$ is a subset of $N_{p}$, let $N$ be one such $N_{p}$ and put $K_{n}=N-G_{n}$. Let $K=\bigcup_{n=1}^{\infty} K_{n}$. By the choice of $N_{p}, K$ has no limit point in $Y$. No $K_{n}$ has a boundary point in $G$ and only finitely many sets $K_{n}$ intersect any $G_{i}$. Consequently $K$ has no boundary points in $G$ and $K$ is both open and closed. Since $Z$ is a subset of $K$ and $X$ does not intersect $K$, the proof is complete.
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## THE FREDHOLM EIGEN VALUES OF PLANE DOMAINS

M. Schiffer

Introduction. The method of linear integral equations is an important tool in the theory of conformal mapping of plane simply-connected domains and in the boundary value problems of two-dimensional potential theory, in general. It yields a simple existence proof for solutions of such boundary value problems and leads to an effective construction of the required solution in terms of geometrically convergent NeumannLiouville series. The convergence quality of these series is of considerable practical importance and has been discussed by various authors [4, 5, 6, 7]. It depends on the numerical value of the lowest nontrivial eigen value of the corresponding homogeneous integral equation which is an important functional of the boundary curve of the domain in question. Ahlfors [1, 10] gave an interesting estimate for this eigen value in terms of the extreme quasi-conformal mapping of the interior of this curve onto its exterior. Warschawski [15] gave a very useful estimate for it in terms of the corresponding eigen value of a nearby curve which allows often a good estimate of the desired eigen value in terms of a well-known one. This method is particularly valuable for special domains, for example, nearly-circular or convex ones.

It is the aim of the present paper to study the eigen functions and eigen values of the homogeneous Fredholm equation which is connected with the boundary value problem of two-dimensional potential theory. In particular, we want to obtain a sharp estimate for the lowest nontrivial eigen value in terms of function theoretic quantities connected with the curve considered. The steps of our investigation might become easier to understand by the following brief outline of our paper.

In $\S 1$ we define the eigen values and eigen functions considered and transform the basic integral equation into a form which exhibits more clearly the interrelation with analytic function theory and extend the eigen functions as harmonic functions into the interior and the exterior of the curve. The boundary relations between these harmonic extensions are discussed and utilized to provide an example of a set of eigen functions and eigen values for the case of ellipses.

In § 2 we show the significance of the eigen value problem for the theory of the dielectric Green's function which depends on a positive parameter $\varepsilon$ and is defined in the interior as well as the exterior of the curve. This Green's function has an immediate electrostatic interpretation and its theoretical value consists in the fact that it permits a

[^24]continuous transition from the Green's function of a domain to its Neumann's function. All dielectric Green's functions permit simple series developments in terms of the eigen functions and eigen values studied and the possible applications of these series developments to inequalities in potential theory are briefly indicated. Finally, it is shown that analytic completion of the dielectric Green's functions leads ultimately to univalent analytic functions in the interior as well as the exterior domain. This will lead, on the one hand, to interesting information on potential theoretical questions by use of the numerous distortion theorems of conformal mapping. On the other hand, we obtain in this way a one-parameter family of conformal maps of the domains which start with the identity and end up with the normalized mapping onto a circle. This parametrization is of importance in the theory of univalent functions; it is entirely different from the Löwner parametrization of univalent functions [8].

In $\S \S 3$ and 4 we derive formulas for the variation of the various eigen values and dielectric Green's functions. We use at first interior variations and are thus able to derive precise variational formulas with uniform estimates for the error terms. By superposition of interior variations and simple transformations we can easily derive variational formulas of the Hadamard type. It is seen that the variational formula for the dielectric Green's function is surprisingly similar to that for the ordinary Green's function. It is seen that the circle is a curve for which all nontrivial eigen values are infinite. Thus, the circle leads to a homogeneous integral equation with an eigen value of infinite degeneracy and the usual perturbation theory cannot be applied. We show, therefore, by a special argument how eigen values for nearlycircular domains can be obtained.

Finally, we apply in § 5 the variational formula for the eigen values to a simple extremum problem for the lowest one which leads ultimately to the desired inequality. A characteristic difficulty, however, has to be overcome in this problem. It appears that the eigen values are only continuous functionals of the curve if the curve is deformed in such a way that normals in corresponding points are turned very little. Such a side condition is hard to preserve under general variations. We introduce, therefore, the concept of uniformly analytic curves which is closely related to the theory of univalent functions. Extremum problems within the class of uniformly analytic curves are easy to handle and the problem of the existence of extremum curves is likewise of very elementary nature. As the end result of our study an inequality then appears which estimates the lowest nontrivial Fredholm eigen value from below in terms of the modulus of uniform analyticity. This quantity is, however, easy to determine if a specific analytic curve
is prescribed. It seems that the concept of uniform analyticity may play a useful role in many further extremum problems and variational investigations. As a side result of our study we obtain a new class of plane curves for which the Fredholm eigen functions and eigen values can be computed explicitly.

1. The Fredholm eigen values. Let $C$ be a closed curve in the complex $z$-plane which is three times continuously differentiable; we denote the interior of $C$ by $D$ and its exterior by $\tilde{D}$. The kernel

$$
\begin{equation*}
k(z, \zeta)=\frac{\partial}{\partial n_{\zeta}} \log \frac{1}{|z-\zeta|} \tag{1}
\end{equation*}
$$

is a continuous function of both argument points as these vary on the curve $C$ only. We understand by $\frac{\partial}{\partial n_{\zeta}}$ the differentiation in direction of the normal at $\zeta$ on $C$ pointing into $D$.

The first boundary value problem of potential theory with respect to the domain $D$ can be reduced to the inhomogeneous integral equation

$$
\begin{equation*}
f(z)=\phi(z)+\frac{1}{\pi} \int_{\sigma} k(z, \zeta) \phi(\zeta) d s_{\zeta}, \quad z \in C \tag{2}
\end{equation*}
$$

while the second boundary value problem can be solved by reduction to an integral equation with transposed kernel

$$
f(z)=\psi(z)-\frac{1}{\pi} \int_{c} k(\zeta, z) \psi(\zeta) d s_{\zeta}, \quad z \in C
$$

In view of the Fredholm alternative in the theory of integral equations one is then led naturally to discuss the eigen values and eigen functions of the corresponding homogeneous integral equation

$$
\begin{equation*}
\phi_{\nu}(z)=\frac{\lambda_{\nu}}{\pi} \int_{c} k(z, \zeta) \phi_{\nu}(\zeta) d s_{\zeta} . \tag{3}
\end{equation*}
$$

These functionals of $C$ play an important role in the potential theory of the domains $D$ and $\tilde{D}$ as shall be seen in the following considerations. In this section we shall give a brief survey of their theory and various transformations of the integral equation (3) which will be used later.

We introduce the harmonic function

$$
\begin{equation*}
h_{\nu}(z)=\frac{\lambda_{\nu}}{\pi} \int_{\sigma} k(z, \zeta) \phi_{\nu}(\zeta) d s_{\zeta} \tag{4}
\end{equation*}
$$

which is defined in $D$ and $\tilde{D}$; for the sake of clarity, we shall denote it by $\tilde{h}(z)$ if its argument point lies in $\tilde{D}$. By the well-known discontinuity behavior of the kernel (1), we have the limit relations, valid for an arbitrary point $z_{0} \in C$ :

$$
\begin{equation*}
\lim _{z \rightarrow z_{0}} h_{\nu}(z)=\left(1+\lambda_{\nu}\right) \phi_{\nu}\left(z_{0}\right), \quad \lim _{z \rightarrow z_{0}} \tilde{h}_{\nu}(z)=\left(1-\lambda_{\nu}\right) \phi_{\nu}\left(z_{0}\right) . \tag{5}
\end{equation*}
$$

On the other hand, the normal derivative of a double-layer potential goes continuously through the curve $C$ which carries the charge and, hence,

$$
\begin{equation*}
\frac{\partial}{\partial n} h_{\nu}(z)=-\frac{\partial}{\partial \tilde{n}} \tilde{h}_{\nu}(z), \quad \text { for } z \in C, \tag{6}
\end{equation*}
$$

where $\frac{\partial}{\partial \tilde{n}}$ denotes normal differentiation into $\tilde{D}$.
By Green's identity, we have

$$
\begin{equation*}
\frac{1}{2 \pi} \int_{c}\left[h_{\nu}(\zeta) \frac{\partial}{\partial n_{\zeta}} \log \frac{1}{|\zeta-z|}-\log \frac{1}{|\zeta-z|} \frac{\partial}{\partial n} h_{\nu}(\zeta)\right] d s_{\zeta}=h_{\nu}(z) \delta(z) \tag{7}
\end{equation*}
$$

and

$$
\left.\frac{1}{2 \pi} \int_{\sigma} \tilde{h}_{\nu}(\zeta) \frac{\partial}{\partial \tilde{n}_{\zeta}} \log \frac{1}{|\zeta-z|}-\log \frac{1}{|\zeta-z|} \frac{\partial}{\partial \tilde{n}} \tilde{h}_{\nu}(\zeta)\right] d s_{\zeta}=\tilde{h}_{\nu}(z) \tilde{\delta}(z)
$$

where $\delta(z)$ and $\tilde{\delta}(z)$ are the characteristic functions of $D$ and $\tilde{D}$, that is,

$$
\delta(z)=\left\{\begin{array}{l}
1 \text { if } z \in D  \tag{8}\\
0 \text { if } z \in \tilde{D}
\end{array} \quad \quad \quad \tilde{\delta}(z)=1-\delta(z) .\right.
$$

Combining (7) with ( $7^{\prime}$ ) and observing the boundary relations (5) and (6) between $h_{\nu}(z)$ and $\tilde{h}_{\nu}(z)$, we obtain

$$
\begin{array}{ll}
-\frac{\lambda_{\nu}}{\pi\left(\lambda_{\nu}-1\right)} \int_{\sigma} \log \frac{1}{|\zeta-z|} \frac{\partial}{\partial n} h_{\nu}(\zeta) d s_{\zeta}=h_{\nu}(z), & z \in D  \tag{9}\\
-\frac{\lambda_{\nu}}{\pi\left(\lambda_{\nu}+1\right)} \int_{\sigma} \log \frac{1}{|\zeta-z|} \frac{\partial}{\partial \tilde{n}} \tilde{h}_{\nu}(\zeta) d s_{\zeta}=\tilde{h}_{\nu}(z), & z \in \tilde{D} .
\end{array}
$$

Define two analytic functions in $D$ and $\tilde{D}$, respectively, by the formulas

$$
\begin{equation*}
v_{\imath}(z)=\frac{\partial}{\partial z} h_{\imath}(z), \quad \tilde{v}_{\imath}(z)=\frac{\partial}{\partial z} \tilde{h}_{\imath}(z) . \tag{11}
\end{equation*}
$$

Differentiating (9) and (10) with respect to $z$, one obtains easily

$$
\begin{equation*}
v_{\imath}(z)=\frac{\lambda_{\nu}}{2 \pi i} \int_{0} \frac{\overline{\left(v_{\nu}(\zeta) d \zeta\right)}}{\zeta-z}, \tilde{v}_{\nu}(z)=\frac{\lambda_{\nu}}{2 \pi i} \int_{c} \frac{\left.\overline{\tilde{v}_{\nu}}(\zeta) d \zeta\right)}{\zeta-z} . \tag{12}
\end{equation*}
$$

These are elegant integral equations for the analytic functions $v_{\nu}(z)$ and $\tilde{v}_{\nu}(z)$ which are valid for $z \in D$ and $z \in \tilde{D}$, respectively.

We can also bring (12) into the form

$$
\begin{equation*}
v_{\imath}(z)=\frac{\lambda_{\imath}}{\pi} \iint_{D} \frac{\overline{v_{\imath}(\zeta)}}{(\zeta-z)^{2}} d \tau \quad \text { for } z \in D \tag{13}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{v}_{\nu}(z)=\frac{\lambda_{\nu}}{\pi} \iint_{\tilde{D}(\zeta-z)^{2}} \frac{\overline{\tilde{v}_{\nu}(\zeta)}}{} d \tau \quad \text { for } z \in \tilde{D} \tag{13'}
\end{equation*}
$$

which expresses $v_{\nu}(z)$ and $\tilde{v}_{\nu}(z)$ as solutions of integral equations with improper kernels. The integrals involved have to be understood in the Cauchy principal value sense.

In the transition from the integral equations (3) defined on $C$ to the integral equations (13), (13') defined in $D$ and $\tilde{D}$, we have lost one particular eigen function. Indeed, if $h(z)=$ const. were one of our eigen functions $h_{\nu}(z)$ it would have been cancelled out in the differentiation (11). But by (5), $h_{\nu}(z)=$ const. implies $\phi_{\nu}(z)=$ const. on $C$ and from (3) and the identity

$$
\begin{equation*}
\frac{1}{\pi} \int_{c} k(z, \zeta) d s_{s}=1, \quad z \in C \tag{14}
\end{equation*}
$$

follows, in fact, that each constant is an eigen function of (3) with the eigen value $\lambda=+1$. The eigen value $\lambda=+1$ plays an exceptional role in the entire Poincaré-Fredholm theory of the boundary value problem; the fact that the equations (13), ( $13^{\prime}$ ) lead to all other eigen values and their corresponding eigen functions and eliminate $\lambda=+1$ represents, therefore, a strong argument in favor of this transition.

Let $z(s)$ be the parametric representation of $C$ in terms of its length parameter $s$. Then

$$
\begin{equation*}
z^{\prime}=\frac{d z}{d s} \tag{15}
\end{equation*}
$$

will be the unit vector in tangential direction to $C$. The boundary relations (5) and (6) for $h_{\nu}$ and $\tilde{h}_{\nu}$ go over into the equations on $C$ :

$$
\begin{equation*}
\mathfrak{R}\left\{v_{\nu}(z) z^{\prime}\right\}=\frac{1+\lambda_{\nu}}{1-\lambda_{y}} \mathfrak{R}\left\{\tilde{v}_{\nu}(z) z^{\prime}\right\} \tag{16}
\end{equation*}
$$

$$
\begin{equation*}
\mathfrak{F}\left\{v_{\nu}(z) z^{\prime}\right\}=\mathfrak{F}\left\{\tilde{v}_{\nu}(z) z^{\prime}\right\} \tag{17}
\end{equation*}
$$

which can be combined into the one complex equation

$$
\begin{equation*}
v_{\nu}(z) z^{\prime}=\frac{1}{1-\lambda_{\nu}} \tilde{v}_{\nu}(z) z^{\prime}+\frac{\lambda_{\nu}}{1-\lambda_{\nu}}{\widetilde{v_{\nu}}(z) z^{\prime}} \tag{18}
\end{equation*}
$$

This relation combined with (12) throws an interesting light on the connection between $v_{\nu}(z)$ and $\tilde{v}_{\nu}(z)$. In fact, if we insert (18) into the first equation (12) and apply Cauchy's theorem, we find

$$
\begin{equation*}
v_{\nu}(z)=\frac{1}{2 \pi i} \frac{\lambda_{\nu}}{1-\lambda_{\nu}} \int_{c} \frac{\overline{\left(\tilde{v}_{\nu}(\zeta) d \zeta\right)}}{\zeta-z}, \quad z \in D \tag{19}
\end{equation*}
$$

Observe that the second formula (12) yields $\tilde{v}_{\nu}(z)$ for $z \in \tilde{D}$; now we see that the same expression yields $v_{\nu}(z)$ for $z \in D$, except for the factor $1-\lambda_{\nu}$. Similarly, one shows easily

$$
\begin{equation*}
\tilde{v}_{\nu}(z)=\frac{1}{2 \pi i} \frac{\lambda_{\nu}}{1+\lambda_{\nu}} \int_{C} \frac{\left.\overline{\left(v_{\nu}(\zeta) d \zeta\right.}\right)}{\zeta-z}, \quad z \in \tilde{D} \tag{20}
\end{equation*}
$$

If $f(z)$ is an arbitrary complex-valued function in the entire $z$-plane of the class $\mathscr{C}^{2}$, the equation

$$
\begin{equation*}
F(z)=-\frac{1}{\pi} \iint_{(\zeta-z)^{2}} \frac{\overline{f(\zeta)}}{(\zeta,} \tag{21}
\end{equation*}
$$

defines a new function in $\mathscr{C}^{2}$, its Hilbert transform. It is well-known [2] that the Hilbert transformation is norm-preserving, that is,

$$
\begin{equation*}
\iint|F|^{2} d \tau=\iint|f|^{2} d \tau \tag{22}
\end{equation*}
$$

Our formulas (13), (13') and (19), (20) imply that the functions

$$
f_{\nu}(z)=\left\{\begin{array}{c}
v_{\nu}(z) \text { in } D  \tag{23}\\
0
\end{array} \text { in } \tilde{D} \text { and } \tilde{f}_{\nu}(z)=\left\{\begin{array}{cc}
0 & \text { in } D \\
\tilde{v}_{\nu}(z) & \text { in } \tilde{D}
\end{array}\right.\right.
$$

have the Hilbert transforms
(24) $\quad F_{\nu}(z)=\left\{\begin{array}{ll}\frac{1}{\lambda_{\nu}} v_{\nu}(z) & \text { in } D \\ \left(\frac{1}{\lambda_{\nu}}+1\right) \tilde{v}_{\nu}(z) & \text { in } \tilde{D}\end{array} \quad\right.$ and $\quad \tilde{F}_{\nu}(z)= \begin{cases}\left(\frac{1}{\lambda_{\nu}}-1\right) v_{\nu}(z) & \text { in } D \\ \frac{1}{\lambda_{\nu}} \tilde{v}_{\nu}(z) & \text { in } \tilde{D} .\end{cases}$

Hence (22) yields

$$
\begin{equation*}
\left(\lambda_{\nu}-1\right) \iint_{D}\left|v_{\nu}\right|^{2} d \tau=\left(\lambda_{\nu}+1\right) \iint_{\tilde{D}}\left|\tilde{v}_{\nu}\right|^{2} d \tau . \tag{25}
\end{equation*}
$$

From (25) we conclude easily that

$$
\begin{equation*}
\left|\lambda_{2}\right|>1 . \tag{26}
\end{equation*}
$$

For if, for example, $\lambda_{\nu}=1$, we would have $\tilde{v}_{\nu} \equiv 0$ in $\tilde{D}, \tilde{h}_{\nu}(z)=$ const. and hence by (6) also $h_{\gamma}(z)=$ const. But this would imply, in turn, $v_{\nu}(z) \equiv 0$ and no eigen functions would exist.

With each eigen value $\lambda_{\nu}$ of (4) the eigen value $-\lambda_{\nu}$ also occurs, except for $\lambda=1$. In fact, if we denote the conjugate functions of $h_{\nu}(z)$ and $\tilde{h}_{\nu}(z)$ by $g_{\nu}(z)$ and $\tilde{g}_{\nu}(z)$, we have by the Cauchy-Riemann formulas the relations

$$
\begin{equation*}
\frac{\partial}{\partial n} g_{\nu}(z)=-\frac{1+\lambda_{\nu}}{1-\lambda_{\nu}} \frac{\partial}{\partial \tilde{n}} \tilde{\tilde{n}}_{\nu}(z), \frac{\partial}{\partial s} g_{\nu}(z)=\frac{\partial}{\partial s} \tilde{g}_{\nu}(z) . \tag{27}
\end{equation*}
$$

Hence, putting

$$
\begin{equation*}
g_{\nu}^{*}(z)=\left(1-\lambda_{\nu}\right) g_{\nu}(z), \quad \tilde{g}_{\nu}^{*}(z)=\left(1+\lambda_{\nu}\right) \tilde{g}_{\nu}(z) \tag{28}
\end{equation*}
$$

and adding an appropriate constant we find for $z \in C$ :

$$
\begin{equation*}
g_{\nu}^{*}(z)=\frac{1-\lambda_{\nu}}{1+\lambda_{\nu}} \tilde{g}_{\nu}^{*}(z), \quad \frac{\partial}{\partial n} g_{\nu}^{*}(z)=-\frac{\partial}{\partial \tilde{n}} \tilde{\tilde{n}}_{\nu}^{*}(z) . \tag{29}
\end{equation*}
$$

These are the boundary relations between $h_{\nu}$ and $\tilde{h}_{\nu}$ but with $-\lambda_{\nu}$ instead of $\lambda_{\nu}$. This proves our assertion.

If we start conversely from the complex integral equations (13) and ( $13^{\prime}$ ) and consider any eigen function $v_{\nu}(z)$ with the eigen value $\lambda_{\nu}$, it will be observed that $e^{i \alpha} v_{\imath}(z)$ is also an eigen function to the eigen value $\lambda_{2} e^{-2 t \alpha}$. Hence, if we focus our attention on the integral equations (12) or (13) we may assume without loss of generality that $\lambda_{y}$ is a real positive eigen value. Calculating backward, we can easily see that each such eigen value is also an eigen value of the Fredholm integral equation (4) and so is $-\lambda_{2}$.

It is readily verified that eigen functions $v_{\nu}(z)$ and $v_{\mu}(z)$ which belong to different eigen values $\lambda_{\nu}$ and $\lambda_{\mu}$ satisfy the orthogonality relation

$$
\begin{equation*}
\iint_{D} v_{\nu}(z) \overline{v_{\mu}(z)} d \tau=0 . \tag{30}
\end{equation*}
$$

This condition can be extended to the case of any two linearly independent eigen functions. Similarly

$$
\begin{equation*}
\iint_{\tilde{\nu}} \tilde{v}_{\nu} \overline{\hat{v}}_{\mu} d \tau=0 \tag{31}
\end{equation*}
$$

for any two different eigen functions $\tilde{v}_{\nu}, \tilde{v}_{\mu}$. In view of (25), we define

$$
\begin{equation*}
w_{\nu}(z)=\sqrt{\lambda_{2}-1} \quad v_{\nu}(z), \quad \tilde{w}_{\nu}(z)=i \sqrt{\lambda_{2}+1} \quad \tilde{v}_{\nu}(z) . \tag{32}
\end{equation*}
$$

Then we can assume the orthonormality relations

$$
\begin{equation*}
\iint_{D} w_{\nu} \bar{w}_{\mu} d \tau=\delta_{\nu \mu}, \iint_{\tilde{D}} \tilde{w}_{\nu} \overline{\tilde{w}}_{\mu} d \tau=\delta_{\nu \mu} . \tag{33}
\end{equation*}
$$

We have in view of (18) the boundary relations on $C$ :

$$
\begin{equation*}
w_{\nu}(z) z^{\prime}=\frac{i}{\sqrt{\lambda_{\nu}^{2}-1}} \tilde{w}_{\nu}(z) z^{\prime}-\frac{\lambda_{\nu} i}{\sqrt{\lambda_{\nu}^{2}-1}} \overline{\tilde{w}_{\nu}(z) z^{\prime}} ; \tag{34}
\end{equation*}
$$

from (19) and (20) follows

$$
\begin{equation*}
w_{\nu}(z)=-\frac{\lambda_{\nu}}{2 \pi \sqrt{\lambda_{\nu}^{2}-1}} \int_{c} \frac{\left(\tilde{w}_{\nu}(\zeta) d \zeta\right)}{\zeta-z}, \tag{35}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{w}_{\nu}(z)=\frac{\lambda_{\nu}}{2 \pi \sqrt{\lambda_{\nu}^{2}-1}} \int_{c} \frac{\left(w_{\nu}(\zeta) d \zeta\right)}{\zeta-z}, \quad z \in \tilde{D} \tag{36}
\end{equation*}
$$

If we were able to guess two functions $w(z)$ and $\tilde{w}(z)$ which are analytic in $D$ and $\tilde{D}$, respectively, and which satisfy on $C$ the relation (34) for a properly chosen $\lambda$, we would have obtained a particular solution for the eigen value problems (13) and (13'). It is sometimes possible to construct such pairs of functions and to obtain thus eigen values and eigen functions for the Fredholm integral equation. One possibility of construction is the following: We refer the curve $C$ by conformal mapping to the unit circumference. Let

$$
\begin{equation*}
z=f(\zeta) \tag{35}
\end{equation*}
$$

be analytic on and near $|\zeta|=1$ and map it onto $C$. The condition (34) can now be referred to $|\zeta|=1$ and reads:

$$
\begin{equation*}
w[f(\zeta)] f^{\prime}(\zeta) i \zeta=-\frac{1}{\sqrt{\lambda^{2}-1}} \tilde{w}[f(\zeta)] f^{\prime}(\zeta) \zeta-\frac{\lambda}{\sqrt{\lambda^{2}-1}} \overline{\tilde{w}[f(\zeta)] f^{\prime}(\zeta) \zeta} . \tag{38}
\end{equation*}
$$

Since the conjugation $\bar{\zeta}$ means just $\frac{1}{\zeta}$ on $|\zeta|=1$ it is easier to guess solutions in this form.

Let, for example,

$$
\begin{equation*}
z=f(\zeta)=\zeta+\frac{\rho^{2}}{\zeta}, \quad 0<\rho<1 \tag{39}
\end{equation*}
$$

This means that $C$ is an ellipse. Let us put

$$
\begin{equation*}
w[f(\zeta)] f^{\prime}(\zeta) \zeta=a \zeta^{n}+b \zeta^{-n} \tag{40}
\end{equation*}
$$

and

$$
\begin{equation*}
w[f(\zeta)] f^{\prime}(\zeta) \zeta=i \zeta^{-n} . \tag{41}
\end{equation*}
$$

Condition (38) will be fulfilled if we put

$$
\begin{equation*}
a=\frac{\lambda}{\sqrt{\lambda^{2}-1}}, \quad b=\frac{-1}{\sqrt{\lambda^{2}-1}} . \tag{42}
\end{equation*}
$$

Define $W(f)=\int w d f$ and $\tilde{W}(f)=\int \tilde{w} d f$. Then (40) and (41) yield

$$
\begin{equation*}
W[f(\zeta)]=\frac{1}{n}\left(a \zeta^{n}-b \zeta^{-n}\right)=\frac{\lambda}{n \sqrt{\lambda^{2}-1}}\left(\zeta^{n}+\lambda^{-1} \zeta^{-n}\right), \tag{43}
\end{equation*}
$$

$$
\begin{equation*}
\tilde{W}[f(\zeta)]=-\frac{i}{n} \zeta^{-n} . \tag{44}
\end{equation*}
$$

Now the function (39) is univalent outside of $|\zeta|=\rho$ and, hence, we may consider $\zeta$ as a regular analytic function of $z \in \tilde{D}$. Thus, $\tilde{W}(z)$ and $\tilde{w}(z)$ are regular analytic in $\tilde{D}$. In order that $W(z), w(z)$ be analytic in $D$ we must require that

$$
\begin{equation*}
\lambda=\rho^{-2 n} . \tag{45}
\end{equation*}
$$

In fact, $\zeta^{n}+\frac{\rho^{2 n}}{\zeta^{n}}$ can be expressed as a Chebysheff polynomial of $z$. Thus we have guessed an infinity of eigen values and eigen functions for the case of the ellipse. It can be shown that $\lambda^{n}= \pm \rho^{-2 n}$ gives all eigen values of the ellipse for $n=1,2, \cdots$. Since $\rho=0$ describes a circle, we recognize, in particular, that all eigen values $\lambda_{\nu}$ for a circle have the the value infinity [3].

If we know the eigen values and eigen functions of a given domain $D$ we can find immediately the eigen values and eigen functions of every domain $D^{*}$ which is obtained from $D$ by a linear transformation

$$
\begin{equation*}
z^{*}=\frac{a z+b}{c z+d}=l(z) . \tag{46}
\end{equation*}
$$

In fact, let

$$
\begin{equation*}
w_{\nu}^{*}\left(z^{*}\right) l^{\prime}(z)=w_{\nu}(z), \quad \tilde{w}_{\nu}^{*}\left(z^{*}\right) l^{\prime}(z)=\tilde{w}_{\nu}(z), \quad \lambda_{\nu}^{*}=\lambda_{\nu} . \tag{47}
\end{equation*}
$$

It follows from (33) that the $w_{\nu}^{*}$ and $\tilde{w}_{\nu}^{*}$ form an orthonormal set of analytic functions in $D^{*}$ and $\tilde{D}^{*}$, respectively. Since we have on $C^{*}$

$$
\begin{equation*}
z^{* \prime}(z)=l^{\prime}(z) \tag{48}
\end{equation*}
$$

it is also obvious that (34) is fulfilled which shows that $w_{\nu}^{*}$ and $\tilde{w}_{\nu}^{*}$ are, in fact, the normalized eigen functions of the domains $D^{*}$ and $\tilde{D}^{*}$. In particular, we note that the eigen values $\lambda_{\nu}$ of a domain are unchanged under linear transformation. Similar domains, for example, have the same set of eigen values.
2. The dielectric problem. The consideration of the electrostatic field of a point source at $\zeta$ in the presence of a dielectric medium in $D$ with the dielectric constant $\varepsilon$ leads to the following heuristic definition of a Green's function $G_{\varepsilon}(z, \zeta)$ :
(a) $G_{\mathrm{e}}(z, \zeta)$ is harmonic in $D$ and $\tilde{D}$, except for $z=\zeta$.
(b) $G_{\mathrm{s}}(z, \zeta)-\log \frac{1}{|z-\zeta|}$ is harmonic at $\zeta$ if $\zeta \in \tilde{D}$.
(b') $G_{\varepsilon}(z, \zeta)-\varepsilon \log \frac{1}{|z-\zeta|}$ is harmonic at $\zeta$ if $\zeta \in D$.
(c) $G_{\varepsilon}(z, \zeta)$ is continuous through $C$.
(d) $\frac{\partial}{\partial n} G_{\varepsilon}(z, \zeta)+\varepsilon \frac{\partial}{\partial \tilde{n}} G_{\varepsilon}(z, \zeta)=0$ on $C$ for $\zeta \in D$ or $\tilde{D}$.
(e) $\log |z|+G_{\varepsilon}(z, \zeta) \rightarrow 0$ if $z \rightarrow \infty$, for $\zeta \in D$ or $\zeta \in \tilde{D}$.

It is easily seen that $G_{\varepsilon}(z, \zeta)$ is uniquely determined by these conditions and that it satisfies the symmetry condition

$$
\begin{equation*}
G_{\varepsilon}(\zeta, \eta)=G_{\varepsilon}(\eta, \zeta) . \tag{1}
\end{equation*}
$$

We may construct $G_{\mathrm{\varepsilon}}(z, \zeta)$ by means of a line potential as follows. Let $\zeta \in \tilde{D}$ and put

$$
\begin{equation*}
G_{\mathrm{z}}(z, \zeta)=\log \frac{1}{|z-\zeta|}+\int_{C} \mu(\eta, \zeta) \log |\eta-z| d s_{\eta} . \tag{2}
\end{equation*}
$$

This set-up satisfies automatically conditions (a), (b) and (c); we can fulfill condition (e) by the requirement

$$
\begin{equation*}
\int_{c} \mu(\eta, \zeta) d s_{\eta}=0 \tag{3}
\end{equation*}
$$

and finally (d) by solving the integral equation
(4) $-\frac{1-\varepsilon \cdot \frac{1}{1+\varepsilon} \pi \frac{\partial}{\partial n_{z}}}{} \log \frac{1}{|z-\zeta|}=\mu(z, \zeta)-\frac{1-\varepsilon 1}{1+\varepsilon \pi} \int_{\sigma} \mu(\eta, \zeta) \frac{\partial}{\partial n_{z}} \log \frac{1}{|\eta-z|} d s_{\eta}$.

As long as $\varepsilon>0$ this equation can be solved in a unique way since $\left|\frac{1-\varepsilon}{1+\varepsilon}\right|<1$ and all eigen values of the corresponding homogeneous integral equation are larger or equal to one in absolute value. One verifies also from (4) that condition (3) is automatically fulfilled. In a similar way we proceed for $\zeta \in D$.

The integral equation (4) indicates already the close relation between the Green's function $G_{\varepsilon}(z, \zeta)$ and the Fredholm eigen functions. We obtain a further insight from the Dirichlet identities:

$$
\begin{align*}
\iint_{D} \nabla G_{\varepsilon}(z, \zeta) \nabla h_{\nu}(z) d \tau & =-\int_{C} G_{\varepsilon}(z, \zeta) \frac{\partial}{\partial n} h_{\nu}(z) d s_{z}  \tag{5}\\
& =2 \pi \varepsilon h_{\nu}(\zeta) \partial(\zeta)-\int_{C} h_{\nu}(z) \frac{\partial}{\partial n} G_{\mathrm{z}}(z, \zeta) d s_{z}
\end{align*}
$$

and
(6) $\iint_{\tilde{D}} \nabla G_{\varepsilon}(z, \zeta) \cdot \nabla \tilde{h}_{\nu}(z) d \tau=-\int_{C} G_{\varepsilon}(z, \zeta) \frac{\partial}{\partial \tilde{n}} \tilde{h}_{\nu}(z) d s_{z}$

$$
=2 \pi \tilde{h}_{2}(\zeta) \tilde{\partial}(\zeta)-\int_{C} \tilde{h}_{\imath}(z) \frac{\partial}{\partial \tilde{n}} G_{\mathrm{\varepsilon}}(z, \zeta) d s_{z} .
$$

Here we use $\delta(\zeta)$ and $\tilde{\delta}(\zeta)$ as defined in (1.8). Identity (6) is valid in spite of the logarithmic pole of $G_{8}$ at infinity since $\tilde{h}_{2}(z)$ vanishes there.

Adding (5) and (6) and using (1.6), we obtain

$$
\begin{equation*}
\iint_{\tilde{D}} \nabla G_{\mathrm{e}}(z, \zeta) \nabla \tilde{h}_{\nu}(z) d \tau=-\iint_{D} \nabla G_{\mathrm{e}}(z, \zeta) \nabla h_{\nu}(z) d \tau \tag{7}
\end{equation*}
$$

Putting

$$
\begin{equation*}
\rho_{2}=\frac{\lambda_{y}+1}{\lambda_{y}-1} \tag{8}
\end{equation*}
$$

and using the boundary relations (1.5) and (d), we find:

$$
\begin{align*}
&-\varepsilon \rho_{\nu} \iint_{\tilde{D}} \nabla G_{z}(z, \zeta) \nabla \tilde{h}_{2} d \tau+\iint_{D} \nabla G_{\varepsilon}(z, \zeta) \nabla h_{\nu} d \tau  \tag{9}\\
&=2 \pi \varepsilon\left[h_{2}(\zeta) \delta(\zeta)-\rho_{\nu} \tilde{h}_{\nu}(\zeta) \tilde{\delta}(\zeta)\right] .
\end{align*}
$$

Thus, finally,

$$
\begin{align*}
\iint_{D} \nabla G_{\varepsilon}(z, \zeta) \nabla h_{\nu}(z) d \tau & =\frac{2 \pi \varepsilon}{1+\varepsilon \rho_{\nu}}\left[h_{\nu}(\zeta) \delta(\zeta)-\rho_{\nu} \tilde{h}_{\nu}(\zeta) \tilde{\delta}(\zeta)\right]  \tag{10}\\
& =-\iint_{\tilde{D}} \nabla G_{\varepsilon}(z, \zeta) \nabla \tilde{h}_{\nu} d \tau
\end{align*}
$$

The eigen functions $h_{\nu}(z)$ connected with the Fredholm equation appear thus as the eigen functions of the integral equation in $D$ :

$$
\frac{1+\varepsilon \rho_{\nu}}{2 \pi \varepsilon} \iint_{D} \nabla G_{\varepsilon}(z, \zeta) \cdot \nabla h_{\nu}(z) d \tau=h_{\nu}(\zeta), \quad \zeta \in D .
$$

Let $G(z, \zeta)$ be the ordinary Green's function of $D$; obviously

$$
\begin{equation*}
\iint_{D} \nabla G(z, \zeta) \cdot \nabla h_{\nu}(z) d \tau=0 . \tag{11}
\end{equation*}
$$

Hence we obtain for $h_{\nu}(z)$ the integral equation

$$
\begin{equation*}
\frac{1+\varepsilon \rho_{\nu}}{2 \pi \varepsilon} \iint_{D} \nabla K_{\mathrm{z}}(z, \zeta) \cdot \nabla h_{\nu}(z) d \tau=h_{\nu}(\zeta) \tag{12}
\end{equation*}
$$

with the regular harmonic kernel

$$
\begin{equation*}
K_{z}(z, \zeta)=G_{\varepsilon}(z, \zeta)-\varepsilon G(z, \zeta) . \tag{13}
\end{equation*}
$$

Let

$$
\begin{equation*}
\tilde{G}(z, \infty)=\log |z|+\tilde{r}+O\left(\frac{1}{|z|}\right) \tag{14}
\end{equation*}
$$

represent the Green's function of $\tilde{D}$ with the source point at infinity. By (1.5) we have obviously

$$
\begin{equation*}
\int_{c} h_{\nu}(z) \frac{\partial \tilde{G}(z, \infty)}{\partial \tilde{n}} d s=\frac{1+\lambda_{\nu}}{1-\lambda_{\nu}} \int_{c} \tilde{h}_{\nu}(z) \frac{\partial \tilde{G}(z, \infty)}{\partial \tilde{n}}=2 \pi \frac{1+\lambda_{\nu}}{1-\lambda_{\nu}} \tilde{h}_{\nu}(\infty)=0 . \tag{15}
\end{equation*}
$$

We now define the linear space $\Sigma$ consisting of all functions $h(z)$ which are harmonic in $D$, have a finite Dirichlet integral there and satisfy the linear homogeneous condition

$$
\begin{equation*}
\int_{c} h(z) \frac{\partial \widetilde{G}(z, \infty)}{\partial \tilde{n}} d s=0 . \tag{16}
\end{equation*}
$$

Observe that the only constant element in $\Sigma$ is the function $h \equiv 0$. All $h_{\nu}(z)$ lie in $\Sigma$; in view of (12) and the symmetry of $K_{\varepsilon}(z, \zeta)$ we may assume that they are orthonormalized by the conditions

$$
\begin{equation*}
\iint_{D} \nabla h_{\nu} \cdot \nabla h_{\mu} d \tau=\delta_{\nu \mu} \tag{17}
\end{equation*}
$$

and it is easily seen that they form a complete orthonormal set in $\Sigma$ [3].

If we use the conditions (c) and (e) in the definition of $G_{\varepsilon}(z, \zeta)$, we can show that the function

$$
\begin{equation*}
h(z)=K_{\varepsilon}(z, \zeta)-\tilde{\gamma} \tag{18}
\end{equation*}
$$

lies in $\Sigma$. Hence we have for it the following series development

$$
\begin{equation*}
G_{\varepsilon}(z, \zeta)-\varepsilon G(z, \zeta)=\tilde{\gamma}+\sum_{\nu=1}^{\infty} \frac{h_{\nu}(z) h_{\nu}(\zeta)}{1+\varepsilon \rho_{\nu}} \cdot 2 \pi \varepsilon, \quad \zeta \in D \tag{19}
\end{equation*}
$$

The Fourier coefficients in this development have been calculated from (12); the series converges uniformly in each closed subdomain of $D$.

Suppose next $\zeta \in \tilde{D}$ and consider the harmonic function

$$
\begin{equation*}
h(z)=G_{\varepsilon}(z, \zeta)+\tilde{G}(\zeta, \infty)-\tilde{\gamma} . \tag{20}
\end{equation*}
$$

It is easily seen that $h(z) \in \Sigma$. Hence we may develop $h(z)$ into a series in the complete orthonormal system $h_{\nu}(z)$. Using (10), we find

$$
\begin{equation*}
G_{\mathrm{\varepsilon}}(z, \zeta)=\tilde{\gamma}-\tilde{G}(\zeta, \infty)-2 \pi \varepsilon \sum_{\nu=1}^{\infty} \frac{\rho_{\nu}}{1+\varepsilon \rho_{\nu}} h_{\nu}(z) \tilde{h}(\zeta) \tag{21}
\end{equation*}
$$

This series converges for $\zeta \in \tilde{D}$ and $z$ in a closed subdomain of $D$.
Observe that by definition of $G_{\varepsilon}(z, \zeta)$ we have for $\varepsilon=1$

$$
\begin{equation*}
G_{1}(z, \zeta)=\log \frac{1}{|z-\zeta|} \tag{22}
\end{equation*}
$$

Hence (19) contains the following series representation for the ordinary Green's function of $D$ :

$$
\begin{equation*}
G(z, \zeta)=\log \frac{1}{|z-\zeta|}-\tilde{\gamma}-2 \pi \sum_{\nu=1}^{\infty} \frac{h_{\nu}(z) h_{\nu}(\zeta)}{1+\rho_{\nu}} \tag{23}
\end{equation*}
$$

On the other hand, (21) reduces for $\varepsilon=1$ to

$$
\begin{equation*}
\tilde{G}(\zeta, \infty)=\log |z-\zeta|+\tilde{\gamma}-2 \pi \sum_{\nu=1}^{\infty} \frac{\rho_{\nu}}{1+\rho_{\nu}} h_{\nu}(z) \tilde{h}(\zeta) . \tag{24}
\end{equation*}
$$

In a similar way we can derive series developments for $G_{\varepsilon}(z, \zeta)$ in the exterior $\tilde{D}$ of $C$. Observe that in view of the boundary conditions (1.5) and (1.6) the normalization (17) of the $h_{\nu}(z)$ implies

$$
\begin{equation*}
\iint_{\tilde{D}} \nabla \tilde{h}_{\nu} \cdot \nabla \tilde{h}_{\mu} d \tau=\rho_{\nu}^{-1} \delta_{\mu \nu} \tag{25}
\end{equation*}
$$

Let $\tilde{\Sigma}$ be the linear function space consisting of all functions $\tilde{h}(z)$ which are harmonic in $\tilde{D}$, have a finite Dirichlet integral there and which vanish at infinity. Clearly the $\left\{\rho_{\nu}^{1 / 2} \widetilde{h}_{\nu}(z)\right\}$ form a complete orthonormal set in $\tilde{\Sigma}$.

On the other hand, let $\tilde{G}(z, \zeta)$ be the Green's function of $\tilde{D}$. Then it is easily verified that by condition (e) and (14)

$$
\begin{equation*}
\tilde{h}(z)=G_{\varepsilon}(z, \zeta)-\tilde{G}(z, \zeta)+\tilde{G}(\zeta, \infty)+\tilde{G}(z, \infty)-\tilde{\gamma}, \quad z, \zeta \in \tilde{D}, \tag{26}
\end{equation*}
$$

lies in $\tilde{\Sigma}$. Again using the Dirichlet formula (10), we find

$$
\begin{gather*}
G_{\varepsilon}(z, \zeta)-\tilde{G}(z, \zeta)+\tilde{G}(\zeta, \infty)+\tilde{G}(z, \infty)-\tilde{\gamma}  \tag{27}\\
=2 \pi \varepsilon \sum_{\nu=1}^{\infty} \frac{\tilde{h}_{\nu}(z) \tilde{h}_{\nu}(\zeta) \rho_{\nu}^{2}}{1+\varepsilon \rho_{\nu}} .
\end{gather*}
$$

Putting, in particular, $\varepsilon=1$, we obtain by virtue of (22):

$$
\begin{equation*}
\tilde{G}(z, \zeta)-\tilde{G}(\zeta, \infty)-\tilde{G}(z, \infty)=\log \frac{1}{|z-\zeta|}-\tilde{\gamma}-2 \pi \sum_{v=1}^{\infty} \frac{\tilde{h}_{\nu}(z) \tilde{h}_{\nu}(\zeta) \rho_{\dot{\nu}}}{1+\rho_{\nu}} . \tag{28}
\end{equation*}
$$

We have thus shown that all dielectric Green's functions can be constructed simultaneously and in $D$ as well as in $\tilde{D}$, once the system of eigen functions $h_{\nu}(z)$ and the corresponding eigen values $\lambda_{\nu}$ are known.

Numerous inequalities can be drawn from these representations. We shall restrict ourselves to one single example. Denote, for $\zeta \in D$,

$$
\begin{equation*}
G_{\varepsilon}(z, \zeta)-\varepsilon \log \frac{1}{|z-\zeta|}=g_{\varepsilon}(z, \zeta), \quad G(z, \zeta)-\log \frac{1}{|z-\zeta|}=g(z, \zeta) . \tag{29}
\end{equation*}
$$

The functions $g_{\varepsilon}(z, \zeta)$ and $g(z, \zeta)$ represent the potentials induced by a unit pole at $\zeta$ in the presence of the dielectric in $D$, and in the presence of the grounded conductor $C$, respectively. We find from (19)

$$
\begin{equation*}
g_{\varepsilon}(\zeta, \zeta)-\varepsilon g(\zeta, \zeta) \geqq \tilde{r} . \tag{30}
\end{equation*}
$$

Since $e^{-\tilde{\gamma}}$ represents the electrostatic capacity of the conductor $C$, we obtain an interesting estimate for the dielectric reaction potential in terms of capacity constants connected with the conductor surface $C$. For $\varepsilon=1$, we have $g_{1}(\zeta, \zeta)=0$ and hence

$$
\begin{equation*}
\check{r} \leqq-g(\zeta, \zeta) \tag{31}
\end{equation*}
$$

This is an inequality connecting the inner and the outer Green's function of $C$; in the case that $C$ is a circumference and $\zeta$ is its center, this inequality becomes an equality.

Up to this point we stressed the connection between the Green's function $G(z, \zeta)$ and the eigen functions $h_{\nu}(z)$. Since the Fredholm eigen functions appear also in the theory of the second boundary value problem, we should also expect some relations between the $h_{\nu}(z)$ and the Neumann's function of the domain $D$.

The Neumann's function is usually defined by its constant normal derivative on $C$

$$
\begin{equation*}
\frac{\partial N(z, \zeta)}{\partial n_{z}}=\frac{2 \pi}{L}, \quad z \in C, \zeta \in D, L=\text { length of } C, \tag{32}
\end{equation*}
$$

and by the linear homogeneous side condition

$$
\begin{equation*}
\int_{0} N(z, \zeta) d s_{z}=0, \quad \zeta \in D \tag{33}
\end{equation*}
$$

In order to operate within the class $\Sigma$, characterized by (16), we introduce the functions

$$
\begin{equation*}
\alpha(z)=\frac{1}{2 \pi} \int_{0} N(t, z)\left[\frac{\partial \tilde{G}(t, \infty)}{\partial n}+\frac{2 \pi}{L}\right] d s_{t} \tag{34}
\end{equation*}
$$

and

$$
\begin{align*}
h(z)= & N(z, \zeta)-G(z, \zeta)+\alpha(z)+\alpha(\zeta)  \tag{35}\\
& +\frac{1}{4 \pi^{2}} \iint_{C O} N(t, \tau) \frac{\partial \tilde{G}(t, \infty)}{\partial n} \frac{\partial \tilde{G}(\tau, \infty)}{\partial n} d s_{t} d s_{\tau} .
\end{align*}
$$

It is easily verified that $h(z) \in \Sigma$. Since obviously

$$
\begin{equation*}
\int_{c}\left[\frac{\partial \widetilde{G}(t, \infty)}{\partial n}+\frac{2 \pi}{L}\right] d s=0, \tag{34'}
\end{equation*}
$$

the function $\alpha(z)$ is harmonic in $D$ and has the normal derivative

$$
\frac{\partial \alpha}{\partial n}=-\frac{\partial \tilde{G}(z, \infty)}{\partial n}-\frac{2 \pi}{L}, \quad z \in C
$$

Hence, finally, we have for $z \in C$

$$
\begin{equation*}
\frac{\partial h}{\partial n}=-\frac{\partial G(z, \zeta)}{\partial n}-\frac{\partial \tilde{G}(z, \infty)}{\partial n} \tag{35'}
\end{equation*}
$$

and consequently in view of (16) valid for each $h_{2}(z)$ :

$$
\begin{equation*}
\iint_{D} \nabla h \cdot \nabla h_{\nu} d \tau=-\int_{G} h_{\nu} \frac{\partial h}{\partial n} d s=2 \pi h_{\nu}(\zeta) . \tag{36}
\end{equation*}
$$

Since $h(z) \in \Sigma$ and the $h_{\nu}(z)$ are a complete orthonormal system in $\Sigma$, we have the Fourier development

$$
\begin{align*}
& N(z, \zeta)-G(z, \zeta)+\frac{1}{2 \pi} \int_{C} N(t, z) \frac{\partial \tilde{G}(t, \infty)}{\partial n} d s+\frac{1}{2 \pi} \int_{C} N(t, \zeta) \frac{\partial \tilde{G}(t, \infty)}{\partial n} d s  \tag{37}\\
& \quad+\frac{1}{4 \pi^{2}} \iint_{c c} N(t, \tau) \frac{\partial \tilde{G}(t, \infty)}{\partial n} \frac{\partial \tilde{G}(\tau, \infty)}{\partial n} d s_{t} d s_{\tau}=\sum_{\nu=1}^{\infty} h_{\nu}(z) h_{\nu}(\zeta) \cdot 2 \pi .
\end{align*}
$$

This formula is useful to establish the exact asymptotics of the function $G_{\varepsilon}(z, \zeta)$ as $\varepsilon \rightarrow 0$ as can be seen from formula (19).

The dielectric Green's functions $G_{\varepsilon}(z, \zeta)$ are closely related to a set of interesting univalent analytic functions. In order to show this connection we complete the harmonic functions $G_{\mathrm{e}}(z, \zeta)$ to analytic functions in $z$. We will obtain, of course, two entirely different functions when $z$ lies in $D$ or $\tilde{D}$. Let us denote the analytic completion of $G_{\mathrm{z}}(z, \zeta)$ by $P_{\mathrm{s}}(z, \zeta)$ if $z \in D$ and by $\tilde{P}_{\varepsilon}(z, \zeta)$ if $z \in \tilde{D}$. We want to show that for fixed $\zeta \in D$

$$
\begin{equation*}
f_{\mathrm{z}}(z)=e^{-1 / \varepsilon P_{\mathrm{g}}(z, \zeta)}, \tilde{f}_{\mathrm{z}}(z)=e^{-\widetilde{P}_{\mathrm{z}}(z, \zeta)} \tag{38}
\end{equation*}
$$

represent univalent analytic functions in $D$ and $\tilde{D}$, respectively.
For the sake of simplicity, we shall assume in the following consideration that $C$ is an analytic curve. There exists, therefore, an analytic function $z=f(t)$ which maps a neighborhood of a segment of the real axis in the $t$-plane onto a neighborhood of a given arc of $C$. The function $G_{\varepsilon}(z, \zeta)$ becomes a harmonic function $g(t)$ to both sides of the segment. It goes continuously through the segment, but its normal derivatives satisfy the discontinuity law

$$
\begin{equation*}
\frac{\partial g}{\partial n}+\varepsilon \frac{\partial g}{\partial \tilde{n}}=0 \quad \text { for real } t . \tag{39}
\end{equation*}
$$

Let

$$
\begin{equation*}
p(t)=P_{\mathrm{\varepsilon}}(f(t), \zeta), \tilde{p}(t)=\tilde{P}_{\mathrm{z}}(f(t), \zeta) \tag{40}
\end{equation*}
$$

We find easily for $t$ in the segment and in view of the described discontinuity behavior of $g(t)$ :

$$
\begin{equation*}
\mathfrak{R}\left\{p^{\prime}(t)\right\}=\Re\left\{\tilde{p}^{\prime}(t)\right\}, \mathfrak{J}\left\{p^{\prime}(t)\right\}=\varepsilon \mathfrak{F}\left\{\tilde{p}^{\prime}(t)\right\} . \tag{41}
\end{equation*}
$$

We can combine the two relations (41) into the one equation:

$$
\begin{equation*}
p^{\prime}(t)=\frac{1+\varepsilon}{2} \tilde{p}^{\prime}(t)+\frac{1-\varepsilon}{2} \tilde{p}^{\prime}(\bar{t}) . \tag{42}
\end{equation*}
$$

This formula allows an analytic continuation of $\tilde{p}^{\prime}(t)$ into the upper halfplane and of $p^{\prime}(t)$ into the lower. This proves that $p^{\prime}(t)$ and $\tilde{p}^{\prime}(t)$ are still analytic on the segment of the real axis in the $t$-plane. Re-
turning to the $z$-plane we can infer that the functions

$$
\begin{equation*}
P_{\varepsilon}^{\prime}(z, \zeta)=\frac{d}{d z} P_{z}(z, \zeta), \quad \tilde{P}_{\varepsilon}^{\prime}(z, \zeta)=\frac{d}{d z} \tilde{P}_{\varepsilon}(z, \zeta) \tag{43}
\end{equation*}
$$

are analytic beyond the curve $C$. Thus we proved that the two determinations of the Green's functions $G_{\varepsilon}(z, \zeta)$ are still regular harmonic on $C$ if $C$ is an analytic curve.

We derive from (40) and (42) that

$$
\begin{equation*}
\frac{P_{\varepsilon}^{\prime}(z, \zeta)}{\tilde{P}_{\varepsilon}^{\prime}(z, \zeta)}=\frac{1+\varepsilon}{2}+e^{-2 i \alpha 1-\varepsilon} \frac{2}{2}, \quad \alpha=\arg \tilde{p}^{\prime}(t) \tag{44}
\end{equation*}
$$

Since we assume throughout $\varepsilon>0$, we see that the ratio (44) always lies in the right half of the complex plane. This implies

$$
\begin{equation*}
\Delta \arg \tilde{P}_{\mathrm{g}}^{\prime}(z, \zeta)=\Delta \arg P_{\mathrm{z}}^{\prime}(z, \zeta) \tag{45}
\end{equation*}
$$

if $z$ runs through the curve $C$ in the positive sense with respect to $D$. But by the argument principle we have

$$
\begin{equation*}
\Delta \arg P_{\mathrm{e}}^{\prime}(z, \zeta)=Z-P, \Delta \arg \tilde{P_{\varepsilon}^{\prime}}(z, \zeta)=\tilde{P}-\tilde{Z} \tag{46}
\end{equation*}
$$

where $P, Z$ are the numbers of zeros and poles of $P_{\varepsilon}^{\prime}$ in $D$ and $\tilde{P}, \tilde{Z}$ have the same meaning with respect to $\tilde{P}_{\varepsilon}^{\prime}$ and $\tilde{D}$. In case some zero of $P_{\varepsilon}^{\prime}$ should lie on $C$, we can deform the curve in such a way that it does not contain any zero and draw the same conclusion in view of the analyticity of $P_{\varepsilon}^{\prime}$ and $\tilde{P_{\varepsilon}^{\prime}}$ on $C$.

We know by definition that if $\zeta \in D$ we have

$$
\begin{equation*}
P=1, Z \geqq 0 ; \tilde{P}=0, \tilde{Z} \geqq 1 \tag{47}
\end{equation*}
$$

Hence, from (45), (46) and (47), we conclude

$$
\begin{equation*}
Z-1 \leqq-1 \tag{48}
\end{equation*}
$$

This is only possible if

$$
\begin{equation*}
\tilde{Z}=1, Z=0 . \tag{49}
\end{equation*}
$$

Hence we can state that $P_{z}^{\prime}(z, \zeta)$ and $\tilde{P}_{\varepsilon}^{\prime}(z, \zeta)$ do not vanish at any finite point of the $z$-plane.

Consider now the system of differential equations ( $z=x+i y$ )

$$
\begin{equation*}
\frac{d x}{d t}=-\frac{\partial}{\partial x} G_{\mathrm{e}}(z, \zeta), \quad \frac{d y}{d t}=-\frac{\partial}{\partial y} G_{\mathrm{e}}(z, \zeta) . \tag{50}
\end{equation*}
$$

Along each solution curve $x(t), y(t)$ of this system we have

$$
\begin{equation*}
\frac{d}{d t} G_{\mathrm{e}}(z(t), \zeta)=-\left[\left(\frac{d x}{d t}\right)^{2}+\left(\frac{d y}{d t}\right)^{2}\right]<0 . \tag{51}
\end{equation*}
$$

We have just shown that no critical point exists where $\nabla G_{\mathrm{z}}=0$. Hence the net of solution curves covers the entire $z$-plane in a regular manner. All curves start out from the point $z=\zeta$ and run towards infinity. Each curve possesses the integral

$$
\begin{equation*}
\mathfrak{\Im}\{P(z, \zeta)\}=\text { const. or } \Im\left\{\tilde{P}_{\varepsilon}(z, \zeta)\right\}=\text { const. }, \tag{52}
\end{equation*}
$$

according as it is considered in $D$ or in $\tilde{D}$. From these facts it is evident that the functions (38) have the asserted univalency properties in $D$ and $\tilde{D}$, respectively.

The importance of our result lies in the fact that the numerous distortion theorems of univalent function theory are now at our disposal in order to derive estimates of the various potential theoretical quantities connected with $G_{\varepsilon}(z, \zeta)$ in terms of the geometry of the curve $C$.

Let us observe, further, that for $\varepsilon=1$ the function $\tilde{f_{1}}(z)$ represents the identity mapping while for $\varepsilon=0$ we conclude from (21) that

$$
\begin{equation*}
\tilde{f_{0}}(z)=e^{-\tilde{r}} \cdot e^{\tilde{P}(z, \infty)}=z+c_{1}+\frac{c_{1}}{z}+\cdots \tag{53}
\end{equation*}
$$

is the univalent function which maps $\tilde{D}$ onto the exterior of a circle of radius $e^{-\tilde{\gamma}}$ and which has at infinity the derivative one. Thus we can interpolate a continuous sequence of univalent mappings between the identity map of $\tilde{D}$ and its normalized mapping onto the exterior of a circle.

The preceding considerations show clearly the significance of the Fredholm eigen values and eigen functions for the dielectric problem and the general potential theory of the curve $C$. A generalization of most concepts to the physically more interesting case of three dimensions is easily done.
3. The variation of the eigen values. The variation of the eigen values $\lambda_{\nu}$ under a variation of the curve $C$ can be determined by using the variational theory of the Green's function and of the various kernel functions connected with it [3]. In this paper we wish to give a straightforward and elementary derivation of the variational formulas.

Let $z_{0}$ be an arbitrary fixed point in $\tilde{D}$ and consider the mapping

$$
\begin{equation*}
z^{*}=z+\frac{\alpha}{z-z_{0}} . \tag{1}
\end{equation*}
$$

For small enough $\alpha$ this will be a univalent mapping of $C$ into a new smooth curve $C^{*}$. Let us denote its eigen values by $\lambda_{\nu}^{*}$ and its eigen functions by $w_{v}^{*}(z)$. We have used various eigen function definitions in the domain $D$; the $w_{\nu}^{*}(z)$ shall play the same role with respect to $D^{*}$ (the domain bounded by $C^{*}$ ) as the $w_{2}(z)$ defined in Section 1 played with respect to $D$.

We have the integral equation

$$
\begin{equation*}
w_{\nu}^{*}\left(z^{*}\right)=\frac{\lambda_{\nu}^{*}}{2 \pi i} \int_{c^{*}} \frac{\left(w_{v}^{*}\left(\zeta^{*}\right) d \zeta^{*}\right)}{\zeta^{*}-z^{*}}, \quad z^{*} \in D^{*} \tag{2}
\end{equation*}
$$

Let us define

$$
\begin{equation*}
m_{\nu}(z)=w_{\nu}^{*}\left(z+\frac{\alpha}{z-z_{\jmath}}\right)\left(1-\frac{\alpha}{\left(z-z_{j}\right)^{2}}\right) . \tag{3}
\end{equation*}
$$

This is a regular analytic function in $D$ since (1) maps $D$ univalently onto $D^{*}$ where $w_{\nu}^{*}\left(z^{*}\right)$ is analytic. Using (3), we can rewrite (2) into the simpler form

$$
\begin{equation*}
m_{\nu}(z)=\left(1-\frac{\alpha}{\left(z-z_{0}\right)^{2}}\right) \cdot \frac{\lambda_{\nu}^{*}}{2 \pi i} \int_{\sigma}\left[1-\frac{\alpha}{\left(z-z_{0}\right)\left(\zeta-z_{0}\right)}\right]^{-1} \frac{\left(m_{\nu}(\zeta) d \zeta\right)}{\zeta-z} . \tag{4}
\end{equation*}
$$

We have thus referred all variables back to our original domain $D$, but $\lambda_{\nu}^{*}$ and $m_{\nu}(z)$ appear now as the eigen values and eigen functions of an integral equation with slightly changed kernel.

We may transform the new integral equation (4) by easy calculations into

$$
\begin{equation*}
m_{\nu}(z)=\frac{\lambda_{\nu}^{*}}{\pi} \iint_{D} \frac{m_{v}(\zeta)}{(\zeta-z)^{2}} d \tau-\alpha \frac{\lambda_{\nu}^{*}}{\pi} \iint_{D\left[\left(z-z_{\nu}\right)\left(\zeta-z_{\nu}\right)-\alpha\right]^{2}} . \tag{5}
\end{equation*}
$$

Observe that by the definition (3) we have

$$
\iint_{D}\left|m_{\nu}(z)\right|^{2} d \tau=\iint_{D^{*}}\left|w_{\nu}^{*}\left(z^{*}\right)\right|^{2} d \tau^{*}=1
$$

We have thus to determine the normalized eigen functions $m_{\nu}(z)$ to the integral equation (5) which differs from our original equation (1.13) by an $\alpha$-term which can be estimated uniformly in $z$ for $z_{0} \in \tilde{D}$ fixed.

Let us define the analytic function [3]

$$
\begin{equation*}
L(z, \zeta)=-\frac{2}{\pi} \frac{\partial^{2}}{\partial z \partial \zeta} G(z, \zeta)=\frac{1}{\pi(z-\zeta)^{2}}-l(z, \zeta) . \tag{7}
\end{equation*}
$$

It is well-known that for every function $f(z)$ which is analytic in $D$ and for which $\iint_{D}|f|^{2} d \tau<\infty$ holds

$$
\begin{equation*}
\iint_{D} L(z, \zeta) \overline{f(\zeta)} d \tau=0 . \tag{8}
\end{equation*}
$$

Hence we have the identity, valid for each such $f(z)$,

$$
\begin{equation*}
\frac{1}{\pi} \iint_{D} \frac{\overline{f(\zeta)}}{(\zeta-z)^{2}} d \tau=\iint_{D} l(z, \zeta \overline{f(\zeta)} d \tau . \tag{9}
\end{equation*}
$$

Under our assumptions about the boundary curve $C$ of $D$, it can be shown that $l(z, \zeta)$ is continuous in both variables in the closed region $D+C$. Thus (5) can be put into the form:

$$
\begin{equation*}
m_{\nu}(z)=\lambda_{\nu}^{*} \iint_{D} l\left(z, \zeta \overline{m_{\nu}(\zeta)} d \tau-\alpha \frac{\lambda_{\nu}^{*}}{\pi} \iint_{D} \frac{\overline{m_{\nu}(\zeta)}}{\left[\left(z-z_{0}\right)\left(\zeta-z_{0}\right)-\alpha\right]^{2}} d \tau,\right. \tag{10}
\end{equation*}
$$

while $w_{\imath}(z)$ satisfies the unperturbed integral equation

$$
\begin{equation*}
w_{\imath}(z)=\lambda_{\nu} \iint_{D} l(z, \zeta) \overline{w_{\imath}(\zeta) d \tau} . \tag{11}
\end{equation*}
$$

Now we can apply the general perturbation theory for regular kernels [9] and state that the eigen functions $m_{\imath}(z)$ and the eigen values $\lambda_{\nu}^{*}$ are analytic functions of the perturbation parameters $\alpha$ and $\bar{\alpha}$ and can be developed in power series in them. For $\alpha=0, \lambda_{\nu}^{*}$ will coincide with $\lambda_{\nu}$ while $m_{\nu}(z)$ will then lie in the linear space spanned by the eigen functions of (11) which belong to the unperturbed eigen value $\lambda_{2}$.

Let $w_{\nu}^{(j)}(z)(j=1, \cdots, n)$ denote the eigen functions belonging to $\lambda_{\nu}$. We have the developments

$$
\begin{equation*}
\lambda_{\nu}^{*}=\lambda_{\nu}+|\alpha| \kappa_{\nu}+O\left(|\alpha|^{2}\right) \tag{12}
\end{equation*}
$$

and

$$
\begin{equation*}
m_{\nu}(z)=\sum_{j=1}^{n} A_{j} w_{\imath}^{(j)}(z)+|\alpha| \omega_{\nu}(z)+O\left(|\alpha|^{2}\right) . \tag{13}
\end{equation*}
$$

Inserting (12) and (13) into (10) and making use of (11), we find

$$
\begin{align*}
& \sum_{j=1}^{n} A_{j} w_{\nu}^{(j)}(z)= \frac{\lambda_{\nu}^{*}}{\lambda_{\nu}} \sum_{j=1}^{n} \bar{A}_{j} w_{\nu}^{(j)}(z)+|\alpha| \lambda_{\nu} \iint_{D} l(z, \zeta) \overline{\omega_{\nu}(\zeta)} d \tau  \tag{14}\\
&-|\alpha| \omega_{\nu}(z)-\frac{\alpha \lambda_{\nu}}{\left(z-z_{0}\right)^{2} \pi} \sum_{j=1}^{n} \bar{A}_{j} \iint_{D} \frac{\overline{w_{\nu}^{(j)}(\zeta)}}{\left(\zeta-z_{0}\right)^{2}} \\
& \tau+O\left(|\alpha|^{2}\right) .
\end{align*}
$$

We multiply this identity with $w_{2}^{(k)}(z)$ and integrate over $D$. We use the orthonormality of the $w_{\imath}^{(k)}(z)$, the symmetry of $l(z, \zeta)$ and the integral equation (11). We also make use of the fact that by (1.36)

$$
\begin{equation*}
\frac{1}{\pi} \iint_{D} \frac{\overline{w_{\nu}(\zeta)}}{\left(\zeta-z_{0}\right)^{2}} d \tau=\frac{\sqrt{\lambda_{v}^{2}-1}}{i \lambda_{\nu}} \tilde{w}_{\nu}\left(z_{0}\right) . \tag{15}
\end{equation*}
$$

Hence we arrive at

$$
\begin{align*}
A_{k}= & \frac{\lambda_{\nu}^{*}}{\lambda_{\nu}} \bar{A}_{k}+2 i|\alpha| \Im\left\{\iint_{D} w_{\nu}^{(k)}(z) \overline{\omega_{\nu}(z)} d \tau\right\}  \tag{16}\\
& +\alpha \frac{\pi\left(\lambda_{\nu}^{2}-1\right)}{\lambda_{\nu}} \sum_{j=1}^{n} \overline{A_{k}} \widetilde{w}_{\nu}^{(j)}\left(z_{0}\right) \tilde{w}_{\nu}^{(k)}\left(z_{0}\right)+O\left(|\alpha|^{2}\right), \quad k=1,2, \cdots, n .
\end{align*}
$$

Using the development (12) and comparing equal powers of $|\alpha|$ on both sides, we obtain

$$
\begin{equation*}
\Im\left\{A_{k}\right\}=0, \quad A_{k}=\text { real }, k=1,2, \cdots, n \tag{17}
\end{equation*}
$$

Taking real parts in (16) and putting

$$
\begin{equation*}
\operatorname{sgn} \alpha=\frac{\alpha}{|\alpha|}=e^{i \beta}, \tag{18}
\end{equation*}
$$

we find

$$
\begin{equation*}
\kappa_{\nu} A_{k}+\pi\left(\lambda_{\nu}^{2}-1\right) \sum_{j=1}^{n} A_{j} \Re\left\{e^{i \beta} \tilde{w}_{\nu}^{(j)}\left(z_{0}\right) \tilde{w}_{\nu}^{(k)}\left(z_{0}\right)\right\}=0, \quad k=1,2, \cdots, n . \tag{19}
\end{equation*}
$$

Thus the possible values of $\kappa_{\nu}$ in the development (12) of the perturbed eigen value $\lambda_{\nu}^{*}$ are the eigen values of the secular equation

$$
\begin{equation*}
\operatorname{det}\left\|\kappa_{\nu} \delta_{j k}+\pi\left(\lambda_{\nu}^{2}-1\right) \Re\left\{e^{i \beta} \tilde{w}_{\nu}^{(j)}\left(z_{0}\right) \tilde{w}_{\nu}^{(k)}\left(z_{0}\right)\right\}\right\|=0 . \tag{20}
\end{equation*}
$$

In particular, if $\lambda_{\nu}$ is a simple (nondegenerate) eigen value, we have the simple variational formula

$$
\begin{equation*}
\delta \lambda_{\nu}=|\alpha| \cdot \kappa_{\nu}=-\pi\left(\lambda_{\nu}^{2}-1\right) \Re\left\{\alpha \tilde{w}_{\nu}\left(z_{0}\right)^{2}\right\} . \tag{21}
\end{equation*}
$$

Let us suppose next that we perform a variation (1) of the curve $C$ but now with $z_{0} \in D$. Since the mapping (1) is regular and univalent in $\tilde{D}$, we can repeat the entire argument by interchanging the roles of $D$ and $\tilde{D}$. We thus find

$$
\begin{equation*}
\operatorname{det}\left\|\kappa_{\nu} \delta_{j k}+\pi\left(\lambda_{\nu}^{2}-1\right) \Re\left\{e^{i \beta} w_{\nu}^{(j)}\left(z_{0}\right) w_{\nu}^{(k)}\left(z_{0}\right)\right\}\right\|=0 \tag{22}
\end{equation*}
$$

as the secular equation for the $\kappa_{2}$-terms and

$$
\begin{equation*}
\delta \lambda_{\nu}=|\alpha| \kappa_{\nu}=-\pi\left(\lambda_{\nu}^{2}-1\right) \Re\left\{\alpha w_{\nu}\left(z_{0}\right)^{2}\right\} \tag{23}
\end{equation*}
$$

in the nondegenerate case. Formulas (21) and (23) exhibit the complete symmetry of our theory with respect to $D$ and $\tilde{D}$.

We used the method of interior variations (1) in order to reduce the variational problem for the $\lambda_{\nu}$ explicitly to the theory of perturbation in classical integral equation theory. The formulas obtained are also very convenient in various extremum problems regarding the $\lambda_{2}$ as we shall show later. It seems, however, desirable to give also a variational formula for deformations of $C$ which are described by the normal shift $\delta n$ of each point on $C$. For this purpose we put

$$
\begin{align*}
& \Re\left\{\pi\left(\lambda_{\nu}^{2}-1\right) \alpha w_{\nu}^{(j)}\left(z_{0}\right) w_{\nu}^{(k)}\left(z_{0}\right)\right\}  \tag{24}\\
& \quad=\Re\left\{\frac{\alpha}{2 i}\left(\lambda_{\nu}^{2}-1\right) \oint_{\sigma} \frac{w_{\nu}^{(j)}(\zeta) w_{\nu}^{(k)}(\zeta)}{\zeta-z_{0}} d \zeta\right\}, \quad z_{0} \in D .
\end{align*}
$$

Applying Cauchy's integral theorem with respect to $\tilde{D}$, we also find

$$
\begin{equation*}
0=\Re\left\{\frac{\alpha}{2 i}\left(\lambda_{\nu}^{2}-1\right) \oint_{c} \frac{\tilde{w}_{i}^{(j)}(\zeta) \tilde{w}_{i}^{(k)}(\zeta)}{\zeta-z_{j}} d \zeta\right\} . \tag{25}
\end{equation*}
$$

Finally, we derive from (1.34) that

$$
\begin{align*}
\left(\lambda_{\nu}^{2}-1\right) & \left\{w_{\nu}^{(j)}(\zeta) w_{\nu}^{(k)}(\zeta)-\tilde{w}_{\nu}^{(j)}(\zeta) \tilde{w}_{\nu}^{(k)}(\zeta)\right\} \zeta^{\prime 2}  \tag{26}\\
& =2 \Re\left\{\lambda_{\nu} \widetilde{w}_{\nu}^{(j)}(\zeta) \overline{\tilde{w}}_{\nu}^{(k)}(\zeta)\right. \\
\lambda_{\nu}^{2} & \left.\tilde{w}_{\nu}^{(j)}(\zeta) \tilde{w}_{\nu}^{(k)}(\zeta) \zeta^{\prime 2}\right\}
\end{align*} .
$$

Hence, if we subtract (25) from (24), we obtain

$$
\begin{align*}
& \mathfrak{R}\left\{\pi\left(\lambda_{\nu}^{2}-1\right) \alpha w_{\nu}^{(j)}\left(z_{0}\right) w_{\nu}^{(k)}\left(z_{0}\right)\right\}  \tag{27}\\
& \quad=\oint_{\sigma} \Re\left\{\lambda_{\nu} \tilde{w}_{\nu}^{(j)}(\zeta) \overline{\tilde{w}_{\nu}^{(k)}}(\zeta)\right. \\
& \left.\quad \lambda_{\nu}^{2} \tilde{w}^{(j)}(\zeta) \tilde{w}_{\nu}^{(k)}(\zeta) \zeta^{\prime 2}\right\} \delta n d s
\end{align*}
$$

where

$$
\begin{equation*}
\grave{ } n=\mathfrak{R}\left\{-\frac{1}{i \zeta^{\prime}} \frac{\alpha}{\zeta-z_{0}}\right\} \tag{28}
\end{equation*}
$$

represents the normal shift of $C$ under the deformation (1). Thus the coefficients of the secular equation for $\delta \lambda$ have been expressed in terms of $\delta n$.

In particular, we have in the nondegenerate case in view of (23)

$$
\begin{equation*}
\delta \lambda_{\nu}=\int_{\sigma}\left[\lambda_{v}^{2} \Re\left\{\tilde{w}_{\nu}(\zeta)^{2} \zeta^{\prime 2}\right\}-\lambda_{\nu}\left|\tilde{w}_{\nu}(\zeta)\right|^{2}\right] \delta n d s . \tag{29}
\end{equation*}
$$

It can easily be verified from (1.34) that on $C$

$$
\begin{align*}
& \lambda_{\nu} \mathfrak{R}\left\{\tilde{w}_{\nu}^{(j)} \overline{w_{\nu}^{(k)}}\right\}-\lambda_{\nu}^{2} \Re\left\{\tilde{w}_{\nu}^{(j)} \tilde{w}_{\nu}^{(k)} \zeta^{\prime 2}\right\}  \tag{30}\\
& \quad=-\lambda_{\nu} \mathfrak{R}\left\{w_{\nu}^{(j)} \overline{w_{\nu}^{(k)}}\right\}+\lambda_{\nu}^{2} \Re\left\{w_{\nu}^{(j)} w_{\nu}^{(k)} \zeta^{\prime 2}\right\} .
\end{align*}
$$

Thus we may replace $\tilde{w}$ by $w$ in formulas (27) and (29); since transition
from $D$ to $\tilde{D}$ implies also a change of sign of the interior normal, the end result is unchanged. Thus the variational formula of the Hadamard type (29) is entirely symmetric with respect to the two complementary domains considered. If we had chosen $z_{0} \in \tilde{D}$, we would have obtained the same end result (29).

We derived (29) in the case of 2. particular variation of the type (1). But since a variational formula depends linearly and additively on the variation, and since we can approximate general $\delta n$-variations by superposition of special variations of the type (1), we can extend (29) to the most general case of a $\delta n$-variation.

The value of the variational formula (29) is of heuristic nature; it shows the dependence of $\lambda_{2}$ on the geometry of $C$. For a precise study of extremum problems it is preferable to apply the variational formulas based on interior variations of the type (1).

We can derive, however, interesting monotonicity results by means of (29). Let, for example, $z=f(u)$ give the conformal mapping of the unit circle $|u|<1$ onto the domain $D$. Let $C_{r}$, be the image under this map of the circumference $|u|=r<1$; ard let $\lambda(r), w(z, r)$ denote, say, the 2 th eigen value and eigen function of $C_{r}$. We assume, for the sake of simplicity, that $\lambda(r)$ is nondegenerate and then easily derive from (29):

$$
\begin{align*}
\frac{d}{d r} \lambda(r)= & -\lambda(r) \oint_{|u|=r}|w(z, r)|^{2}\left|f^{\prime}(u)\right|^{2} d s_{u}  \tag{29'}\\
& +\lambda(r)^{2} \Re\left\{\frac{i}{r} \oint_{n u \mid=r} w(z, r)^{2} f^{\prime}(u)^{2} u d u\right\} .
\end{align*}
$$

The function

$$
\left.F_{r}(u)=w[f(u), r)\right] f^{\prime}(u)
$$

is regular analytic for $|u| \leqq r$; hence the second integral in (29') vanishes by Cauchy's integral theorem and we obtain:

$$
\frac{d}{d r} \log \lambda(r)=-\int_{|x|=r}\left|F_{r}(u)\right|^{2} d s_{u_{u}}<0 .
$$

The eigen values $\lambda(r)$ of the level curves $C_{r}$ are monotonically decreasing if $r$ increases.

For every function $F(u)$ which is regular analytic for $|u| \leqq r$ holds the obvious inequality

29"')

$$
\int_{|u|=r}|F(u)|^{2} d s_{u} \geqq \frac{2}{r} \iint_{|u|\langle r}|F(u)|^{2} d \tau .
$$

Observe now that because of the normalization of $w(z, r)$ inside of $C_{r}$ the function $F_{r}(u)$ is normalized in the circle $|u|<r$. Hence, combining ( $29^{\prime \prime}$ ) with ( $29^{\prime \prime \prime}$ ), we finally obtain

$$
\begin{equation*}
\frac{d}{d r}\left(\lambda r^{2}\right) \leqq 0 \tag{iv}
\end{equation*}
$$

Since we have the trivial estimate $\lambda(1) \geqq 1$ for every curve $C$, we then derive from ( $29^{\text {iv }}$ ) the useful estimate

$$
\begin{equation*}
\lambda(r) \geqq \frac{1}{r^{2}} \quad \text { for } r \leqq 1 \tag{29「}
\end{equation*}
$$

In order to apply the usual perturbation method of integral equation theory we had to replace the integral equation (1.13) with singular kernel by the integral equation (11) which has the regular symmetric kernel $l(z, \zeta)$. The necessity for this transition becomes clear when we consider the exceptional case that $C$ is a circumference. In this case (and only then), we have $l(z, \zeta)=0$. The original integral equation (1.13) has only the eigen value $\lambda=\infty$ and each function $f(z)$ which is analytic in $D$ is an eigen function.

In fact, suppose for the sake of simplicity that $C$ is the unit circumference $z \cdot \bar{z}=1$. We have

$$
\begin{equation*}
\frac{1}{\pi} \iint_{|\zeta|<1} \frac{\overline{f(\zeta)}}{(\zeta-z)^{2}} d \tau=\frac{1}{2 \pi i} \oint_{|\zeta|=1} \frac{\overline{f(\zeta) d \zeta}}{\zeta-z}=\frac{1}{2 \pi i} \oint_{|\zeta|=1} \frac{\zeta f(\zeta) d \zeta}{\zeta \bar{z}-1} . \tag{31}
\end{equation*}
$$

By means of the residue theorem we conclude therefore

$$
\frac{1}{\pi} \iint_{\mid \zeta 1<1} \frac{\overline{f(\zeta)}}{(\zeta-z)^{2}} d \tau= \begin{cases}0 & \text { if }|z|<1  \tag{32}\\ \frac{1}{z^{2}} \bar{f}\left(\frac{1}{z}\right) & \text { if }|z|>1\end{cases}
$$

This equation proves our statement that $\lambda=\infty$ is the only eigen value of (1.13) in this case and that it is of infinite degeneracy.

Our variational theory does not work in this exceptional case. However, let $\left|z_{0}\right|>1$ and $C^{*}$ be the image of $|z|=1$ under the variation (1). We define its eigen function $w_{\nu}^{*}(z)$ and by (3) a function $m_{\nu}(z)$ which is regular analytic in $D$. It satisfies the integral equation (5) which, in view of (32), can be brought into the simple form

$$
\begin{equation*}
m_{\nu}(z)=-\frac{\alpha \lambda_{v}^{*}}{\left(z-z_{0}\right)^{2}} \frac{1}{\eta^{2}} \bar{m}_{\nu}\left(\frac{1}{\eta}\right), \quad \eta=z_{0}+\frac{\alpha}{z-z_{0}} . \tag{33}
\end{equation*}
$$

Let

$$
\begin{equation*}
m_{\nu}(z)=\frac{d}{d z} M_{\nu}(z) ; \tag{34}
\end{equation*}
$$

if we choose the right constant of integration in the definition of $M_{\nu}(z)$, we can integrate (33) to the identity

$$
\begin{equation*}
M_{\nu}(z)=-\lambda_{\nu}^{*} \bar{M}_{\nu}(L(z)), \tag{35}
\end{equation*}
$$

where

$$
\begin{equation*}
L(z)=\eta^{-1}=\frac{z-z_{0}}{z_{0}\left(z-z_{0}\right)+\alpha} \tag{36}
\end{equation*}
$$

is a linear function of $z$. Thus we obtain a simple functional equation for the eigen functions $w_{\nu}^{*}(z)$ and the eigen values $\lambda_{\nu}^{*}$ of the varied curve $C^{*} . \alpha$ must be sufficiently small in order that the mapping (1) be univalent in $D$; but we have not made any neglection of higher powers of $\alpha$ and (35) will give the precise value of $\lambda_{2}^{*}$.

If we iterate (35), we obtain

$$
M_{\imath}(z)=\lambda_{\nu}^{* 2} M_{\nu}(A(z)), \quad \Lambda=\bar{L}(L(z))
$$

If $z_{1}, z_{2}$ are the fixed points of the linear transformation $Z=\Lambda(z)$, we can write

$$
\begin{equation*}
\frac{Z-z_{1}}{Z-z_{2}}=\tau^{2} \frac{z-z_{1}}{z-z_{2}} \tag{38}
\end{equation*}
$$

where $\left|z_{1}\right|<1,\left|z_{2}\right|>1$. The eigen functions $M_{\nu}(z)$ are of the form

$$
\begin{equation*}
M_{\nu}(z)=A_{2}\left(\frac{z-z_{1}}{z-z_{2}}\right)^{\nu}, \quad \nu=1,2 \cdots \tag{39}
\end{equation*}
$$

and belong to the eigen values

$$
\begin{equation*}
\lambda_{\nu}^{*}= \pm \tau^{-\nu} . \tag{40}
\end{equation*}
$$

Thus all eigen functions and eigen values of the curve $C^{*}$ can be calculated explicitly. An easy computation shows that for small values of $\varepsilon$

$$
\begin{equation*}
\tau^{-1}=\frac{\left(\left|z_{0}\right|^{2}-1\right)^{2}}{|\alpha|}+O(1) . \tag{41}
\end{equation*}
$$

An analogous calculation can be performed if the unit circle is transformed by a variation (1) with $\left|z_{0}\right|<1$. If we consider a superposition of variations (1), we can still derive an asymptotic formula for the eigen values $\lambda_{v}^{*}$ obtained. Thus we have shown that the eigen values for nearly circular domains can be obtained asymptotically in
spite of the fact that the circle has an infinitely degenerate eigen value.
We showed at the end of $\S 1$ that the eigen values of an ellipse can be calculated explicitly. This result is a particular case of our preceding investigation since the exterior of the ellipse is obtained from the exterior of the unit circle by a transformation (1) with $z_{0}=0$ and $|\alpha|<1$.

There are relatively few domains for which the eigen values and eigen functions of the Fredholm integral equation are known. It is, therefore, important to possess at least an asymptotic formula for the eigen values of nearly circular domains which admits many arbitrary parameters. Such formulas are particularly useful when one wishes to test hypotheses with respect to the eigen values of general domains.
4. The variation of the dielectric Green's function. In this section we want to derive the formula for the variation of the dielectric Green's function $G_{\varepsilon}(z, \zeta)$ defined in § 2 . It will appear that it possesses a very simple variational formula which is quite similar to that for the ordinary Green's function of a plane domain. We shall again consider the interior variation

$$
\begin{equation*}
z^{*}=z+\frac{\alpha}{z-z_{0}} \tag{1}
\end{equation*}
$$

which transforms the curve $C$ into a curve $C^{*}$ defining the two complementary domains $D^{*}$ and $\tilde{D}^{*}$. Let $G_{\varepsilon}^{*}(z, \zeta)$ be the corresponding dielectric Green's function to the parameter $\varepsilon$.

If $z_{0} \in \tilde{D^{2}}$, the mapping (1) will be univalent and regular in $D$ for small enough $\alpha$; hence the function

$$
\begin{equation*}
\Gamma_{\varepsilon}(z, \zeta)=G_{\varepsilon}^{*}\left(z+\frac{\alpha}{z-z_{0}}, \zeta+\frac{\alpha}{\zeta-z_{0}}\right) \tag{2}
\end{equation*}
$$

will be harmonic in $D$. It will also be harmonic in $\tilde{D}$, except for the interior of a circle of radius $|\alpha|^{1 / 2}$ around the point $z_{0}$. The function $\Gamma_{\mathrm{\varepsilon}}(z, \zeta)$ will have logarithmic poles at infinity and for $z=\zeta$ as follows from the definition of $G_{\mathrm{e}}(z, \zeta)$.

We consider now Green's identity:

$$
\begin{array}{r}
\frac{1}{2 \pi} \int_{C}\left[\Gamma_{\mathrm{\varepsilon}}(t, z) \frac{\partial G_{\varepsilon}(t, \zeta)}{\partial n}-G_{\varepsilon}(t, \zeta)^{\partial \Gamma_{\varepsilon}(t, z)} \frac{\partial n}{\partial n}\right] d s  \tag{3}\\
=\varepsilon \Gamma_{\varepsilon}(\zeta, z) \delta(\zeta)-\varepsilon G_{\varepsilon}(z, \zeta) \partial(z) .
\end{array}
$$

Observe that in view of the conformality of (1) on $C$ the function $\Gamma_{\mathrm{s}}(z, \zeta)$ has the same continuity (and discontinuity) property on $C$ as
the original function $G_{\mathrm{\varepsilon}}(z, \zeta)$. Hence we may transform (3) into

$$
\begin{gather*}
\varepsilon\left[\Gamma_{\mathrm{s}}(\zeta, z) \delta(\zeta)-G_{\mathrm{\varepsilon}}(z, \zeta) \partial(z)\right]=-\frac{\varepsilon}{2 \pi} \int_{C}\left[\Gamma_{\mathrm{\varepsilon}}(t, z) \frac{\partial G_{\mathrm{\varepsilon}}(t, \zeta)}{\partial \tilde{n}}\right.  \tag{4}\\
\left.\left.-G_{\mathrm{\varepsilon}}(t, \zeta) \frac{\partial \Gamma_{\mathrm{\varepsilon}}(t, z)}{\partial \tilde{n}}\right)\right] d s .
\end{gather*}
$$

Now we can apply Green's identity with respect to the domain $\tilde{D}$ after removing from it the interior of the circle $\left|z-z_{0}\right|=|\alpha|^{1 / 2}$ which we denote by $c$. Let us assume that neither $z$ nor $\zeta$ lie inside $c$; then (4) yields

$$
\begin{equation*}
\Gamma_{\varepsilon}(z, \zeta)-G_{\mathrm{\varepsilon}}(z, \zeta)=-\frac{1}{2 \pi} \int_{c}\left[\Gamma_{\mathrm{\varepsilon}}(t, z) \frac{\partial G_{\mathrm{\varepsilon}}(t, \zeta)}{\partial n}-G_{\mathrm{\varepsilon}}(t, \zeta) \frac{\partial \Gamma_{\mathrm{\varepsilon}}(t, z)}{\partial n}\right] d s . \tag{5}
\end{equation*}
$$

We have now fully utilized the boundary behavior of $G_{\mathrm{e}}(z, \zeta)$. The evaluation of the $c$-integral follows exactly the lines of the calculation for the ordinary Green's function. We put for $t \in c$

$$
\begin{equation*}
t=z_{0}+|\alpha|^{1 / 2} e^{i \phi} \tag{6}
\end{equation*}
$$

and evaluate the right-hand integral in (5) by power series development. We define again two analytic functions of $z$, namely $p_{\varepsilon}(z, \zeta)$ and $p_{\varepsilon}^{*}(z, \zeta)$, by

$$
\begin{equation*}
\Re\left\{P_{\varepsilon}(z, \zeta)\right\}=G_{\varepsilon}(z, \zeta), \quad \Re\left\{P_{\varepsilon}^{*}(z, \zeta)\right\}=G_{\varepsilon}^{*}(z, \zeta) . \tag{7}
\end{equation*}
$$

Further, let

$$
P_{\varepsilon}^{\prime}(z, \zeta)=\frac{d}{d z} P_{z}(z, \zeta), P_{\varepsilon}^{* \prime}(z, \zeta)=\frac{d}{d z} P_{\varepsilon}^{*}(z, \zeta) .
$$

Then the usual calculations yield

$$
\begin{equation*}
G_{\varepsilon}^{*}\left(z^{*}, \zeta^{*}\right)-G_{\varepsilon}(z, \zeta)=\Re\left\{\alpha P_{\varepsilon}^{* \prime \prime}\left(z_{0}, z^{*}\right) P_{\varepsilon}^{\prime}\left(z_{0}, \zeta\right)\right\}+O\left(|\alpha|^{2}\right) . \tag{8}
\end{equation*}
$$

Further series development leads to the simple result

$$
\begin{align*}
G_{\varepsilon}^{*}(z, \zeta)=G_{\mathrm{\varepsilon}}(z, \zeta) & +\Re\left\{\alpha \left[P_{\mathrm{\varepsilon}}^{\prime}\left(z_{0}, z\right) P_{\mathrm{\varepsilon}}^{\prime}\left(z_{0}, \zeta\right)\right.\right.  \tag{9}\\
& \left.\left.-\frac{P_{\mathrm{\varepsilon}}^{\prime}(z, \zeta)}{z-z_{0}}-\frac{P_{\varepsilon}^{\prime}(\zeta, z)}{\zeta-z_{0}}\right]\right\}+O\left(|\alpha|^{2}\right) .
\end{align*}
$$

This is exactly the same variational formula as for the ordinary Green's function [12, 13]. It has been derived for $z_{0} \in \tilde{D}$.

If we had chosen $z_{0} \in D$ instead of $\tilde{D}$ analogous calculations would have been applicable. We could start with

$$
\begin{align*}
\frac{1}{2 \pi} \int_{C}\left[\Gamma_{\mathrm{\varepsilon}}(t, z) \frac{\partial G_{\mathrm{e}}(t, \zeta)}{\partial \tilde{n}}\right. & \left.-G_{\varepsilon}(t, \zeta) \frac{\partial \Gamma_{\mathrm{z}}(t, z)}{\partial \tilde{n}}\right] d s  \tag{10}\\
& =\Gamma_{\mathrm{\varepsilon}}(\zeta, z) \tilde{\delta}(\zeta)-G_{\mathrm{s}}(z, \zeta) \tilde{\delta}(z) .
\end{align*}
$$

Using the discontinuity of $\frac{\partial G_{8}}{\partial n}$ on $C$, we find

$$
\begin{align*}
& \varepsilon\left[\Gamma_{\mathrm{\varepsilon}}(\zeta, z) \tilde{\delta}(\zeta)-G_{\varepsilon}(z, \zeta) \tilde{\delta}(z)\right]=-\frac{1}{2 \pi} \int_{\sigma}\left[\Gamma_{\varepsilon}(t, z) \frac{\partial G_{\mathrm{\varepsilon}}(t, \zeta)}{\partial n}\right.  \tag{11}\\
&\left.-G_{\mathrm{\varepsilon}}(t, \zeta) \frac{\partial \Gamma_{\mathrm{\varepsilon}}(t, z)}{\partial n}\right] d s
\end{align*}
$$

and by means of Green's identity

$$
\begin{equation*}
\varepsilon\left[\Gamma_{\mathrm{\varepsilon}}(z, \zeta)-G_{\mathrm{e}}(z, \zeta)\right]=-\frac{1}{2 \pi} \int_{c}\left(\Gamma_{\varepsilon} \frac{\partial G_{\varepsilon}}{\partial n}-G_{\varepsilon} \frac{\partial \Gamma_{\mathrm{\varepsilon}}}{\partial n}\right) d s \tag{12}
\end{equation*}
$$

where $c$ denotes again the circle $\left|z-z_{0}\right|=|\alpha|^{1 / 2}$. In this case the same procedure as before yields the result for $z_{3} \in D$ :

$$
\begin{align*}
& G_{\mathrm{\varepsilon}}^{*}(z, \zeta)-G_{\mathrm{\varepsilon}}(z, \zeta)=\Re\left\{\alpha \left[\frac{1}{\varepsilon} P_{\mathrm{\varepsilon}}^{\prime}\left(z_{0}, z\right) P_{\mathrm{e}}^{\prime}\left(z_{0}, \zeta\right)\right.\right.  \tag{13}\\
&\left.\left.-\frac{P_{\mathrm{e}}^{\prime}(z, \zeta)}{z-z_{0}}-\frac{P_{\mathrm{\varepsilon}}^{\prime}(\zeta, z)}{\zeta-z_{0}}\right]\right\}+O\left(|\alpha|^{2}\right) .
\end{align*}
$$

Observe the factor $\frac{1}{\varepsilon}$, which is now introduced into (13) and causes a slight change in the variational formula.

We have thus derived a very elegant variational formula for the dielectric Green's function; its significance is seen from the numerous applications of its analogue in the case of the ordinary Green's function [12, 13, 14].

As mentioned in §2, the function $P_{\varepsilon}(z, \zeta)$ consists in reality of two analytic functions, say, $P_{\varepsilon}(z, \zeta)$ if $z \in D$ and $\tilde{P}_{\varepsilon}(z, \zeta)$ if $z \in \tilde{D}$. The boundary behavior of $G_{\S}(z, \zeta)$ as described in § 2 implies for $z \in C$

$$
\begin{equation*}
\Re\left\{P_{\varepsilon}^{\prime}(z, \zeta) z^{\prime}\right\}=\mathfrak{R}\left\{\tilde{P}_{\varepsilon}^{\prime}(z, \zeta) z^{\prime}\right\}, \quad \mathfrak{F}\left\{P_{\varepsilon}^{\prime}(z, \zeta) z^{\prime}\right\}=\varepsilon \mathfrak{F}\left\{\tilde{P}_{\varepsilon}^{\prime}(z, \zeta) z^{\prime}\right\} . \tag{14}
\end{equation*}
$$

We can combine the variational formulas (9) and (13) into the integral form :

$$
\begin{align*}
& G_{\varepsilon}^{*}(z, \zeta)-G_{\varepsilon}(z, \zeta)  \tag{15}\\
& \quad=\Re\left\{\frac{\alpha}{2 \pi i} \oint_{\sigma} \frac{\frac{1}{\varepsilon} P_{\varepsilon}^{\prime}(t, z) P_{\varepsilon}^{\prime}(t, \zeta)-\tilde{P}_{\varepsilon}(t, z) \tilde{P}_{\varepsilon}^{\prime}(t, \zeta)}{t-z_{0}} d t\right\}+O\left(|\alpha|^{2}\right) .
\end{align*}
$$

By use of (14) this can be simplified to

$$
\begin{align*}
& \delta G_{\varepsilon}(z, \zeta)  \tag{16}\\
= & \frac{1}{2 \pi}\left(\frac{1}{\varepsilon}-1\right) \int_{c}\left[\frac{\partial G_{\varepsilon}(t, z)}{\partial s} \frac{\partial G_{\varepsilon}(t, \zeta)}{\partial s}-\frac{\partial G_{\varepsilon}(t, z)}{\partial n} \frac{\partial G_{\varepsilon}(t, \zeta)}{\partial \tilde{n}}\right] \delta n d s
\end{align*}
$$

with

$$
\begin{equation*}
\delta n=\mathfrak{R}\left\{\frac{1}{i t^{\prime}} \frac{\alpha}{\left(t-z_{0}\right)}\right\} . \tag{17}
\end{equation*}
$$

This is the Hadamard type variational formula for the dielectric Green's function which has been proved in a precise manner through use of our interior variational method.

Since we can also write (16) in the form

$$
\begin{align*}
& \delta G_{\mathrm{\varepsilon}}(z, \zeta)  \tag{18}\\
= & \left.\frac{1}{2 \pi}\left(\frac{1}{\varepsilon}-1\right)\right]_{c}\left[\frac{\partial G_{\mathrm{\varepsilon}}(t, z)}{\partial s} \frac{\partial G_{\mathrm{\varepsilon}}(t, \zeta)}{\partial s}+\frac{1}{\varepsilon} \frac{\partial G_{\mathrm{\varepsilon}}(t, z)}{\partial n} \frac{\partial G_{\mathrm{\varepsilon}}(t, \zeta)}{\partial n}\right] \operatorname{inds}
\end{align*}
$$

it is evident that if $\zeta \in D$ the expression $\left(G_{\mathrm{e}}(z, \zeta)+\varepsilon \log |z-\zeta|\right)_{z=\zeta}$ depends monotonically upon the domain $D$ while for $\zeta \in \tilde{D}$ the same is true for $\left(G_{\varepsilon}(z, \zeta)+\log |z-\zeta|\right)_{z=\zeta}$. In a similar way many other expressions can be constructed which have a definite factor of $\delta n d s$ under the integral sign and which depend, therefore, monotonically upon $D$. The application of Hadamard's formula in order to obtain inequalities and comparison theorems for functionals connected with $G_{\varepsilon}(z, \zeta)$ is obvious.

For $\varepsilon=1$, we have $G_{\varepsilon}(z, \zeta)=-\log |z-\zeta|$ independently of the domain. For this reason the factor $\left(\frac{1}{\varepsilon}-1\right)$ must occur in the variational formulas (16) and (18).

We showed at the end of § 2 that the mapping of a domain onto a circle can be connected with the identical mapping by a one-parameter family of univalent functions which are closely related to the dielectric Green's functions. For this reason it is of interest to compute the derivative of $G_{\varepsilon}(z, \zeta)$ with respect to $\varepsilon$.

We start with Green's identity and with $\varepsilon>0, e>0$ :

$$
\begin{align*}
& e \delta(\zeta) G_{\varepsilon}(\zeta, \eta)-\varepsilon \delta(\eta) G_{e}(\zeta, \eta)  \tag{19}\\
& \quad=\frac{1}{2 \pi} \int\left[G_{\varepsilon}(z, \eta) \frac{\partial G_{e}(z, \zeta)}{\partial n}-G_{e}(z, \zeta) \frac{\partial G_{\varepsilon}(z, \eta)}{\partial n}\right] d s .
\end{align*}
$$

Using the boundary relations of $G_{\varepsilon}$ and $G_{e}$ on $C$ and Green's identity with respect to $\tilde{D}$, we find

$$
\begin{equation*}
\frac{G_{\varepsilon}(\zeta, \eta)-G_{e}(\zeta, \eta)}{\varepsilon-e}=\frac{1}{\varepsilon} G_{\varepsilon}(\zeta, \eta) \delta(\zeta)+\frac{1}{2 \pi \varepsilon} \int_{C} G_{\varepsilon}(z, \eta) \frac{\partial G_{e}(z, \zeta)^{2}}{\partial \tilde{n}} d s . \tag{20}
\end{equation*}
$$

Passing to the limit $\varepsilon=e$, we then obtain

$$
\begin{equation*}
\frac{\partial}{\partial \varepsilon} G_{\varepsilon}(\zeta, \eta)=\frac{1}{\varepsilon} G_{\varepsilon}(\zeta, \eta) \delta(\zeta)+\frac{1}{2 \pi \varepsilon} \int_{c} G_{\varepsilon}(z, \eta)^{\partial G_{\varepsilon}(z, \zeta)} \frac{\partial \bar{n}}{} d s . \tag{21}
\end{equation*}
$$

The symmetry of this expression is more clearly exhibited in the form

$$
\begin{equation*}
\frac{\partial}{\partial \varepsilon} G_{\varepsilon}(\zeta, \eta)=\frac{1}{2 \pi \varepsilon^{2}} \iint_{D} \nabla G_{\varepsilon}(z, \zeta) \cdot \nabla G_{\varepsilon}(z, \eta) d \tau . \tag{22}
\end{equation*}
$$

This result could also have been obtained by straightforward calculation from (2.19) and its analogues.

It is obvious how numerous monotonicity results can be derived from expression (22) by considering combinations with positive derivative. This formula can also be used in order to develop $G_{\varepsilon}$ in powers of $\varepsilon$. The formula is particularly useful in a more detailed discussion of the mapping functions $f_{\mathrm{\varepsilon}}(z)$, defined in $\S 2$; however, we do not enter into this subject in the present paper.
5. An extremum problem for the Fredholm eigen values. We shall now proceed to apply the variational formulas of $\S 3$ to an important extremum problem for the lowest Fredholm eigen value of a given curve $C$. In order to explain the formulation of the problem considered we start with the following observation. Let $C$ be a three times continuously differentiable curve as was supposed throughout; if $\lambda_{1}$ is its lowest eigen value we have shown that $\lambda_{1}>1$. Now let $C^{*}$ be a continuum which consists of all points of $C$ plus a segment which has one endpoint on $C$ and the other in $D$; let $\lambda_{1}^{*}$ be its lowest eigen value. It can be shown that $\lambda_{1}^{*}=1$ however small the additional segment of $C^{*}$ is; thus two curves in an arbitrary Fréchet neighborhood can have very different lowest Fredholm eigen values.

The fact that $\lambda_{1}$ depends in this discontinuous way on its defining curve $C$ makes it difficult to frame significant extremum problems for it. The side condition on $C$ of three continuous derivatives is, on the one hand, somewhat unnatural and, on the other hand, hard to preserve under variation. We shall restrict ourselves, therefore, in this section to the consideration of analytic curves, but even in this case $\lambda_{1}$ can come as near as we wish to 1 . In fact, formula (1.45) shows that we can find ellipses with $\lambda_{1}$ arbitrarily near 1 . We have, therefore, to sharpen the concept of an analytic curve by introducing the concept of uniform analyticity of a curve. A curve $C$ is called analytic if it is mapped by a regular univalent function $z=f(\zeta)$ from the unit circum-
ference $|\zeta|=1 . \quad f(\zeta)$ must be regular and univalent in some circular ring $r<|\zeta|<R$ with $r<1<R$. The class of all curves $C$ which are analytic and belong to functions $f(\zeta)$ which are regular and univalent in a fixed ring $(r, R)$ shall be called the class of uniformly analytic curves with the modulus of analyticity $(r, R)$.

Because of the normality of the family of univalent functions in a fixed region the concept of uniform analyticity lends itself easily to the construction of significant extremum problems. In particular, let us ask for the minimum value of $\lambda_{1}$ within the family of all uniformly analytic curves with modulus ( $r, R$ ).

We may consider our problem as an extremum problem on univalent functions. Given the class of all functions $f(\zeta)$ which are regular and univalent in $r<|\zeta|<R$, to find one in the class which maps the unit circumference onto a curve $C$ with minimum $\lambda_{1}$. The existence of such a function follows easily from the usual normality arguments and we proceed at once to characterize the extremum function by varying it and comparing it with nearby competing functions.

Since the curve $C$ mapped by the extremum function is analytic and since its $\lambda_{1}$ is obviously finite, the lowest eigen value can have only a degeneracy of finite order. Let $w_{1}^{(1)}(z), \cdots, w_{1}^{(n)}(z)$ be a complete and linearly independent set of eigen functions belonging to $\lambda_{1}$ in $D$, while $\tilde{w}_{1}^{(1)}(z), \cdots, \tilde{w}_{1}^{(n)}(z)$ are the corresponding eigen functions in $\tilde{D}$. Suppose that the image of $|\zeta|=r$ forms a continuum $\Gamma$ in $D$ while the image of $|\zeta|=R$ forms the continuum $\tilde{\Gamma}$ in $\tilde{D}$. Let $z_{0} \in \tilde{\Gamma}$; there exists an infinity of analytic functions which are univalent outside of the continuum $\tilde{\Gamma}$ and which have a series development [11]

$$
\begin{equation*}
z^{*}=z+\sum_{\nu=1}^{\infty} \frac{a_{\nu} \rho^{\nu+1}}{\left(z-z_{0}\right)^{\nu}} \tag{1}
\end{equation*}
$$

which converges for $\left|z-z_{0}\right|>\rho$. The coefficients $a_{\nu}$ of this development are uniformly bounded

$$
\left|a_{\nu}\right| \leqq 4^{\nu+1}
$$

and $\rho$ is a positive parameter which can be chosen arbitrarily small.
Let us insert the extremum function $z=f(\zeta)$ into (1); we will thus obtain an infinity of competing functions regular and univalent in $r<|\xi|<R$ of the form

$$
\begin{equation*}
f^{*}(\zeta)=f(\zeta)+\frac{a_{1} \rho^{2}}{f(\zeta)-z_{0}}+o\left(\rho^{2}\right) . \tag{3}
\end{equation*}
$$

They define curves $C^{*}$, the images of $|\zeta|=1$ by $f^{*}(\zeta)$. If $\lambda_{1}^{*}$ denotes the lowest eigen value of $C^{*}$, it defines a root of the secular equation
derived in (3.20) :

$$
\begin{equation*}
\operatorname{det}\left\|\delta \lambda_{1} \cdot \delta_{j k}+\pi\left(\lambda_{1}^{2}-1\right) \Re\left\{a_{1} \rho^{2} \tilde{w}_{1}^{(j)}\left(z_{0}\right) \tilde{w}_{1}^{(k)}\left(z_{0}\right)\right\}\right\|=0 \tag{4}
\end{equation*}
$$

with $\delta \lambda_{1}=\lambda_{1}^{*}-\lambda_{1}+o\left(\rho^{2}\right) . \quad \delta \lambda_{1}$ is the lowest root of (4); on the other hand, we conclude from the minimum property of $C$ that

$$
\begin{equation*}
\delta \lambda_{1} \geqq o\left(\rho^{2}\right) \tag{5}
\end{equation*}
$$

and this holds, a fortiori, for all other roots of (4). Hence we can assert that the quadratic form

$$
\begin{equation*}
Q_{\rho}(t)=\sum_{j, k=1}^{n} \Re\left\{a_{\rho} \rho^{2} \tilde{w}_{1}^{(j)}\left(z_{j}\right) \tilde{w}_{1}^{(k)}\left(z_{0}\right)\right\} t_{j} t_{k} \tag{6}
\end{equation*}
$$

satisfies the inequality

$$
\begin{equation*}
Q_{\rho}(t) \leqq o\left(\rho^{2}\right) \tag{7}
\end{equation*}
$$

for every choice of the unit vector $t_{1}, \cdots, t_{n}$. Dividing by $\rho^{2}$ and passing to the limit $\rho=0$, we obtain

$$
\begin{equation*}
\Re\left\{a_{1_{j}, \sum_{k=1}^{n}}^{n} \widetilde{w}_{1}^{(j)}\left(z_{0}\right) \tilde{r}_{1}^{(\cdots}\left(z_{0}\right) t_{j} t_{k}\right\} \leqq 0 . \tag{8}
\end{equation*}
$$

In particular, we obtain

$$
\mathfrak{R}\left\{a_{1} \tilde{w}\left(z_{0}\right)^{2}\right\} \leqq 0, \quad \widetilde{w}\left(z_{0}\right)=\widetilde{w}_{1}^{(1)}\left(z_{0}\right) .
$$

This inequality holds for every choice of the univalent variation function (1). We now apply the following theorem [11, 14]:

If for every point $z_{0} \in \tilde{\Gamma}$ and every univalent function (1) holds

$$
\begin{equation*}
\mathfrak{R}\left\{a_{1} s\left(z_{0}\right)\right\} \leqq 0 \tag{9}
\end{equation*}
$$

where $s\left(z_{0}\right)$ is regular analytic on $\tilde{\Gamma}$, then $\tilde{\Gamma}$ itself is an analytic curve $z(t)$ which satisfies the differential equation

$$
\begin{equation*}
\left(\frac{d z}{d t}\right)^{2} s[z(t)]=1 \tag{10}
\end{equation*}
$$

Hence we can deduce from ( $8^{\prime}$ ) that $\tilde{\Gamma}$ satisfies the differential equation

$$
\begin{equation*}
\left(\frac{d z}{d t}\right)^{2} \tilde{w}[z(t)]^{2}=1 \tag{11}
\end{equation*}
$$

In exactly the same way we prove that the extremum function $f(\zeta)$ maps the circumference $|\zeta|=r$ onto an analytic arc $\Gamma$ which satisfies the differential equation

$$
\begin{equation*}
\binom{d z}{d t}^{2} w[z(t)]^{2}=1 \tag{12}
\end{equation*}
$$

Let us put

$$
\begin{equation*}
z(\phi)=f\left(r e^{i \phi}\right) ; \tag{13}
\end{equation*}
$$

if $\phi$ runs from 0 to $2 \pi$ the image point $z(\phi)$ will vary over $\Gamma$. We deduce from (12) the inequality

$$
\begin{equation*}
\zeta^{2} f^{\prime}(\zeta)^{2} w[f(\zeta)]^{2}<0 \quad \text { for }|\zeta|=r \tag{14}
\end{equation*}
$$

Similarly, we derive from (11) the inequality
$\zeta^{2} f^{\prime}(\zeta)^{2} \tilde{w}[f(\zeta)]^{2}<0$ for $|\zeta|=R$.

We introduce the analytic functions

$$
\begin{equation*}
A(\zeta)=\zeta f^{\prime}(\zeta) w[f(\zeta)] ; \quad B(\zeta)=\zeta f^{\prime}(\zeta) \tilde{w}[f(\zeta)] \tag{16}
\end{equation*}
$$

Clearly, $A(\zeta)$ is regular analytic in the ring domain $r<|\zeta|<1$ while $B(\zeta)$ is regular analytic for $1<|\zeta|<R$. (14) and (15) can be expressed as

$$
\begin{align*}
& A(\zeta)=\text { imaginary for }|\zeta|=r \\
& B(\zeta)=\text { imaginary for }|\zeta|=R
\end{align*}
$$

while equation (1.34) leads to

$$
\begin{equation*}
-i A(\zeta)=\frac{1}{\sqrt{\lambda_{1}^{2}-1}}\left[B(\zeta)+\lambda_{1} \overline{B(\zeta)}\right] \quad \text { for }|\zeta|=1 \tag{17}
\end{equation*}
$$

We have by the Schwarz' reflection principle in view of (14') and (15') :

$$
\begin{equation*}
\overline{A(\zeta)}=-A\left(\frac{r^{2}}{\bar{\zeta}}\right), \quad \overline{B(\zeta)}=-B\left(\frac{R^{2}}{\zeta}\right) \tag{18}
\end{equation*}
$$

Now we can rewrite (17) into the form

$$
\begin{equation*}
-i A(\zeta)=\left(\lambda_{1}^{2}-1\right)^{-1 / 2}\left[B(\zeta)-\lambda_{1} B\left(R^{2} \zeta\right)\right] \quad \text { for }|\zeta|=1 \tag{19}
\end{equation*}
$$

since $\bar{\zeta}=\zeta^{-1}$ for $|\zeta|=1$. By (18) we see that $A(\zeta)$ is analytic in the ring $r^{2}<|\zeta|<1$ while $B(\zeta)$ is analytic for $1<|\zeta|<R^{2}$. From (19) we can continue $B(\zeta)$ into the ring $k \ll|\zeta|<1$ where $k=\max \left(r^{2}, R^{-2}\right)$. By (18) again $B(\zeta)$ is, therefore, analytic in the ring $k<|\zeta|<\frac{R^{2}}{k}$ and by (19) we may continue $A(\zeta)$ beyond the unit circumference. Thus $A(\zeta)$ and $B(\zeta)$ are certainly analytic for $|\zeta|=1$. The interrelation between $A(\zeta)$ and $B(\zeta)$ is, however, best understood by the use of Laurent series
development.
We put

$$
\begin{equation*}
A(\zeta)=i \sum_{n=-\infty}^{\infty} a_{n} \zeta^{n}, \quad B(\zeta)=i \sum_{n=-\infty}^{\infty} b_{n} \zeta^{n} \tag{20}
\end{equation*}
$$

and are sure that both series have a ring of common convergence which contains the unit circumference. The functional equations (18) are reflected in the coefficient relations

$$
\begin{equation*}
a_{-n}=\bar{a}_{n} r^{2 n}, b_{-n}=\bar{b}_{n} R^{2 n} . \tag{21}
\end{equation*}
$$

On the other hand, a comparison of coefficients in (19) yields

$$
\begin{equation*}
-i a_{n}=\left(\lambda_{1}^{2}-1\right)^{-1 / 2}\left(1-\lambda_{1} R^{2 n}\right) b_{n} . \tag{22}
\end{equation*}
$$

If we replace $n$ by $-n$ and apply (21), we also find

$$
\begin{equation*}
i a_{n}=\left(\lambda_{1}^{2}-1\right)^{-1 / 2}\left(R^{2 n}-\lambda_{1}\right) r^{-2 n} b_{n} . \tag{23}
\end{equation*}
$$

But (22) and (23) lead obviously to the alternative

$$
\begin{equation*}
a_{n}=b_{n}=0 \quad \text { or } \quad \lambda_{1}=\frac{r^{2 n}+R^{2 n}}{1+(r R)^{2 n}} . \tag{24}
\end{equation*}
$$

Thus $A(\zeta)$ and $B(\zeta)$ are necessarily rational functions and the possible values of $\lambda_{1}$ are restricted to the various values in (24) for integer $n$. Observe that $n=0$ is excluded since $\lambda_{1}$ is surely greater than one. It is sufficient to consider only positive values of $n$ since $-n$ yields the same $\lambda_{1}$-value as $+n$. We may put equation (24) into the form

$$
\begin{equation*}
\frac{\lambda_{1}-1}{\lambda_{1}+1}=\frac{R^{2 n}-1}{R^{2 n}+1} \frac{1-r^{2 n}}{1+r^{2 n}} . \tag{25}
\end{equation*}
$$

This form makes it evident that the minimum value of $\lambda_{1}$ for fixed $r$ and $R$ is attained for $n=1$. Hence, for the lowest eigen value $\lambda_{1}$ which belongs to a uniformly analytic curve $C$ with the modulus $(r, R)$, we have established the inequality:

$$
\begin{equation*}
\lambda_{1} \geq \frac{r^{2}+R^{2}}{1+(r R)^{2}} \tag{26}
\end{equation*}
$$

In order to conclude the investigation we have to show that there exists, in fact, a curve $C$ within the class considered for which equality is attained in (26). This curve can be found by a careful analysis of the variational conditions (11) and (12). At first we shall state the nature of an extremum curve $C$ and compute its $\lambda_{1}$-value from its definition. Later we shall show that $C$ is uniquely determined up to linear transformations,

Let us consider the $z$-plane slit along the linear segment $-i \mu,+i \mu$ of the imaginary axis and along the segments $|x|>1$ of the real axis. Every circular ring $r \leqq|\zeta| \leqq R$ can be mapped on such a canonical domain; the real parameter $\mu$ depends on the ratio $\frac{R}{r}$. For reasons of symmetry we can obtain that the points $\zeta=R$ and $\zeta=-R$ are mapped into $z=1$ and $z=-1$, respectively, while the points $\zeta=i r$ and $\zeta=-i r$ go into $i \mu$ and $-i \mu$. The mapping function $f(\zeta)$ has the symmetry properties:

$$
\begin{equation*}
\overline{f(\zeta)}=f(\bar{\zeta}), \quad-\overline{f(\zeta)}=f(-\bar{\zeta}) \tag{27}
\end{equation*}
$$

and is uniquely defined. Let $C$ be the image of the unit circumference $|\zeta|=1$ under the mapping $z=f(\zeta)$. We want to prove that $C$ is the required extremum curve.

We denote again the interior and exterior of $C$ by $D$ and $\tilde{D}$, respectively. Observe that the functions

$$
\begin{equation*}
W_{n}(z)=A_{n}\left(\zeta^{n}+\frac{\left(-r^{2}\right)^{n}}{\zeta^{n}}\right), \quad \zeta=f^{-1}(z) \tag{28}
\end{equation*}
$$

are regular analytic in the entire domain $D$ while the functions

$$
\begin{equation*}
\widetilde{W}_{n}(z)=B_{n}\left(\zeta^{n}+\frac{R^{2 n}}{\zeta^{n}}\right), \quad \zeta=f^{-1}(z) \tag{29}
\end{equation*}
$$

are regular analytic in $D$. Let us define the eigen functions of $D$ and $\tilde{D}$ by

$$
\begin{equation*}
w_{n}(z)=\frac{d}{d z} W_{n}(z), \quad \tilde{w}_{n}(z)=\frac{d}{d z} \widetilde{W}_{n}(z) \tag{30}
\end{equation*}
$$

Differentiating (28) and (29) with respect to $\zeta$, we find

$$
\begin{equation*}
w_{n}[f(\zeta)] f^{\prime}(\zeta) \zeta=n A_{n}\left(\zeta^{n}-\frac{\left(-r^{2}\right)^{n}}{\zeta^{n}}\right) \tag{31}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{w}_{n}[f(\zeta)] f^{\prime}(\zeta) \zeta=n B_{n}\left(\zeta^{n}-\frac{R^{2 n}}{\zeta^{n}}\right) \tag{32}
\end{equation*}
$$

The boundary conditions (1.34) for the eigen functions of $D$ and $\tilde{D}$ will lead to the requirement

$$
\begin{equation*}
-i A_{n}\left(\zeta^{n}-\frac{\left(-r^{2}\right)^{n}}{\zeta^{n}}\right)=\left(\lambda_{n}^{2}-1\right)^{-1 / 2}\left[B_{n}\left(\zeta^{n}-\frac{R^{2 n}}{\zeta^{n}}\right)+\lambda_{n} \bar{B}_{n}\left(\frac{1}{\zeta^{n}}-R^{2 n} \zeta^{n}\right)\right] \tag{33}
\end{equation*}
$$

for $|\zeta|=1$. This can indeed be fulfilled by satisfying the conditions

$$
\begin{align*}
& -i A_{n}\left(\lambda_{n}^{2}-1\right)^{1 / 2}=B_{n}-\lambda_{n} R^{2 n} \bar{B}_{n}  \tag{34}\\
& -i A_{n}\left(-r^{2}\right)^{n}\left(\lambda_{n}^{2}-1\right)^{1 / 2}=B_{n} R^{2 n}-\lambda_{n} \bar{B}_{n}
\end{align*}
$$

which is always possible if and only if

$$
\begin{equation*}
\lambda_{n}=\frac{R^{2 n}-\left(-r^{2}\right)^{n}}{\left|1-\left(-r^{2} R^{2}\right)^{n}\right|} . \tag{35}
\end{equation*}
$$

Conversely, it is evident that the values $\lambda_{n}$ determined by (35) for $n=1,2, \cdots$ lead to actual eigen functions for the domains $D$ and $\tilde{D}$. Observe, in particular, that

$$
\begin{equation*}
\lambda_{1}=\frac{R^{2}+r^{2}}{1+r^{2} R^{2}} \tag{36}
\end{equation*}
$$

which verifies that $C$ is indeed an extremum curve and that our estimate (26) is the best possible one.

There remains finally the uniqueness question relative to the extremum curve $C$. In order to answer it we return to the functions $A(\zeta)$ and $B(\zeta)$ connected with the extremum function $f(\zeta)$. Since we know now that in their Laurent development all coefficients vanish except for $a_{1}, a_{-1}$ and $b_{1}, b_{-1}$, we have by (16), (21) and (22)

$$
\begin{equation*}
\zeta f^{\prime}(\zeta) w[f(\zeta)]=i a_{1}\left(\zeta+\frac{r^{2}}{\zeta}\right) \tag{36'}
\end{equation*}
$$

and

$$
\begin{equation*}
\zeta f^{\prime}(\zeta) \tilde{w}[f(\zeta)]=i b_{1}\left(\zeta-\frac{R^{2}}{\zeta}\right) \tag{37}
\end{equation*}
$$

with

$$
\begin{equation*}
i a_{1}\left(\lambda_{1}^{2}-1\right)^{1 / 2}=\left(\lambda_{1} R^{2}-1\right) b_{1} . \tag{38}
\end{equation*}
$$

We made the unessential assumption that $a_{1}$ is real which leads to the consequence that $b_{1}$ is pure imaginary.

We integrate (36') and (37) and find

$$
\begin{equation*}
W[f(\zeta)]=i a_{1}\left(\zeta-\frac{r^{2}}{\zeta}\right), \quad \widetilde{W}[f(\zeta)]=i b_{1}\left(\zeta+\frac{R^{2}}{\zeta}\right) \tag{39}
\end{equation*}
$$

where $W(z)$ and $\tilde{W}(z)$ are properly chosen integrals of $w(z)$ and $\tilde{w}(z)$. The function $W(z)$ is single-valued in $D ; f(\zeta)$ is regular analytic on $|\zeta|=r$ and can be continued somewhat beyond this circumference. It
will take values near the continuum $\Gamma$ after this continuation; but these values in the $z$-plane were already attained for some values $\zeta$ in $|\zeta|>r$. Hence $W[f(\zeta)]$ must take the same values for $|\zeta|$ somewhat larger than $r$ and for some $|\zeta|$ less than $r$. From (39) we recognize that these corresponding $\zeta$-values must be connected by the equation

$$
\begin{equation*}
\zeta_{1}-\frac{r^{2}}{\zeta_{1}}=\zeta_{2}-\frac{r^{2}}{\zeta_{2}} . \tag{40}
\end{equation*}
$$

Hence we proved the functional equation for $f(\zeta)$ :

$$
\begin{equation*}
f(\zeta)=f\left(-\frac{r^{2}}{\zeta}\right) \tag{41}
\end{equation*}
$$

In exactly the same manner we derive from the second formula (39) the functional equation

$$
\begin{equation*}
f(\zeta)=f\left(\frac{R^{2}}{\zeta}\right) \tag{42}
\end{equation*}
$$

We know already that the extremum function $f(\zeta)$ will remain an extremum function after a linear transformation since we showed at the end of $\S 1$ that $\lambda_{1}$ does not change under linear transformations. Hence we may assume without loss of generality that

$$
\begin{equation*}
f(r)=0, \quad f(R)=1, \quad f(i R)=\infty . \tag{43}
\end{equation*}
$$

From (41) and (42) conclude then that

$$
\begin{equation*}
f(-r)=0, \quad f(-i R)=\infty \tag{44}
\end{equation*}
$$

and in view of the univalent character of $f(\zeta)$ in $r<|\xi|<R$ we conclude that $f(\zeta)$ has simple zeros and simple poles at these points. It is now easy to obtain for $f(\zeta)$ a product representation in terms of its known zeros and poles in the entire $\zeta$-plane and to identify it with the function which maps the ring $r<|\xi|<R$ on the above described slit domain. This completes the uniqueness argument.

Let us return to the inequality (26). An important special case deals with all uniformly analytic curves with the modulus ( $r, \infty$ ). This is the class of curves which are images of $|\zeta|=1$ mapped by functions which are regular and univalent for $|\zeta|>r$. We find the estimate

$$
\begin{equation*}
\lambda_{1} \geqq r^{-2} \tag{45}
\end{equation*}
$$

and the extremum curve in this case is the ellipse $C$ which is obtained from $|\zeta|=1$ by the mapping

$$
\begin{equation*}
z=\zeta+\frac{r^{2}}{\zeta} \tag{46}
\end{equation*}
$$

This follows directly from (1.45) as well as from our preceding characterization of the extremum domain. The inequality (45) can also be easily derived from the estimate ( $3.29^{\circ}$ ); thus this particular result could have been proved by means of a Hadamard type variational formula.

As for the class of uniformly analytic functions with the modulus $(0, R)$, we have analogously the estimate

$$
\begin{equation*}
\lambda_{1} \geqq R^{2} . \tag{47}
\end{equation*}
$$

The extremal curve $C$ is obtained from the unit circumference by the mapping

$$
\begin{equation*}
z=\frac{2 R \zeta}{R^{2}+\zeta^{2}} . \tag{48}
\end{equation*}
$$

This mapping is best understood if we consider the intermediate step

$$
\begin{equation*}
\eta=R^{-2} \zeta+\frac{1}{\zeta} \tag{49}
\end{equation*}
$$

which maps the unit circumference onto an ellipse with $\lambda_{1}=R^{2}$ and the circumference $|\zeta|=R$ onto the linear segment $\left\langle\begin{array}{cc}-2 \\ R & 2 \\ R\end{array}\right\rangle$. The additional linear transformation $z=\frac{2}{R \eta}$ does not affect the eigen values and leads to a regular univalent function in $|\xi|<R$. We could have obtained the mapping (48) also as a special case of the preceding characterization of the extremum curve $C$.
6. Concluding remarks. We have restricted ourselves in the present paper to the case of simply connected domains. It is possible to extend a considerable amount of the results to the case of multiplyconnected domains [3, 10, 14]. The investigation becomes, however, more complicated for two reasons. First, we will have a larger number of complementary domains and, second, we will have additional eigen functions belonging to the eigen value one. In fact, let $C_{1}, C_{2}, \cdots, C_{n}$ denote the $n$ components of the boundary $C$ of the domain $D$; let $\omega_{2}(z)$ be that harmonic function in $D$ which takes on $C_{\mu}$ the boundary value $\delta_{\nu \mu}$. Then it is easily seen that

$$
\begin{equation*}
w_{\imath}(z)=i \frac{\partial}{\partial z} \omega_{\imath}(z) \tag{1}
\end{equation*}
$$

will satisfy the integral equation

$$
\begin{equation*}
w_{\imath}(z)=\frac{1}{\pi} \iint_{D} \frac{\overline{w_{\imath}(z)}}{(\zeta-z)^{2}} d \tau . \tag{2}
\end{equation*}
$$

All other eigen functions of the integral equation (1.13) belong, however, to eigen values which are larger than one.

The concept of the dielectric Green's function carries over to the case of higher multiplicity and analogous series developments in terms of the eigen functions of the Fredholm integral equation are possible. Likewise, the different variational formulas can be extended to multiple connectivity. But, clearly, it will be much more difficult to draw simple conclusions from these formulas. One has only to consider the great use made in the preceding section of Laurent series developments in order to appreciate the great simplification introduced by the assumption of a simply connected domain.
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# A THREE POINT CONVEXITY PROPERTY 

F. A. Valentine

There exist an interesting variety of set properties determined by placing restrictions on each triple of points of the set. It is the purpose here to study those closed sets in the $n$-dimensional Euclidean space $E_{n}$ (in particular the plane $E_{2}$ ) which satisfy the following condition.

Definition 1. A set $S$ in $E_{n}$ is said to possess the three-point convexity property $P_{3}$ if for each triple of points $x, y, z$ in $S$ at least one of the closed segments $x y, y z, x z$ is in $S$.

The principal result obtained in this paper appears in Theorem 2. In order to achieve this result a series of lemmas and theorems is first established. Most of these are also of independent interest.

1. Closed connected sets in $E_{n}, n \geq 1$. In this section we assume that $S$ is a closed connected set in $E_{n}, n \geqq 1$. The concept of local convexity is a useful one for our purpose, so we restate the well-known definition.

Definition 2. A set $S$ is said to be locally convex at a point $q \in S$ if there exists an open sphere $N$ with center at $q$ such that $S \cdot N$ is convex. If a set is locally convex at each of its points, it is said to be locally convex.

Notation 1. The open segment determined by points $x$ and $y$ is denoted by ( $x y$ ), whereas $x y$ denotes the closed segment. The line determined by $x$ and $y$ is denoted by $L(x, y)$. The boundary of a set $S$ is $B(S)$, and $H(S)$ denotes the closed convex hull of $S$. The symbol + stands for set union, and the symbol - stands for set product.

Theorem 1. Let $S$ be a closed connected set in $E_{n}(n \geq 1)$ which has property $P_{3}$. Then either $S$ is convex or $S$ is starlike with respect to each of its points of local nonconvexity (It may be starlike elsewhere).

Proof. If $S$ is locally convex, then by a theorem of Tietze [4, pp. 697-707], [2, pp. 448-449], the set $S$ is convex, in which case it is starlike with respect to each of its points. Hence, suppose $S$ is not locally convex, and let $q \in S$ be a point of local nonconvexity. This implies that in each spherical neighborhood $N_{i}$ of $q$, there exist points
$x_{i}$ and $y_{i}$ of $S$ such that $\left(x_{i} y_{i}\right) \cdot S=0$ (see Notation 1). Choose any point $x \in S$. Property $P_{3}$ implies that either $x y_{i}$ or $x x_{i}$ is in $S$. If the radius of $N_{i}$ is $1 / i$, then as $i \rightarrow \infty$ the set $x x_{i}+x y_{i}$ converges to $q x$, which then must belong to $S$. This completes the proof.

Remark 1. The set of all starlike points of a set $S$ is called the convex kernel of $S$. The convex kernel of a set $S \subset E_{n}$ is convex. See Brunn [1].

Corollary 1. Each point of local nonconvexity of the set $S$ in Theorem 1 is contained in the boundary of the convex kernel of $S$.

Corollary 2. For the set $S$ above, let $H$ be any r-dimensional plane section of $S$, where $(1 \leqq r \leqq n-1)$. Then either $H \cdot S$ is starlike or $H \cdot S$ consists of two convex components.

Proof of Corollary 2. If $H \cdot S$ is connected, then since $H \cdot S$ has property $P_{3}$, Theorem 1 implies $H \cdot S$ is starlike. If $H \cdot S$ is not connected, property $P_{3}$ implies trivially that $H \cdot S$ consists of two and only two components, each of which must be convex.

Corollary 3. Each component of the complement of $S$ is unbounded. This is an immediate consequence of the starlikeness of $S$.
2. Closed connected sets in $E_{2}$. We restrict ourselves to closed connected sets in $E_{2}$ in this section, and the following definitions are useful.

Definition 3. A component of the complement of a closed connected set $S$ is called a residual domain of $S$. A cross-cut xy of a residual domain $K$ of $S$ is a closed segment such that $x \in S, y \in S$ and $(x y) \subset K$ (See Notation 1).

Definition 4. An isolated point of local nonconvexity of $S$ is called a $p$-point. A point of $S$ which is a $p$-point or a limit point of $p$-points is called a $q$-point.

Lemma 1. Each open segment (uv) of the convex kernel of $S$ contains no $q$-points of $S$. (see Corollary 1).

Proof. Suppose $w$ is a $q$-point contained in (uv). Clearly $S \not \subset L(u, v)$ (see Notation 1). Choose $z \in S-L(u, v)$. Since $u v$ belongs to the convex kernel of $S$, we have triangle $u z v \subset S$. But this implies that each sufficiently small neighborhood of $w$ contains no cross-cuts of the com-
plement of $S$, since such a cross cut $x y$ would have to have its interior ( $x y$ ) in one of the open half-planes bounded by $L(u, v)$.

Lemma 2. Let $S$ be a closed connected set in $E_{2}$ having property $P_{3}$. Then if $S$ is not convex, it contains at least one isolated point of local nonconvexity.

Proof. Let $x y$ be a cross-cut of a residual domain $K$ of $S$. Since $S$ is closed and connected, the set $K-(x y)$ is the union of two mutually exclusive open sets, denoted by $K_{1}$ and $K_{2}[3, p .118]$. Since $S$ is starlike, Corollary 3 implies that one and only one of these two sets is bounded. Let it be $K_{1}$, and denote the boundary $B\left(K_{1}\right)-(x y) \equiv C\left(K_{1}\right)$. The set $B\left(K_{1}\right)$ is a continuum [3, p. 124]. Since $K_{1}$ is a bounded domain, and since $C\left(K_{1}\right) \cdot(x y)=0$, it follows that $C\left(K_{1}\right)$ is a continuum. Define $B_{1}$ to be the set of points $z_{1} \in C\left(K_{1}\right)$ such that $x z_{1} \subset S$, and define $B_{2}$ to be the points $z_{2} \in C\left(K_{1}\right)$ such that $y z_{2} \subset S$. Since $x y \not \subset S$, property $P_{3}$ implies $C\left(K_{1}\right)=B_{1}+B_{2}$. Moreover, $x \in B_{1}, y \in B_{2}$, and moreover $B_{1}$ and $B_{2}$ are each closed since $S$ and $C\left(K_{1}\right)$ are closed. Hence, since $C\left(K_{1}\right)$ is a continuum, it is well-known that $B_{1} \cdot B_{2} \neq 0$. Hence, let $p \in B_{1} \cdot B_{2}$, and we must have $x p \subset S, y p \subset S$, so that $K_{1}$ is interior to triangle $x p y$. Since $p \in B\left(K_{1}\right)$, it is clear that each neighborhood of $p$ contains a crosscut of $K_{1}$, so that $p$ is a point of local nonconvexity of $S$.

To prove that $p$ is an isolated point of local nonconvexity, observe that the lines $L(x, p)$ and $L(y, p)$ determine four $V$-shaped domains, each bounded by two rays. Order these $V_{1}, V_{2}, V_{3}, V_{4}$ so that $x y p \subset \bar{V}_{1}$, and so that the sets $V_{i}$ are arranged consecutively in a clockwise direction about the point $p$. Suppose a $p$-point $p_{1} \in \bar{V}_{1}-p$ exists. Then since $p_{1} x+p_{1} y \subset S$, we would have $K_{1} \subset x y p_{1}$, which would violate the fact $p \in B\left(K_{1}\right)$. Suppose a $p$-point, say $p_{1}$ exists in $V_{2}$. But this implies that $x p p_{1} \subset S, y p p_{1} \subset S$. But this again would violate the fact $p \in B\left(K_{1}\right)$. In exactly the same way $V_{4}$ contains no $p$-point of $S$. Now consider $V_{3}$. If $p_{1}$ is a $p$-point of $S$ in $V_{3}$, then $y p p_{1}+x p p_{1} \subset S$, which implies that $p$ is an isolated $p$-point since $V_{1}$ contains no $p$-point of $S$. Finally, Lemma 1 implies that no sequence of $p$-points of $S$ can exist on $L(x, p) \cdot \bar{V}_{3}$ or on $L(y, p) \cdot \bar{V}_{3}$ having $p$ as a limit point. Thus we have shown that $p$ is an isolated $p$-point of $S$.

Remark 2. Let $x y$ be the cross-cut in the above proof, and let $p$ be the associated isolated $p$-point. Then the closed triangle $x y p$ is such that the set xyp.S is the union of two convex sets having only the point $p$ in common. One of these convex sets contains $x p$ and is denoted by $C(x p)$, and the other denoted by $C(y p)$ contains $p y$.

Proof. Let $L_{i}$ and $L$ be lines parallel to $x y$, such that $L_{i}$ separates $p$ and $x y$, and such that $p \in L$. Let $H_{i}$ be the closed half-plane bounded by $L_{i}$ and containing $x y$. Suppose $L_{i} \rightarrow L$ as $i \rightarrow \infty$ so that $H_{i+1} \supset H_{i}$. Since $S \cdot H_{i} \cdot x y p$ is locally convex, by Tietze's Theorem [4, loc. cit.] each of its components is convex. Property $P_{3}$ implies that there are at most two such components. The fact that $x y \not \subset S$, implies there are exactly two such components. Denote them by $C_{i}$ and $D_{i}$. Clearly $C_{i+1} \supset C_{i}, D_{i+1} \supset D_{i}$, and hence $C_{i}$ and $D_{i}$ converge to convex sets having $p$ in common. They have only $p$ in common, otherwise $p$ would not be a boundary point of $K_{1}$ as defined in the proof of Lemma 2. One of the convex sets contains $x p$ and the other $y p$ so that the notation in the remark is justified.

Definition 5. Let $Q$ be the set of $q$-points of $S$.
Remark 3. Corollary 1 implies that $Q$ is contained in the boundary of its own convex hull $H(Q)$, designated by $B(H)$.

Lemma 3. The boundary of $H(Q)$ is connected, and it can contain at most one ray.

Proof. Since $H \equiv H(Q)$ is convex, if $B(H)$ were not connected, it would have to consist of two parallel lines (this is known). However, Lemma 1 would then imply that each of these parallel lines would contain at most two $q$-points. But this would imply that $Q$ is bounded in which case $B(H)$ would be connected. If $B(H)$ contained two rays, then Lemma 1 would again imply that $Q$ is bounded, which would again be contradictory.

Definition 6. An edge of the boundary $B(H)$ is a closed segment $x y$ or a closed ray $x \infty$ whose endpoints are $q$-points. An open half-plane whose boundary contains $x y($ or $x \infty)$, and which does not intersect $H(Q)$ is called an open half-plane of support, and it is denoted by $W$.

Lemma 4. Let $W$ be an open half-plane of support to $H(Q)$, which abuts on an edge xy (or $x \infty$ ). Then $H(Q)+W \cdot S$ is a convex subset of $S$.

Proof. If $u \in H(Q)$ and if $v \in S \cdot W$, then $u v \subset S$, since $S$ is starlike with respect to $u$. This, together with the facts $x \in B(S), y \in B(S)$, and property $P_{3}$ imply that $u v \cdot x y \neq 0$ (or $u v \cdot x \infty \neq 0$ ), so that $u v \subset H(Q)+$ $W \cdot S$. Suppose $u \in S \cdot W, v \in S \cdot W$. Let $z \in(x y)$ or $(x \infty)$. If $(u v) \not \subset S$, since $u z \subset S, v z \subset S$, then triangle $u v z$ would contain a $p$-point of $S$ (See the first paragraph of the proof of Lemma 2). But this is impossible, since $W$ contains no $p$-points of $S$, and since by Lemma 1 the open segment ( $x y$ ) or ( $x \infty$ ) contains no $p$-points of $S$. Hence $H(Q)+$
$W \cdot S$ is convex. It should be observed that if $H(Q) \equiv x y$, then $H(Q)+$ $W \cdot S$ may or may not be closed.

Lemma 5. Let $x_{i} y_{i}$ be a countable number of pairwise disjoint edges in $B(H) \equiv B(H(Q))$. Assume that $B(H)$ contains at least three edges, and let $W_{i}$ be the open half-plane of support to $H(Q)$ whose boundary contains ( $x_{i} y_{i}$ ) ( $x_{i} y_{i}$ may be $x_{i} \infty$ ).

Then the set $H(Q)+S \cdot \Sigma_{i} W_{i}$ is a closed convex set.

Proof. Without loss of generality establish an order on the boundary $B(H)$, and assume that in terms of this order, $x_{i}$ is the beginning of the edge $x_{i} y_{i}$ and that $y_{i}$ is the endpoint of $x_{i} y_{i}$. Select any two disjoint edges $x_{i} y_{i}$ and $x_{j} y_{j}$, and without loss of generality assume that $x_{i}, y_{i}, x_{j}, y_{j}$ fall in an order so that an are of $B(H)$ has $x_{i}$ and $y_{j}$ as its endpoints, and so that all four points lie on this are in the order given above $(B(H)$ may be unbounded). Let the convex set which is bounded by the two lines $L\left(x_{i}, y_{j}\right)$ and $L\left(x_{j}, y_{i}\right)$, and which contains the quadrilateral $x_{i} y_{i} x_{j} y_{j}$ be denoted by $V$. The segments $x_{i} y_{i}$ and $x_{j} y_{j}$ divide $V$ into three parts; one is the closed quadrilateral $x_{i} y_{i} x_{j} y_{j}$; the second is a three sided closed polygonal set adjacent to $x_{i} y_{i}$ and denoted by $\Delta\left(x_{i}, y_{i}\right)$; the third is a three sided closed polygonal set adjacent to $x_{j} y_{j}$ and denoted by $\Delta\left(x_{j}, y_{j}\right)$. The last two sets may or may not be bounded. If the edge $x_{j} y_{j}$ is a ray $x_{j} \infty$ instead, then the same type of division occurs, in which $L\left(x_{i}, \infty\right)$ is a line parallel to the ray $x_{j} \infty$ so that $J\left(x_{j}, \infty\right)$ has two bounding sides instead of three. We must have $S \cdot W_{i} \subset \Delta\left(x_{i}, y_{i}\right)$, for if this were not so, it is easily seen that either $x_{i}$ or $y_{i}$ would be an interior point of a triangle which would belong to $S$. But this would contradict the fact that $x_{i} \in B(S), y_{i} \in B(S)$. Similarly $S \cdot W_{j} \subset \Delta\left(x_{j}, y_{j}\right)$. This is true whether $x_{j} y_{j}$ is a finite segment or a ray $x_{j} \infty$.

Now, choose two points $u$ and $v$ in $U \equiv H(Q)+S \cdot \Sigma_{i} W_{i}$. If $u$ and $v$ are in $H(Q)+S \cdot W_{i}$, then Lemma 4 implies $u v \subset U$. If $u \in S \cdot W_{i}$ and $v \in S \cdot W_{j}$, then by the preceding paragraph $u \in \Delta\left(x_{i}, y_{i}\right), v \in \Delta\left(x_{j}, y_{j}\right)$ (or $v \in \Delta\left(x_{j}, \infty\right)$ ). Since $V \equiv \Delta\left(x_{i}, y_{i}\right)+x_{i} y_{i} x_{j} y_{j}+\Delta\left(x_{j}, y_{j}\right)$ is convex, and since $\Delta\left(x_{i}, y_{i}\right) \cdot x_{i} y_{i} x_{j} y_{j}=x_{i} y_{i}$, we have $u v \cdot x_{i} y_{i} \neq 0$, whence $u v \subset U$.

To prove that $U$ is closed, observe first that if there are a finite number of disjoint sets $x_{i} y_{i}$ (there are at least three edges) then $U$ is closed, since $\bar{W}_{i} \cdot S \subset \Delta\left(x_{i}, y_{i}\right)$ implies $\overline{W_{i} \cdot S} \subset W_{i} \cdot S+B(H)$. If there are an infinite number of sets $W_{i}$, then let $s$ be a limit point of an infinite sequence of sets $W_{i_{n}} \cdot S$. Since $W_{i_{n}} \subset \Delta\left(x_{i_{n}}, y_{i_{n}}\right)$ by fixing ( $x_{j}, y_{j}$ ) of the preceding paragraph, it follows that $\left(x_{i_{n}}, y_{i_{n}}\right) \rightarrow q$, a fixed point of $B(H)$, as $i_{n} \leftarrow \infty$. However, since in this situation, we must have $\Delta\left(x_{i_{n}}, y_{i_{n}}\right) \rightarrow q$ as $i_{n} \rightarrow \infty$, it follows that $s=q \in H(Q)$. Hence, it is clear that $U$ is
closed, since $H(Q)$ is closed.
Theorem 2. Suppose $S$ is a closed connected set in $E_{2}$ such that for each triple of points $x, y, z$ in $S$ at least one of the segments $x y, y z, x z$ is in $S$.

Then $S$ is expressible as the union of three or fewer closed convex sets having a nonempty intersection. The number three is best.

Definition 7. Let $N$ denote the cardinality of the set of $p$-points of $S$ in Theorem 2.

Theorem 3. If $N$ is not an odd integer greater than 1, then $S$ can be expressed as the union of two or fewer closed convex sets having a nonempty intersection.

Proofs of Theorems 2 and 3. We recall that $Q$ is the closure of the set of $p$-points of $S$. The proof is divided into 5 cases, depending upon the value of $N$. The five cases are: $N=1 ; N=2 ; N=2 m>1 ; N=2 m$ $+1>1 ; N=\infty$.

Case 1. $N=1$. Let $Q=p$, and let $C$ be a circle with center at $p$ and having radius $r$. The set $S \cdot C$ is a closed connected set having property $P_{3}$ and having $p$ as its only $p$-point. If $S \cdot C$ satisfies the conclusions of either Theorem 2 or Theorem 3, it is quite clear that $S=$ $\lim S \cdot C$ as $r \rightarrow \infty$ will satisfy the same conclusions. Let the boundary of the convex hull $H(S \cdot C)$ be $D(H)$, since $B(H)$ stands for the boundary of $H(Q)$. The rest of the proof will show incidentally that $D(H) \cdot S$ has one, two or four components.

Suppose $D(H) \cdot S$ has exactly three components and designate these by $B_{i}(i=1,2,3)$. It is easy to show that $B_{i} \neq\{p\}(i=1,2,3)$. Choose points $x_{i} \in B_{i}$ with $x_{i} \neq p(i=1,2,3)$. Property $P_{3}$ implies that at least one of the intervals $x_{1} x_{2}, x_{2} x_{3}, x_{3} x_{1}$ is in $S$. Suppose $x_{1} x_{2} \subset S$. Since $x_{i} \in D(H)(i=1,2)$, and since $B_{1} \cdot B_{2}=0$, we must have $L\left(x_{1}, x_{2}\right) \cdot S=x_{1} x_{2}$. If $p \notin\left(x_{1} x_{2}\right)$, then let $H_{12}$ be the closed half-plane bounded by $L\left(x_{1}, x_{2}\right)$ and not containing $p$. Since $x_{1} \in B_{1}, x_{2} \in B_{2}$ with $B_{1} \cdot B_{2}=0$, there must exist a cross cut of the complement of $S$ in $H_{12}$. However, by the proof of Lemma 2, there would exist a $p$-point in $H_{12} \cdot S$ which contradicts the fact that $Q=p$. Hence $p \in\left(x_{1} x_{2}\right)$. Since $p \in\left(x_{1} x_{2}\right)$, if $x_{1} x_{3} \subset S$, the proof of Lemma 2 would again imply the existence of a $p$-point in that closed half-space bounded by $L\left(x_{1}, x_{3}\right)$ which does not contain $p$. However this contradicts $Q=p$. Hence, $x_{1} x_{3} \not \subset S$. Similarly $x_{2} x_{3} \not \subset S$. Property $P_{3}$ and the closure of $S$ implies that for points $x \in B_{1}$ sufficiently near $x_{1}$, we have $x x_{2} \subset S, x x_{3} \not \subset S, x_{2} x_{3} \not \subset S$. Applying the same reasoning to $x, x_{2}, x_{3}$ that we applied to $x_{1}, x_{2}, x_{3}$, we get $p \in\left(x x_{2}\right)$ for all $x$ near
$x_{1}$. This can only be true if $B_{1}=x_{1}$. Similarly, $B_{2}=x_{2}$. However, since $B_{3}$ is contained in only one of the open half planes bounded by $L\left(x_{1}, x_{2}\right)$, the facts $B_{i}=x_{i}(i=1,2)$ simply that $x_{1} x_{2} \subset D(H) \cdot S$, which contradicts the fact $B_{1} \cdot B_{2}=0$. Hence $D(H) \cdot S$ cannot have exactly three components. Suppose $D(H) \cdot S$ has at least four components, and designate four of these by $B_{i}(i=1,2,3,4)$. The above argument implies that $B_{i}=x_{i}$ $\in D(H) \cdot S$, and these can be renumbered so that $p \in\left(x_{1} x_{2}\right), p \in\left(x_{3} x_{4}\right)$. Clearly any fifth component $B_{5}$ could not exist, since the above argument applied to $x_{1}, x_{2}, x_{3}$ and $x_{5} \in B_{5}$ would yield $p \in\left(x_{1} x_{2}\right), p \in\left(x_{3} x_{5}\right)$, so that $x_{5}=x_{4}$, a contradiction. Thus if $D(H) \cdot S$ has more than two components, then $S \cdot C$ is the union of two line segments having an interior point in common.

Now, suppose $D(H) \cdot S$ has exactly two components denoted by $B_{1}$ and $B_{2}$. Let the end points of $B_{i}$ be $x_{i}$ and $y_{i}$ ordered so that $y_{1} x_{2}$ and $y_{2} x_{1}$ are cross-cuts of the complement of $S$. The points $x_{i}$ and $y_{i}$ need not be distinct. We will prove that each of the sets $P_{i} \equiv H\left(B_{i}+p\right)+$ $C\left(x_{i} p\right)+C\left(y_{i} p\right),(i=1,2)$ is convex. (See Remark 2 following Lemma 2 for the definitions of $C\left(x_{i} p\right)$ and $\left.C\left(y_{i} p\right)\right)$. Property $P_{3}$ and the fact that $D(H) \cdot S=B_{1}+B_{2}$ implies that $B_{i}+x_{i} p+y_{i} p$ is the boundary of $H\left(B_{i}+p\right)$. We will prove that $P_{1}$ is convex. Since each of the sets $H\left(B_{1}+p\right)$, $C\left(x_{1} p\right), C\left(y_{1} p\right)$ is convex, to show that $P_{1}$ is convex, it suffices to select points $z \in H\left(B_{1}+p\right), u \in C\left(x_{1} p\right), v \in C\left(y_{1} p\right)$, and to show that $u v+u z+v z$ $\subset P_{1}$. We must have $u v \cdot x_{1} p \neq 0, u v \cdot y_{1} p \neq 0$, for if this were not so, the fact $D(H) \cdot S=B_{1}+B_{2}$ would imply that $u v \cdot P_{2} \neq 0$. However, this would contradict property $P_{3}$. Hence, we have $u v \subset x_{1} y_{1} p+C\left(x_{1} p\right)+C\left(y_{1} p\right)$. Thus $u v \subset P_{1}$. In the same manner $u z \subset P_{1}, v z \subset P_{1}$, so that $P_{1}$ is convex. The same argument applies to $P_{2}$.

Finally if $D(H) \cdot S$ has exactly one component, and $Q=p$, it can be shown readily that there exists a line through $p$ which divides $S \cdot C$ into two closed convex sets having $p$ in common. This completes the proof for $N=1$, and oddly enough it appears to be the most difficult to prove.

Case 2. $N=2$. Let $Q=p_{1}+p_{1}$. The line $L\left(p_{1}, p_{2}\right)$ divides the plane into two open half-planes $W_{i}(i=1,2)$. Lemma 4 implies that $W_{i} \cdot S$ is convex. If $W_{1} \cdot S=0$, then $S=\bar{W}_{2} \cdot S+S \cdot L\left(p_{1}, p_{2}\right)$ yields the desired conclusions of Theorem 2 and 3. Hence suppose $W_{i} \cdot S \neq 0 \quad(i=1,2)$. Let $U \equiv \overline{W_{1} \cdot S}+\overline{W_{2} \cdot S}$. If $U$ is convex, then $S \equiv U+S \cdot L\left(p_{1}, p_{2}\right)$ yields the desired decomposition. Suppose $U$ is not convex, then we can show that $S \cdot L\left(p_{1}, p_{2}\right)=U \cdot L\left(p_{1}, p_{2}\right)$, for suppose a point $u \in S \cdot L\left(p_{1}, p_{2}\right)$ $U \cdot L\left(p_{1}, p_{2}\right)$ exists. Since $U$ is not convex, there exist points $x_{i} \in W_{i} \cdot S$ such that $x_{1} x_{2} \not \subset S$. Moreover $u x_{i} \not \subset S$, since $u \notin \overline{W_{i} \cdot S}$. However, this violates property $P_{3}$. Thus if $U$ is not convex, $S=\overline{W_{1} \cdot S}+\overline{W_{2} \cdot S}$, and this is a desired decomposition of $S$ into two convex sets.

Case 3. $N=2 m>2$. In this case the hull $H(Q)$ is a convex polygon, each segment of which is an edge having $p$-points as endpoints (See definition 6). Order the edges $x_{i} x_{i+1}$ of the boundary $B(H)$ counterclockwise so that $\left(i=1,2, \cdots, 2 m ; x_{1}=x_{2 m+1}\right)$. The open half-plane of support to $H(Q)$ adjacent to $x_{i} x_{i+1}$ is denoted by $W_{i}$. By Lemma 5 each of the sets

$$
S_{1} \equiv H(Q)+S \cdot \sum_{i=1}^{m} W_{2 i-1}
$$

$$
\begin{equation*}
S_{2} \equiv H(Q)+S \cdot \sum_{i=1}^{m} W_{2 i} \tag{1}
\end{equation*}
$$

is a closed convex set. Moreover, since $S \subset H(Q)+\sum_{i=1}^{2 m} W_{i}$ we have $S_{1}+S_{2}=S$.

Case 4. $N=2 m+1>1$. As in Case 3 , let $e_{i} \equiv x_{i} x_{i+1}(i=1, \cdots$, $2 m+1$; $x_{1}=x_{2 m+2}$ ) denote the ordered edges of $B(H)$, and define $S_{1}$ and $S_{2}$ as in (1).

Let

$$
S_{3} \equiv H(Q)+S \cdot W_{2 m+1} .
$$

By Lemma 5 , the sets $S_{1}, S_{2}$ and $S_{3}$ satisfy the conclusions of Theorem 2.
Case 5. $N=\infty$. In order to prove this case, the following definition is helpful.

Definition 8. A connected closed subset $I$ of the boundary $B(H)$ is called a polygonal element if the following conditions hold:
(a) It is the closure of the union of edges of $B(H)$ (see Definition 6).
(b) Its endpoints (one, two or none) are limit points of $p$-points of $S$.
(c) If $I=B(H)$, then $I$ contains at most one limit point of $p$-points. If $I \neq B(H)$, then only its endpoints (one or two) are limit points of $p$-points.

Observe that these conditions imply that a polygonal element is maximal in the sense that it is not a proper subset of a larger polygonal element.

The number of polygonal elements of $B(H)$ is countable, hence we can well-order them easily. Let $I_{1}, I_{2}, \cdots, I_{n} \cdots$ designate such a wellordering.

For each polygonal element $I_{n}$, divide the edges it contains (see Definition 6) into two classes $M_{n}^{1}$ and $M_{n}^{2}$ such that no two edges of $M_{n}^{i}(i=1,2)$ are adjacent, that is, have an endpoint in common. It may
happen that one of the $M_{n}^{i}$ may be empty. For each edge $e \in M_{n}^{i}$ we let $W_{e}^{i}$ denote the open half-plane of support to $B(H)$ whose boundary contains $e$. Define

$$
F_{n}^{i}=\sum_{e \in N_{n}^{i}} W_{e}^{i} \cdot S \quad(i=1,2),
$$

and let

$$
S_{i}=H(Q)+\sum_{n} F_{n}^{i} \quad(i=1,2) .
$$

Since each edge in $M_{n}^{i}$ is separated from each edge in $M_{m}^{i}(n \neq m)$, Lemma 5 implies that $S_{1}$ and $S_{2}$ are closed convex subsets of $S$. Moreover, since for each point $x \in S$, either $x \in H(Q)$, or $x$ is contained in some $W_{e}^{i} \cdot S$, we have $S=S_{1}+S_{2}$ and $S_{1} \cdot S_{2} \neq 0$.

To prove that the number "three" in Theorem 2 is best consider the familiar two cell formed by a five-pointed star. It is a simple matter to verify that this set has property $P_{3}$, and that it cannot be expressed as the union of two convex sets. The analogous $2 m+1$ pointed star behaves the same way.

## 3. Concluding remarks.

(a) It should be noted that the converse of Theorem 2 is not true. For instance, the set consisting of three segments $x x_{i}(i=1,2,3)$, where each angle $\angle x_{i} x x_{j}=120^{\circ}(i \neq j)$, is the union of three convex sets; yet it does not have property $P_{3}$.
(b) It would be of interest to characterize those sets in $E_{2}$ which are the union of two closed convex sets. It appears that such a characterization will follow from an investigation of the cardinality of the set $B(K) \cdot B(S)$, where $K$ is the convex kernel of $S$.
(c) The theory in $E_{3}$ needs to be settled. In view of $\S 1$, it is natural to ask the question. What are the closed connected sets in $E_{3}$ such that each of its plane sections is either starlike or the union of two disjoint convex sets?
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# THE CENTER OF A COMPACT LATTICE IS TOTALLY DISCONNECTED 

Alexander Doniphan Wallace

The purpose of this note is to prove the theorem of the title. A topological lattice is a Hausdorff space together with a pair of continuous functions $\wedge: L \times L \rightarrow L, \vee: L \times L \rightarrow L$ satisfying the usual conditions for lattice operations. As is customary we may write $x \wedge y$ in place of $\wedge(x, y)$. All references are to Chapter II of [1]. We assume the reader to be familiar with the elementary facts concerning topological algebras (groups, lattices, semigroups) and set-theoretic topology.

Theorem. The center of a compact lattice is totally disconnected.
Proof. Let $L$ be a compact lattice. As is wellknown $L$ has a zero and a unit, 0 and 1. If $A$ is the set of pairs $(x, y) \in L \times L$ such that $x \wedge y=0$ and $x \vee y=1$ then $A=\wedge^{-1}(0) \cap \bigvee^{-1}(1)$ so that $A$ is closed. The projection $(x, y) \rightarrow x$ takes $A$ onto the closed set $B$ and $B$ is the set of all $x \in L$ which admit a complement.

Now $N$, the set of neutral elements of $L$, is the intersection of the maximal distributive sublattices by Theorem 11. But if $D$ is a distributive sublattice of $L$ its closure is also a distributive sublattice. It follows that $N$ is closed. By the corollary to Theorem 10 the center $C$ of $L$ is $N \cap B$ so that $C$ is closed.

By the lemma on page 27 each element $x \in C$ has a unique complement $k(x) \in C$. We will show that $k: C \rightarrow C$ is continuous. If $G$ is the subset of $C \times C$ consisting of all $(x, k(x))$ with $x \in C$ it is enough to show that $G$ is closed since $C$ is compact. But by the remarks above we have $G=(C \times C) \cap \wedge^{-1}(0) \cap \vee^{-1}(1)$.

Now $C$ is a distributive lattice (Theorem 9 and Corollary p. 29) with unique complements. Thus $C$ is a commutative topological group under the operations

$$
x+y=(x \wedge k(y)) \vee(k(x) \wedge y), \quad-x=x
$$

all of whose elements are of order 2 , that is, $x+x=0$ for all $x$. If $Q$ is the component of $C$ containing 0 and if $q \in Q, q \neq 0$, then there is a continuous homomorphism $f$ taking $Q$ into $Z$, the reals $\bmod 1$, such that $f(q) \neq f(0)$. Since $f(Q)$ is connected it contains an interval of $Z$ and therefore contains an element not of finite order. Since the order of each element of $Q$ is two this is a contradiction. Hence $Q$ contains
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only 0 and therefore is totally disconnected. The proof of the Theorem is complete.
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# TWO THEOREMS ON TOPOLOGICAL LATTICES 

Alexander Doniphan Wallace

A topological lattice is a pair of continuous functions

$$
\wedge: L \times L \rightarrow L, \quad \wedge: L \times L \rightarrow L
$$

( $L$ a Hausdorff space) satisfying the usual conditions for lattice operations. A set $A$ is convex if $x, y \in A$ and $x \leqq a \leqq y$ implies $a \in A$. This is equivalent to $A=(A \wedge L) \cap(A \vee L)$.

After proving a separation theorem involving a convex set we show that a compact connected topological lattice is a cyclic chain in the sense of G. T. Whyburn and that each cyclic element is a convex sublattice. In doing so we rely on some results recently obtained by L. W. Anderson.

Theorem 1. Let $L$ be a connected topological lattice and let $A$ be a convex set such that $L \backslash A$ is not connected. Then $L \backslash A$ is the union of the connected separated sets $(A \wedge L) \backslash A$ and $(A \bigvee L) \backslash A$ which are open (closed) if $A$ is closed (open). If $L$ is also compact then $A$ is connected if it is either open or closed.

Proof. Let $L \backslash A=U \cup V$ with $U^{*} \cap V=\phi=U \cap V^{*}$ and let $p \in U$, $q \in V$. The connected set $(p \wedge L) \cup(q \wedge L)$ meets both $U$ and $V$; hence it meets $A$. Adjust the notation so that $(q \wedge L) \cap A \neq \phi$ and thus $q \in A \vee L$. If $(q \bigvee L) \cap A \neq \phi$ then $q \in A \wedge L$ and hence $q \in(A \wedge L)$ $\cap(A \bigvee L)=A$. This being impossible we infer that $(q \bigvee L) \cap A=\phi$ and $q \in(A \bigvee L) \backslash A=(A \vee L) \backslash(A \wedge L)$. The connected set $(p \bigvee L) \cup$ $(q \bigvee L)$ intersects $U$ and $V$ and so intersects $A$. But $(q \bigvee L) \cap A=\phi$ so that $(p \bigvee L) \cap A \neq \phi$ and hence $p \in A \wedge L$. Were $(p \wedge L) \cap A \neq \phi$ we would also have $p \in A \bigvee L$ and so $p \in A$, a contradiction. Thus $(p \wedge L) \cap A=\phi$ and $p \in(A \bigvee L) \backslash A=(A \bigvee L) \backslash(A \wedge L)$. Now take $y \in V$ and suppose that $y$ is not in $A \vee L$ so that $(y \wedge L) \cap A=\phi$; then $(p \wedge L)$ $\cap A \neq \phi$ since $(p \wedge L) \cup(y \wedge L)$ is a connected set meeting $U$ and $V$. But this is contrary to the proven fact that $(p \wedge L) \cap A=\phi$. We conclude that $V \subset(A \vee L) \backslash A$ and, dually, that $U \subset(A \wedge L) \backslash A$. It follows that $L=(A \wedge L) \cup(A \vee L)$. Now $x \in(A \vee L) \backslash A$ and $x \in L \backslash V$ gives $x \in U \subset(A \wedge L) \backslash A$ and this contradicts the convexity of $A$. Hence $U=(A \wedge L) \backslash A$ and $V=(A \bigvee L) \backslash A$. To see that $U \wedge L=U$ we need only note that $x \in U$ gives $(x \wedge L) \cap A=\phi$ and thus $(x \wedge L) \cap V=\phi$ (since $x \wedge L$ is connected and contains $x)$ and hence $x \wedge L \subset(A \wedge L) \backslash(A \vee L)=U$.

[^25]Dually, $V \wedge L=V$ and these equalities imply that $U$ and $V$ are connected. If $A$ is closed (open) then $U$ and $V$ are open (closed). This completes the proof of the first sentence of the conclusion. If $L$ is also compact then $H^{1}(L)=0$ [3] so that (as is well known) $L$ is unicoherent. But $L$ is locally connected, $L=(A \wedge L) \cup(A \vee L)$, and the sets $A \wedge L$ and $A \vee L$ are connected, and open (closed) [1] if $A$ is open (closed). Hence by a known result [2] we see that $A=(A \wedge L) \cap$ ( $A \vee L$ ) is connected.

We assume that the reader is familiar with the cyclic element theory of locally connected continua as given in [4]. We recall that a locally compact connected topological lattice is locally connected [1].

Theorem 2. Let $L$ be a compact connected metrizable topological lattice. Then $L$ is a cyclic chain, each cyclic element of which is a convex sublattice. If $L$ is topologically contained in the plane then each true cyclic element of $L$ is 2 -cell and $L$ has the fixed-point property.

Proof. Let $C$ be a true cyclic element of $L$, let $x, y \in C$ with $x \leqq y$ and let $p \in L$ such that $x \leqq p \leqq y$. If $T$ is a maximal chain containing $x, p$, and $y$ then $T$ is an arc from 0 to 1 , as is well known [1]. Hence the set $[x, y]=\{t \mid t \in T$ and $x \leqq t \leqq y\}$ is an arc from $x$ to $y$ [1]. Since $C$ is an $A$-set [4] we know that $[x, y] \subset C$ and thus $p \in C$. Hence $C$ is convex. Let $D$ be the cyclic chain from 0 to 1 , that is, $D$ is the smallest $A$-set containing 0 and 1 [4]. Then, by definition, $T \subset$ $D$ and if $x \in L \backslash D$ then the maximal chain $T^{\prime}$ containing $0, x, 1$ is an arc from 0 to 1 and thus $T^{\prime} \subset D$, a contradiction. Hence $D=L$ and $L$ is the cyclic chain from 0 to 1 . Let $T_{0}$ be 0,1 and all points which separate 0 and 1 . Then $L$ is the union of $T_{0}$ and all true cyclic elements meeting $T_{0}$ in two points [4]. Suppose that the true cyclic element $C$ meets $T_{0}$ in the cutpoints $p$ and $q$. Note that neither 0 nor 1 is a cutpoint [3]. If $z$ is a cutpoint then, since $\{z\}$ is convex, $L=$ $(z \wedge L) \cup(z \vee L)$ and thus $z$ is comparable with each $x \in L$, by Theorem 1. We may assume that $p<q$. We will show that $C=\{x \mid p \leqq x \leqq q\}$. The convexity of $C$ proves the containment " $\supset$ ". If $x \in C$ and if, say, $x \leqq q$ is false then we have $q<x$. By Theorem $1, L \backslash q=((q \wedge L) \backslash q)$ $\cup((q \bigvee L) \backslash q)$ is a separation and $C$ meets both members, contrary to the fact that $C$ is a true cyclic element [4]. Dually, $x \leqq p$ cannot be false, proving the containment " $\subset$ " of the desired equality. It follows that $C$ is a convex sublattice. The cases $p=0$ or $q=1$ are treated similarly. The remaining results follow from the fact that $H^{r}(L)=0$ [3] so that $L$ is a locally connected continuum [1] which does not cut the plane [4].
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# DIMENSION AND NON-DENSITY PRESERVATION OF MAPPINGS 

G. T. Whyburn

1. Introduction. In this paper consideration is given to conditions under which the property of being non-dense in a space in the sense of containing no open set in that space is invariant under certain types of mappings. In some spaces and for some mapping types the issue involved is essentially equivalent to the question of dimensionality preservation. These questions are of interest and importance in numerous mathematical fields. They are especially so in the study of topological aspects of the theory of functions and it is toward this connection that the results and methods in this note will be largely directed.

A single valued continuous transformation $f(X)=Y$ will be called a mapping. Such a mapping is open if open sets in $X$ have open images in $Y$ and is light provided $f^{-1}(y)$ is totally disconnected for each $y \in Y$. Also $f$ has scattered point inverses provided that for each $y \in Y, f^{-1}(y)$ is a scattered set in the sense that no point of $f^{-1}(y)$ is a limit point of $f^{-1}(y)$.

As indicated above, a set $K$ in a space $X$ is non-dense in $X$ provided $K$ contains no open set in $X$. On the other hand that $K$ is dense in $X$ means that every point of $X$ is either a point or a limit point of $K$. A mapping $f(X)=Y$ is said to preserve non-density for compact sets provided that $f(K)$ is non-dense in $Y$ whenever $K$ is compact and non-dense in $X$. For a mapping $f(X)=Y$, a subset $X_{0}$ of $X$ is said to be semidense in $X$ provided $X_{0}$ is dense in some open subset of every open set $U$ in $X$ whose image $f(U)$ is also open in $Y$. Thus the property of semi-density is a property of a subset of $X$ relative to a mapping $f$ on $X$ and not an intrinsic property of $X_{0}$ alone.

For a mapping $f(X)=Y$, the set of all $x \in X$ such that $x$ is a component of $f^{-1} f(x)$ will be designated by the symbol $D_{f}$. Also the symbol $L_{f}$ will be used for the set of all $x \in X$ such that $f^{-1} f(x)$ is totally disconnected. Thus $L_{f}$ is the maximum inverse set in $X$ on which the mapping $f$ is light, where by an inverse set $I$ we mean a set which is the inverse of its transform under $f$, that is, one satisfying the relation

$$
I=f^{-1} f(I) .
$$

Accordingly $L_{f}$ may be thought of as the lightness kernel or 0-dimensional kernel of the mapping $f$. Obviously we have $L_{f} \subset D_{f}$.
2. General setting. We begin with a theorem which was suggested by the theorem of Alexandroff's [1] on invariance of dimension under countable-fold open mappings. Our proof closely parallels that of Alexandroff for his theorem.
(2.1) Theorem. Let $f(A)=B$ be open and have scattered point inverses, where $A$ and $B$ are locally compact separable and metric. Then $A$ is the union $A=\sum A_{n}$ of a sequence of compact sets such that $f \mid A_{n}$ is topological for each $n$.

Proof. Let $\left(U_{n}\right)$ be a countable basis of open sets in $A$, so chosen that $\bar{U}_{n}$ is compact for each $n$. For each $n$, let $F_{n}$ be the set of all $x \in U_{n}$ such that $g_{n}^{-1} g_{n}(x)=x$ where $g_{n}$ denotes the mapping $f \mid U_{n}$. Then $F_{n}$ is closed in $U_{n}$ by openness of $f$. Accordingly each $F_{n}$ is the union of a countable sequence of compact sets and thus we can write $\sum F_{n}=$ $\sum A_{n}$ where each $A_{n}$ is compact and lies in some $F_{m}$. Thus $f \mid A_{n}$ is topological for each $n$. Finally, $\sum A_{n}=A$, because if $x \in A$, there exists an $m$ such that $x \in U_{m}$ and $U_{m} \cdot f^{-1} f(x)=x$ and hence so that $x \in F_{m} \subset$ $\sum F_{n}=\sum A_{n}$.
(2.11) Corollary. For any closed set $K$ in $A$ we have

$$
\operatorname{dim} f(K)=\operatorname{dim} K
$$

(2.12) Corollary. If $K$ is any closed set in $A$ and $V$ is any open subset of $f(K)$, then $V$ contains an open subset $U$ which is homeomorphic with a subset of $K$.

For let $K_{n}$ denote the set $K \cdot A_{n}$ for each $n$. Then since $V \subset \sum f\left(K_{n}\right)$ and each $f\left(K_{n}\right)$ is compact, some $f\left(K_{n}\right)$ contains an open subset $U$ of $V$. Then $K_{n} \cdot f^{-1}(U)$ maps topologically onto $U$ under $f$.
(2.13) Corollary. If $A$ and $B$ are 2-manifolds, (or n-manifolds), then if $K$ is non-dense in $A, f(K)$ is non-dense in $B$.
(2.2) Theorem. Let $A$ and $B$ be locally compact separable metric spaces and let $f(A)=B$ be a mapping preserving compact non-dense sets. Then for some $y \in B, f^{-1}(y)$ is totally disconnected.

Proof. For each integer $n>0$ and each $x \in A$, let $U_{x}^{n}$ be an open set of diameter $<1 / n$ containing $x$ and having a compact boundary $F_{x}^{n}$. Let $U_{x_{1}}^{n}, U_{x_{2}}^{n}, \cdots$ be a countable collection of these sets $U_{x}^{n}$ whose union covers $A$ and set

$$
F^{n}=\sum_{i} F_{x_{i}}^{n}, \quad F=\sum_{n} F^{n}=\sum_{n} \sum_{i} F_{x_{i}}^{n} .
$$

Now $f(F) \neq B$. For if $f(F)=B$, then for some $n$ and $i$ the set $f\left(F_{x_{i}}^{n}\right)$ must contain an open set in $B$, as $B$ is locally compact; and this is impossible by hypothesis because $F_{x_{i}}^{n}$ is compact and non-dense for each $n$ and $i$. Accordingly there exists a $y \in B-f(F)$. Clearly $f^{-1}(y)$ is totally disconnected, because if it had a non-degenerate component $C_{y}$, then for $1 / n<$ the diameter of $C_{y}$, we would have $C_{y} \cdot F_{x_{i}}^{n} \neq 0$ where $C_{y} \cdot U_{x_{i}}^{n} \neq 0$.
(2.21) Corollary. Under the same hypothesis, the set $Y$ of all $y \in B$ with $f^{-1}(y)$ totally disconnected is dense in $B$ and $L_{f}=f^{-1}(Y)$ is semi-dense in $A$.

For if $B_{0}$ is any open set in $B$, we have only to set $A_{0}=f^{-1}\left(B_{0}\right)$ and apply the theorem to the mapping $f \mid A_{0}$ to obtain the first conclusion that $Y$ is dense in $B$. To prove the second conclusion suppose on the contrary that for an open set $U$ which has an open image and which we first suppose conditionally compact, $L_{f} \cdot U$ is dense in no open subset of $U$. Then $\overline{L_{f} \cdot U}$ is compact and non-dense, whereas $f\left(\overline{L_{f} \cdot U}\right)$ must contain $f(U)$ since $Y$ is dense in $f(U)$ by openness of $f(U)$. This is a contradiction.

Finally, to see that $U$ need not be conditionally compact, we need only show that any open set $V$ in $A$ with an open image contains a conditionally compact open subset $U$ with an open image. To do this, set $V=\sum V_{n}$ where each $V_{n}$ is open and conditionally compact and $\bar{V}_{n} \subset U$. Then since $f(V)=\sum f\left(\bar{V}_{n}\right)$, some $f\left(\bar{V}_{n}\right)$ contains an open set $G$. Since $f\left[\operatorname{Fr}\left(V_{n}\right)\right]$ is non-dense, $Q=G-f\left[\operatorname{Fr}\left(V_{n}\right)\right]$ is open and nonempty. Then $U=V_{n} \cdot f^{-1}(Q)$ meets our condition.
(2.3) Theorem. Let $A$ and $B$ be locally compact separable metric spaces with $\operatorname{dim} A=k<\infty$ and let $f(A)=B$ be a mapping such that the image of every compact non-dense set $K$ with $\operatorname{dim} K<k$ is non-dense. Then the set $Y$ of all $y \in B$ with $f^{-1}(y)$ totally disconnected is dense in $B$.

For, in the preceding proofs the sets $F_{x}^{n}$ could now be taken of dimension $\leqq k-1$.
3. Quasi-open mappings. Region on a sphere. A mapping $f(X)=$ $Y$ is quasi-open provided that if $y \in Y$ and $K$ is a compact component of $f^{-1}(y)$, then for any open set $U$ in $X$ containing $K, y$ is interior to $f(U)$ rel. $Y$, and is strongly quasi-open provided $y$ is interior to $f(U)$ relative to a larger space $Y_{0} \supset Y$. A mapping $f(X)=Y$ is monotone provided $f^{-1}(y)$ is a continuum (compact and connected set) for each $y \in Y$; and $f$ is compact provided $f^{-1}(K)$ is compact for every compact
set $K \subset Y$ or, equivalently, provided $f$ is closed and has compact point inverses. For compact mappings, quasi-openness is equivalent to quasimonotoneity as defined originally by Wallace [3].
(3.1) Theorem. Let $f(X)=Y$ be a compact and quasi-open mapping where $X$ is a region on a sphere $S, Y$ is a metric space and where no component of a point inverse separates $X$. In order that the image of every compact 1-dimensional set in $X$ be of dimension $\leqq 1$ it is necessary and sufficient that the set $D_{f}$ be semi-dense in $X$.

Proof. Let $f=l m, m(X)=X^{\prime}, l\left(X^{\prime}\right)=Y$ be the monotone-light factorization of $f$. Let the mapping $m$ be extended to the whole sphere $S$ by decomposing $S$ into the sets $m^{-1}\left(x^{\prime}\right), x^{\prime} \in X^{\prime}$ together with the components of $S-X$ so that we obtain a monotone mapping $\phi(S)=S^{\prime}$ of $S$ onto a sphere $S^{\prime}$ containing $X^{\prime}$ ( $\phi$ is the natural mapping of the decomposition) which is identical with $m$ on $X$. That $S^{\prime}$ is a topological sphere follows from the readily verified facts that the described decomposition of $S$ is upper semi-continuous and no element of this decomposition separates $S$, together with the classical theorem of $R$. L. Moore [2] that the hyperspace of any such decomposition of a sphere into continua is itself a topological sphere. Then $l\left(X^{\prime}\right)=Y$ is a light open mapping which is compact; and since $X^{\prime}$ is a region on $S^{\prime}, Y$ is a 2 manifold by the invariance of the 2 -manifold property under such mappings [4].

Now to prove the sufficiency of the condition let $K$ be a compact 1 -dimensional set in $X$. Then $\operatorname{dim} m(K) \leqq 1$. For, if not, then $m(K)$ contains an open set $U$ in $X^{\prime}$. Then $l(U)$ is open in $Y$ and thus $m^{-1}(U)$ is an open set in $X$ whose image under $f$ is open in $Y$. Accordingly $D_{f}$ is dense in an open subset $Q$ of $m^{-1}(U)$. Since $Q$ cannot lie wholly in $K, Q-Q \cdot K$ contains a point $x$ of $D_{f}$. But then since $x=m^{-1} m(x)$, $m(x)$ cannot lie in $m(K)$, contrary to the supposition that $m(x) \in U \subset m(K)$. Thus $\operatorname{dim} m(K) \leqq 1$.

It remains to show that $\operatorname{dim} \operatorname{lm}(K) \leqq 1$. Since $l$ is compact, open and light and $X^{\prime}$ is a 2 -manifold, $l$ is finite to one [4]. Hence by (2.11) we have $\operatorname{dim} \operatorname{lm}(K)=\operatorname{dim} m(K) \leqq 1$.

To prove the necessity of the condition we note first that it follows from our hypothesis that $f$ preserves non-density for compact sets. For if $K$ is a compact, non-dense set in $X$ we have $\operatorname{dim} K \leqq 1$. Whence $\operatorname{dim} f(K) \leqq 1$; and since as shown above $Y$ also is a 2 -manifold, it follows from this that $f(K)$ is non-dense. Accordingly, by (2.21) not only $D_{f}$ but also $L_{f}$ must be semi-dense in $X$.

Clearly we have the following alternative form of (3.1) which we state as
(3.2) Theorem. Let $f, X$ and $Y$ be as described in the first sentence of (3.1). In order that $f$ preserve non-density for compact sets it is necessary and sufficient that $L_{f}$ be semi-dense in $X$.
4. Quasi-open mappings on the general 2 -manifold. We now show that the case of a mapping of this same type operating on an arbitrary 2 -manifold can be reduced essentially to the case of a region on a sphere so that similar conclusions hold.
(4.1) Lemma. Let $f(X)=Y$ be quasi-open where $X$ is a 2-manifold without edges and $Y$ is a locally connected generalized continuum and suppose that $f\left(L_{f}\right)$ is dense in $Y$. If there exists in $X$ a compact set $K$ of dimension $\leqq 1$ whose image contains an open set in $Y$, then there exists a region $R$ in $X$ contained in a 2-cell of $X$ such that $Q=f(R)$ is open in $Y$, the mapping $f(R)=Q$ is compact and quasi-open and for some compact subset $K_{1}$ of $K \cdot R, f\left(K_{1}\right)$ contains an open set.

Proof. Let $V$ be an open set in $f(K)$. Then there is a point $y \in V$ such that $f^{-1}(y)$ is totally disconnected. Now for each $x \in K \cdot f^{-1}(y)$ there exists a 2-cell $E_{x}$ on $X$ with edge $C_{x}$ and interior $I_{x}$ such that $f\left(E_{x}\right) \subset V, C_{x} \cdot f^{-1}(y)=0$. Thus if $Q_{x}$ is the component of $Y-f\left(C_{x}\right)$ containing $y$ and $R_{x}$ is the component of $f^{-1}\left(Q_{x}\right)$ containing $x$ we have $R_{x} \subset I_{x}$ because $R_{x} \cdot C_{x}=0$. Accordingly, $R_{x}$ being conditionally compact [5], $f\left(R_{x}\right)=Q_{x} \subset V$ and the mapping $f\left(R_{x}\right)=Q_{x}$ is compact and quasiopen.

Now since $K \cdot f^{-1}(y)$ is covered by a finite union $U$ of the sets $R_{x}$ and $f(K \cdot U)$ contains an open set $V-f(K-K \cdot U)$ in $V$ about $y$, some one of the sets $R_{x}$, say $R$, is such that $f(K \cdot R)$ contains an open set. Since $K \cdot R$ is closed in $R$, for some compact set $K_{1} \subset K \cdot R, f\left(K_{1}\right)$ must likewise contain an open set in $Q=f(R)$. Thus the lemma is proven.

Since a region on a 2 -cell may be considered as a region on a sphere (by mapping the 2-cell topologically onto a 2-cell on a sphere), this lemma together with the theorems in $\S 3$ yield at once
(4.2) Theorem. Given a quasi-open mapping $f(X)=Y$ where $X$ is a 2-manifold without edges and $Y$ is a locally connected generalized continuum such that no component of a point inverse lying inside a closed 2 -cell on $X$ separates $X$, in order that $f$ preserve non-density for compact sets it is necessary and sufficient that $L_{f}$ be semi-dense in $X$.

Note. Most of the results in this paper were stated without proof, or with only brief indications of proof in some cases, by the author in his Presidential Address before the American Mathematical Society [6].

For further discussion of these results, in particular for cases in which alternative dimension preserving forms of (4.2) above are possible, see [6].
5. Differentiable functions. We now show that a mapping from a region of the $z$-plane $Z$ into the $w$-plane $W$ generated by a function $w=f(z)$ satisfying certain differentiability conditions will satisfy the requirements needed in the preceding sections to insure the preservation of non-density for compact sets.
(5.1) Theorem. Let $w=f(z)$ be continuous in a region $X$ of $Z$ and differentiable at all points of a dense set $f^{-1}\left(Y_{0}\right)$ in $X$ which is the inverse of an open subset $Y_{0}$ of $Y=f(X)$. Then $f$ is strongly quasi-open, no component of a point inverse lying inside a closed 2-cell on $X$ separates $X$ and the set $f\left(L_{f}\right)$ is dense in $Y$. Further, $L_{f}$ is semi-dense in $X$.

Proof. (Note. In the proof of all but the final statement use is made of only easily established topological properties of functions meeting minimum differentiability requirements. In proving the last one, however, we use the property, rather more difficult to establish topologically, that a non-constant function everywhere differentiable in a region $R$ cannot be constant on any open set in $R$.)

To prove $f$ strongly quasi-open it suffices (see $\S 7$ of [6]) to show that for any elementary region $R$ in $X$ with boundary $C$ in $X$,
$\left(^{*}\right) \quad f(R+C)=f(C)+$ the union of bounded components of $W-f(C)$,
where "elementary" means that $R$ is bounded and $C$ consists of a finite number of disjoint simple closed curves. To accomplish this, let $S$ be a component of $W-f(C)$ such that the set $S_{0}=S \cdot f(R)$ is not empty. Since $R \cdot f^{-1}\left(S_{0}\right)$ is open and nonempty, it therefore intersects $f^{-1}\left(Y_{0}\right)$. Thus $S_{0} \cdot Y_{0}$ is not empty. Let $Q$ be a component of $S_{0} \cdot Y_{0}$. Since $R \cdot f^{-1}(Q)$ is open and thus has only a countable number of components, there exists a component $T$ of $R \cdot f^{-1}(Q)$ on which $f$ is not constant. As $f$ is differentiable on $T$ by hypothesis [because $T \subset f^{-1}\left(Y_{0}\right)$ ] there exists a point $z_{0} \in T$ where $f^{\prime}\left(z_{0}\right) \neq 0$. Now using properties of the circulation index, it readily follows that $Q$ contains the interior of a square and thus contains a point $q$ such that $f^{\prime}(z) \neq 0$ for all $z \in f^{-1}(q)$. Since this makes the circulation index equal $2 \pi i$ times a positive integer when taken around any sufficiently small circle enclosing a point of $f^{-1}(q)$, it results at once that the circulation index taken over all of $C$ of $f$ about $q$ must be $\neq 0$. Further, since this latter index is constant throughout $S$, that is, it has the same value when any $p \in S$ is substituted for $q$, it follows that every point $p$ of $S$ must belong to $f(R)$. For details of the argument needed here using the circulation index the reader is referred to the last paragraph of § 5 of [7].

Hence we have $S \subset f(R)$. This gives (*), however, because $f(R+C)$ obviously cannot contain the whole unbounded component of $W-f(C)$. Thus any component of $W-f(C)$ intersecting $f(R)$ must be bounded and must lie wholly in $f(R)$. Accordingly $f$ is strongly quasi-open.

Suppose, contrary to the second assertion, that some component $K$ of $f^{-1}\left(w_{0}\right)$, for some $w_{0} \in Y$, lies inside a closed 2-cell $A$ on $X$ and separates $X$. Then one component $Q$ of $X-K$ must lie wholly inside $A$ since only one component of $X-K$ intersects the edge of $A$. Let $y$ be a point of $f(Q+K)$ such that $\left|y-w_{0}\right|=\max \left|f(z)-w_{0}\right|$ for $z \in Q+K$. Then $Q$ contains a component $H$ of $f^{-1}(y)$ and $H$ is compact. Accordingly, by the strong quasi-openness of $f, y$ must be interior to $f(Q)$ contrary to $\left|f(z)-w_{0}\right| \leqq\left|y-w_{0}\right|$ for all $z \in Q$.

That $f\left(L_{f}\right)$ is dense in $Y$ is an immediate consequence of the fact that $Y_{0}$ is dense in $Y$ and the quasi-openness of $f$ already established. For any open set in $Y$ thus contains the interior $I$ of a square such that $f$ is differentiable everywhere on $f^{-1}(I)$. Thus for some $q \in I$, $f^{\prime}(z) \neq 0$ for all $z \in f^{-1}(q)$. This makes $f^{-1}(q)$ a scattered set which therefore surely lies in $L_{f}$.

Finally, to prove $L_{f}$ semi-dense in $X$ we note first that if $T$ is any region in $X$ on which $f$ is non-constant and everywhere differentiable, then as shown above in the second paragraph of this proof, $T$ contains a point $z_{0}$ where $f^{\prime}\left(z_{0}\right) \neq 0$ and indeed $f(T)$ contains points $q$ such that $f^{\prime}(z)$ does not vanish on $f^{-1}(q)$, so that $f^{-1}(q) \subset L_{f}$. Accordingly any such region $T$ intersects $L_{f}$. Now if $U$ is any open set in $X$ with an open image, $f(U) \cdot Y_{0}$ contains a region $Q$ and if $T$ is any component of $f^{-1}(Q) \cdot U$ on which $f$ is not constant (and there are such components $T$ because the collection of all components of $f^{-1}(Q) \cdot U$ is countable), then $T$ intersects $L_{f}$ as shown above. However, the same holds for an arbitrary subregion $T_{0}$ of $T$, because $f$ is likewise non-constant and everywhere differentiable on $T_{0}$. Thus $L_{f}$ is dense in $T$.
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# ON THE FUNCTIONAL REPRESENTATION OF CERTAIN ALGEBRAIC SYSTEMS 

J. H. Williamson

1. Introduction, Definitions and Examples. In this paper an attempt is made to generalize the well-known representation theory of commutative Banach algebras by functions on the maximal ideals of the algebra [4]. The present paper is devoted almost exclusively to algebraic questions; topological aspects of the theory will be treated elsewhere.

In considering commutative algebras $A$ over the complex field $C$, there are relatively few cases in which one can assert that the quotient $A / M$ of the algebra by a maximal ideal is isomorphic to $C$. Apart from Banach algebras, there are the locally $m$-convex algebras of E.A. Michael [6] and R. Arens [1], and the 'algèbres à inverse continu' of L. Waelbroeck [8], [9] ( $=Q$-algebras, in the terminology of Kaplansky [5], with continuous inversion). There are many interesting algebras which do not belong to either of these classes, and it would be desirable to have a theory to cover them as far as possible.

The basic idea is derived from the classical work of Carleman, von Neumann, and Stone on unbounded self-adjoint linear operators $T$ in Hilbert space (see, for example, [7]). Here the analysis is carried out with the aid of the bounded transformations $(T-\lambda I)^{-1}$; the spectrum of $T$ is the set of complex numbers $\lambda$ such that $(T-\lambda I)^{-1}$ does not exist as a bounded transformation. This suggests that if we start with a commutative algebra $A$, and a suitable sub-algebra $B$ (corresponding to the 'bounded' elements of $A$ ) we may be able to effect a useful analysis of $A$, and somehow represent an element $a \in A$ by a function whose values are those complex numbers $\lambda$ such that $(a-\lambda e)^{-1}$ does not exists in $B$ ( $e$ being the unit of $A$ ). It turns out that this is basically correct, although there are certain complications of detail. For instance, the representing functions may take infinite values; this is unavoidable. The space on which the functions are defined is that of the 'maximal $B$-ideals' or ' maximal ordinary $B$-ideals' of the algebra, not the space of maximal ideals in the ordinary sense.

Much of the theory of this paper applies to algebras over fields of fairly general type; for instance, many results are true for any algebraically closed field. It is no more difficult to develop the theory for the general case than for the case of the complex field. Let $K$ be any

[^26](commutative) field, $A$ a commutative linear algebra over $K$, with a unit $e$, and $B$ a sub-algebra of $A$, containing $e$. A restriction will presently be put on $B$ (immediately following Lemma 4), and after Theorem 1, $K$ will be taken to be algebraically closed. Further special assumptions on $A$ and $K$ will be made in the later sections of the paper.

Definition 1. A subset $J$ of $A$ is a $B$-ideal of $A$ if
(i) $x-y \in J$ whenever $x \in J, y \in J$, and
(ii) $x b \in J$ whenever $x \in J, b \in B$.

The $B$-ideal $J$ is admissible if $e \notin J$; it is ordinary if $x y \in J$ whenever $x \in J, y \in J$; otherwise it is exceptional. ( $B$-ideal $=B$-submodule; ordinary $B$-ideal $=B$-submodule which is a sub-algebra).

It may be useful to remark that a $B$-ideal which is a proper subset of $A$ is not necessarily an admissible $B$-ideal, by the above definition. For instance, $B$ itself is clearly a $B$-ideal of $A$; it may be a proper subset of $A$ but it is never an admissible $B$-ideal.

We give now one or two examples of the type of system under consideration.
(i) Let $A$ be any algebra of the type specified above, and take $B=A$. The $B$-ideals of $A$ are the ideals (in the usual sense) of $A$; all are ordinary.
(ii) Let $A$ be as in (i), and take $B=K e$ (which we shall sometimes write as $K$, if no danger of confusion exists). The $B$-ideals of $A$ are the linear subspaces of $A$.

In particular, let $A$ be the algebra of pairs of complex numbers ( $a_{1}, a_{2}$ ), with pointwise addition and multiplication. The admissible $B$ ideals of $A$ are the proper linear subspaces not containing $(1,1)$. They are thus (a) the element ( 0,0 ), and (b) for each complex $\alpha \neq 1$, the subspace generated by $(1, \alpha)$, and the subspace generated by $(0,1)$. There are precisely three ordinary admissible $B$-ideals, namely ( 0,0 ) and those generated by $(0,1)$ and $(1,0)$.
(iii) Let $A$ be the algebra of polynomials, with complex coefficients, in the indeterminate $t$, and let $B$ be the sub-algebra of constants. The sets $\left\{a: \alpha\left(t_{0}\right)=0\right\}$ ( $t_{0}$ a complex number) are clearly ordinary $B$-ideals of $A$. An elementary argument shows that they are maximal admissible ordinary $B$-ideals; it will appear later (after Theorem 2) that these are the only such $B$-ideals.
(iv) As for (iii), but with 'polynomial' replaced by 'rational function'. Here the maximal ordinary $B$-ideals are the sets $\left\{a: \alpha\left(t_{0}\right)=0\right\}$ for each complex $t_{0}$ and the set $\{a: a(\infty)=0\}$.
(v) Let $A$ be the algebra of (equivalence-classes of) complex almost everywhere finite Lebesgue measurable functions on ( 0,1 ), $B$ the sub-
algebra of essentially bounded functions. Among the $B$-ideals of $A$ are (a) the set of all functions of $A$ which are zero (almost everywhere) on $E$, for any fixed subset $E$ of $(0,1)$ of positive measure (this is an ordinary $B$-ideal, and in fact an ideal); and (b) the set of functions $f(t)$ such that $|f(t)| \leqq k n^{-1}$ almost everywhere in $E_{n}$, for each $n$, where $E_{n}$ is a decreasing sequence of measurable sets such that the measure of $E_{n}$ tends to zero as $n$ tends to infinity ( $k$ depends on $f$ only). This is an ordinary $B$-ideal, but not an ideal.
(vi) Let $A$ be an algebra of (possibly unbounded) self-adjoint or normal linear transformations of a Hilbert space into itself, and let $B$ be the sub-algebra of bounded operators. This type of algebra will be considered in § 7 .

In what follows it will be important to distinguish clearly between ordinary maximal $B$-ideals, that is, admissible $B$-ideals which are ordinary and which are not properly contained in any admissible $B$-ideal, and maximal ordinary $B$-ideals, that is, admissible $B$-ideals which are ordinary and which are not properly contained in any admissible ordinary $B$-ideal (maximal = maximal admissible). In example (ii) above, all the $B$-ideals (b) are clearly maximal. Of these only the ideals generated by $(0,1)$ and $(1,0)$ are ordinary; and these two are clearly also the only maximal ordinary $B$-ideals of $A$.

Lemma 1. (i) If $J$ is a maximal $B$-ideal of $A$, then $B \cap J$ is a maximal ideal of $B$; if $I$ is a maximal ideal of $B$, there is a maximal $B$-ideal of $A$ containing $I$.
(ii) If $J$ is a maximal ordinary $B$-ideal of $A$, then $B \cap J$ is a maximal ideal of $B$; if $I$ is a maximal ideal of $B$, there is a maximal ordinary $B$-ideal of $A$ containing $I$.

Proof. (i) It is clear that $B \cap J$ is a proper ideal of $B$. Suppose that $J^{\prime}$ is a proper ideal of $B$ which properly contains $B \cap J$; then $J$ $+J^{\prime}$ is a $B$-ideal of $A$ which properly contains $J$ and does not contain $e$. Since $J$ was assumed to be maximal, this is a contradiction, and so $B \cap J$ is a maximal ideal of $B$.

The second assertion follows, by a simple application of Zorn's lemma, from the fact that any proper ideal of $B$ is an admissible $B$ ideal of $A$, and the fact that the union of an ascending chain of admissible $B$-ideals is clearly an admissible $B$-ideal.
(ii) As for (i), with ' $B$-ideal' replaced by 'ordinary $B$-ideal'.

In general, a maximal ideal of $B$ is contained in many maximal (or maximal ordinary) $B$-ideals of $A$; but in some cases it is possible to assert that the extension is unique; see $\S 4$, Proposition 5 and $\S 7$,

Lemma 13.
2. A representation theorem. Let $\infty$ be a symbol such that $\infty+\lambda$ $=\infty$ for all $\lambda \in K, \infty \cdot \infty=\infty$ and $\lambda \infty=\infty$ for all nonzero $\lambda \in K$. Denote the field $K$ augmented by $\infty$ by the symbol $K^{\prime}$. Now let $J$ be any linear subspace of $A$, not containing $e$. Define a function with values in $K^{\prime}$ as follows:

Definition 2.

$$
f_{J}(a)\left\{\begin{array}{l}
=\lambda \text { if } a-\lambda e \in J \\
=\infty \text { if } a-\lambda e \notin J \text { for all } \lambda \in K
\end{array}\right.
$$

It is clear that the function is uniquely defined for all $a \in A$. There are one or two immediate consequences of the definition:

LEMMA 2. (i) $f_{J}(\alpha a)=\alpha f_{J}(a)$ for all $\alpha \in K, a \in A(0 \cdot \infty=0$ here $)$.
(ii) $f_{J}\left(a_{1}+a_{2}\right)=f_{J}\left(a_{1}\right)+f_{J}\left(a_{2}\right)$, (when the right-hand side is defined).

Proof. (i) If $f_{J}(\alpha)=\lambda \in K$ then $\alpha-\lambda e \in J$, whence $\alpha a-\alpha \lambda e \in J$ and $f_{J}(\alpha \alpha)=\alpha \lambda=\alpha f_{J}(\alpha)$. If $f_{J}(\alpha)=\infty$, then $a-\lambda e \notin J$ for all $\lambda \in K$; clearly if $\alpha \neq 0$ then $\alpha a-\mu e \notin J$ for all $\mu \in K$, and so $f_{J}(\alpha a)=\infty$. If $\alpha=0$ then $f_{J}(\alpha \alpha)=f_{J}(0)=0$ for all $a \in A$.
(ii) If $f_{J}\left(a_{1}\right)=\lambda_{1} \in K, f_{J}\left(a_{2}\right)=\lambda_{2} \in K$, then $a_{1}+a_{2}-\left(\lambda_{1}+\lambda_{2}\right) e \in K$ and the result follows. If $f_{J}\left(a_{1}\right)=\lambda \in K$, and $f_{J}\left(a_{2}\right)=\infty$, then if $f_{J}\left(a_{1}+a_{2}\right)=\mu \in K$, we would have $f_{J}\left(a_{2}\right)=f_{J}\left(a_{1}+a_{2}-a_{1}\right)=\mu-\lambda \in K$, a contradiction.

Next we turn to the multiplicative properties of the function $f_{J}(a)$. It is clear that if we are to obtain any general results we must take $J$ to be a $B$-ideal of $A$, and moreover an ordinary $B$-ideal; if $J$ is not ordinary we could find $a_{1} \in J, a_{2} \in J$, with $a_{1} a_{2} \notin J$, that is,

$$
f_{J}\left(a_{1} a_{2}\right) \neq f_{J}\left(a_{1}\right) f_{J}\left(a_{2}\right)=0 .
$$

The first result, however, is valid for any sub-algebra $J$ :

Lemma 3. Let $J$ be any sub-algebra of $A$ not containing e. Then if neither of $f_{J}\left(a_{1}\right), f_{J}\left(a_{2}\right)$ is $\infty$, we have $f_{J}\left(a_{1} a_{2}\right)=f_{J}\left(a_{1}\right) f_{J}\left(a_{2}\right)$.

Proof. Let $a_{1}=f_{J}\left(a_{1}\right) e+j_{1}, a_{2}=f_{J}\left(a_{2}\right) e+j_{2}$, where $j_{1} \in J, j_{2} \in J$. Then $a_{1} a_{2}=f_{J}\left(a_{1}\right) f_{J}\left(a_{2}\right) e+f_{J}\left(a_{2}\right) j_{1}+f_{J}\left(a_{1}\right) j_{2}+j_{1} j_{2}$; the required result follows at once.

Difficulties arise when one or both of $f_{J}\left(a_{1}\right), f_{J}\left(a_{2}\right)$ is $\infty$.

Lemma 4. If $J$ is $a$ sub-algebra of $A$ and $f_{J}(a) \neq \infty$ then $a J \subset J$.
Proof. If $a=\lambda e+j(j \in J)$ then for any $j^{\prime} \in J$ we have $a j^{\prime}=\lambda j^{\prime}$ $+j j^{\prime} \in J$.

For the next lemma, and for all future developments, we require to make the following assumption.

Assumption. If $M$ is any maximal ideal of $B$ then $B / M \cong K$.
This assumption is satisfied in the cases in which we are interested.
Lemma 5. If $J$ is a maximal $B$-ideal of $A$ and $a J \subset J$ then $f_{J}(a)$ $\neq \infty$.

Proof. The result is trivial if $a \in J$; we then have $f_{J}(a)=0$. If $a \notin J$ then $J+a B$ is a $B$-ideal properly containing $J$; since $J$ was maximal, $e=j+a b$ for some $j \in J, b \in B$. We have $b=\lambda e+j^{\prime}$ for some $\lambda \in K$, $j^{\prime} \in J$, by assumption; hence $e-\lambda a=j+a j^{\prime} \in J$. We clearly cannot have $\lambda=0$; hence $a-\lambda^{-1} e \in J$ and $f_{J}(a)=\lambda^{-1} \neq \infty$.

Corollary. If $J$ is maximal and $f_{J}(a)=\infty$, then $e=a j+j^{\prime}$, where $j, j^{\prime} \in J$.

Proof. $a J+J$ is a $B$-ideal of $A$ properly containing $J$ and hence containing $e$.

Lemma 6. If $J$ is an ordinary maximal $B$-ideal of $A$, then $f_{J}\left(a_{1} a_{2}\right)$ $=f_{J}\left(a_{1}\right) f_{J}\left(a_{2}\right)$, whenever the right-hand side is defined.

Proof. The case in which $f_{J}\left(a_{1}\right)$ and $f_{J}\left(a_{2}\right)$ are both finite has already been covered (Lemma 3). Suppose then that $f_{J}\left(a_{1}\right)=\infty$. By Lemma 5, Corollary, we have $e=a_{1} j+j^{\prime}$, where $j, j^{\prime} \in J$. If $a_{2}-\lambda e=j^{\prime \prime} \in J(\lambda \neq 0)$ we have $a_{1} a_{2} j=\lambda e+j^{\prime \prime}-\lambda j^{\prime}-j^{\prime} j^{\prime \prime} \boxminus J$, whence $f_{J}\left(a_{1} a_{2}\right)=\infty$, by Lemma 4 . If $e=a_{2} j_{1}+j_{2} \quad\left(j_{1}, j_{2} \in J\right)$ then $a_{1} a_{2} j_{1}=e-j^{\prime}-j_{2}+j^{\prime} j_{2} \notin J$, whence $f_{J}\left(a_{1} a_{2}\right)$ $=\infty$ as before.

We can now collect the results obtained.
Theorem 1. Let $\mathscr{J}_{0}$ be the set of ordinary maximal B-ideals of $A$. Then there is a mapping of $A$ into the set of $K^{\prime}$-valued functions on $\mathcal{F}_{0}: a \rightarrow f_{J}(a)$, so that the structure of $A$ is preserved as far as it can be, that is $f_{J}(\alpha a)=\alpha f_{J}(a), f_{J}\left(a_{1}+a_{2}\right)=f_{J}\left(a_{1}\right)+f_{J}\left(a_{2}\right)$, and $f_{J}\left(a_{1} a_{2}\right)=f_{J}\left(a_{1}\right) f_{J}\left(a_{2}\right)$, whenever the right-hand sides of these equalities are defined.

The above theorem has one serious flaw; given $A$ and $B$, the set $\mathscr{J}_{0}$ may be empty. For example, let $A$ be a field properly containing $K$, and take $B=K e$. Then any maximal $B$-ideal is a maximal linear subspace of $A$ not containing $e$; any $a \in A$ can be expressed uniquely as $a$ $=\lambda e+j$, where $j \in J$. If $J$ were ordinary we would have $a J \subset J+J J$ $=J$, that is, $J$ would be an ideal of $A$ in the usual sense, which is impossible.

It is uncertain whether, given $A$, it is possible to choose $B$ so that there is at least one ordinary maximal $B$-ideal. In any case, $B$ will often be prescribed in advance, so that no choice is possible.

We are thus obliged to look at maximal ordinary $B$-ideals rather than ordinary maximal $B$-ideals. We have, by Lemma 1 (ii), the assurance that there always exist at least as many maximal ordinary $B$ ideals of $A$ as there are maximal ideals of $B$, that is, always at least one.
3. A better representation theorem. We now consider maximal ordinary $B$-ideals instead of maximal $B$-ideals. This introduces some technical difficulties (which can, however, be overcome), and also makes it necessary to confine attention to fields $K$ which are algebraically closed. We shall make this assumption from now on. The sort of difficulty which arises if the field is not algebraically closed is adequately illustrated by considering the complex field $C$, as an algebra over the real field $R$. Here there is a unique maximal ordinary $R$-ideal $J$ $=\{0\}$; if $a$ is any complex number with a nonzero imaginary part, then $f_{J}(a)=\infty$. Clearly the multiplicative properties of $f$ are quite unsatisfactory.

Lemma 7. If $J$ is a maximal ordinary $B$-ideal and $a J \subset J$ then $f_{J}(a) \neq \infty$.

Proof. If $a \in J$ then $f_{J}(a)=0$; suppose then that $a \notin J$. The set $J+a B+a^{2} B+\cdots$ is an ordinary $B$-ideal of $A$, properly containing $J$; hence $e=j+a b_{1}+a^{2} b_{2}+\cdots+a^{n} b_{n}$ for some $j \in J, b_{1}, \cdots, b_{n} \in B$. We shall show that we can take $n=1$ here. First, it is to be noted that there is no loss of generality in supposing that $b_{1}, \cdots, b_{n}$ are all scalar multiples of $e$; if in the above representation we had $b_{r}=\lambda_{r} e+j_{r}(1 \leqq r \leqq n)$ then we could also write

$$
e=j^{\prime}+\lambda_{1} a+\lambda_{2} a^{2}+\cdots+\lambda_{n} a^{n}, \text { where } j^{\prime}=j+j_{1} a+\cdots+j_{n} a^{n} \in J .
$$

Second, it is clearly permissible to assume that the representation of $e$ in this way is of minimum degree. We do this. Let $\mu(a)$ be a polynomial in $a$, with coefficients in $K$, which is in $J$, and of minimum
degree. Assume that the degree of $\mu$ is $n>1$. Let $(a-\alpha e)$ be a factor of $\mu(a)$, and write $\mu(a)=(a-\alpha e) x$. By assumption $x \notin J$, and so the set $J+x B+x^{2} B+\cdots$ is an ordinary $B$-ideal of $A$, properly containing $J$. We thus have

$$
e=j^{\prime \prime}+x b_{1}^{\prime}+\cdots+x^{m} b_{m}^{\prime}, \text { where } j^{\prime \prime} \in J, b_{1}^{\prime}, \cdots, b_{m}^{\prime} \in B
$$

This gives

$$
a-\alpha e=(a-\alpha e) j^{\prime \prime}+\mu(a) b_{1}^{\prime}+x \mu(a) b_{2}^{\prime}+\cdots+x^{m-1} \mu(a) b_{m}^{\prime} \in J,
$$

which contradicts the assumption that $\mu(a)$ was of minimum degree. Thus $\mu(a)=a-\alpha e$, and $f_{J}(a)=\alpha \neq \infty$.

Corollary. If $J$ is a maximal ordinary $B$-ideal and $f_{J}(a)=\infty$ then

$$
e=j_{0}+a j_{1}+a^{2} j_{2}+\cdots+a^{n} j_{n} \text { for some } j, j_{1}, \cdots, j_{n} \in J .
$$

Proof. The set $J+a J+a^{2} J+\cdots$ is an ordinary $B$-ideal of $A$, properly containing $J$. Hence it contains $e$.

It will appear later (Lemma 9, Corollary) that we can always take $n=1$ in this representation. In the meantime it is convenient to formulate this as follows.

Property $P$. Let $J$ be a maximal ordinary $B$-ideal of $A$, and $a$ an element of $A$ such that $f_{J}(a)=\infty$. We shall say that property $P$ holds (for $a$ and $J$ ) if $e=a j+j^{\prime}$ for some $j, j^{\prime} \in J$.

Lemma 8. If $f_{J}(a)=\infty$, and property $P$ does not hold, then we can find $j^{*} \in J$ such that $f_{J}\left(a j^{*}\right)=\infty$.

Proof. Clearly, by Lemma 7 we can find $j^{*}$ such that $a j^{*} £ J$. If $f_{J}\left(a j^{*}\right)=\alpha$, we would have $a j^{*}-\alpha e \in J$, whence $e=\alpha^{-1} a j^{*}+j^{\prime}$, that is, property $P$ would hold. Since we assume the contrary, $f_{J}\left(a j^{*}\right)=\infty$.

Lemma 9. If $J$ is a maximal ordinary $B$-ideal of $A$, then $f_{J}\left(a_{1} a_{2}\right)$ $=f_{J}\left(a_{1}\right) f_{J}\left(a_{2}\right)$, whenever the right-hand side is defined.

Proof. (a) The case in which both factors on the right are finite has already been covered (Lemma 3).
(b) Suppose that $f_{J}\left(a_{1}\right)=\infty$, with property $P$, and $f_{J}\left(a_{2}\right)=\alpha(\neq 0)$. Then $e=a_{1} j+j^{\prime}, a_{2}=\alpha e+j^{\prime \prime}$, so that

$$
a_{1} a_{2} j=\alpha e-\alpha j^{\prime}+j^{\prime \prime}-j^{\prime} j^{\prime \prime} \boxminus J .
$$

Hence $f_{J}\left(a_{1} a_{2}\right)=\infty$, by Lemma 4 .
(c) Suppose $f_{J}\left(a_{1}\right)=f_{J}\left(a_{2}\right)=\infty$, property $P$ holding for both. Then $e=a_{1} j_{1}+j_{1}^{\prime \prime}, e=a_{2} j_{2}+j_{2}^{\prime}$, and so

$$
a_{1} a_{2} j_{1} j_{2}=e-j_{1}^{\prime}-j_{2}^{\prime}+j_{1}^{\prime} j_{2}^{\prime} \notin J,
$$

whence $f_{J}\left(a_{i} \alpha_{2}\right)=\infty$, as before.
(d) Now suppose that $f_{J}\left(a_{1}\right)=\infty$, property $P$ not being true, and $f_{J}\left(a_{2}\right)=\alpha \neq 0$. We shall show that $f_{J}\left(a_{1} a_{2}\right)=\beta \in K$ is impossible. Let

$$
e=j_{0}+j_{1} a_{1}+\cdots+j_{n} a_{1}^{n},
$$

and $a_{1} a_{2}=\beta e+j$. Then

$$
a_{2}^{n}=j_{0} a_{2}^{n}+j_{1}(\beta e+j) a_{2}^{n-1}+\cdots+j_{n}(\beta e+j)^{n},
$$

that is,

$$
\left(a e+j^{\prime}\right)^{n}=j_{0}\left(\alpha e+j^{\prime}\right)^{n}+j_{1}(\beta e+j)\left(\alpha e+j^{\prime}\right)^{n-1}+\cdots+j_{n}(\beta e+j)^{n} .
$$

This gives at once $\alpha^{n} e \in J$, which is impossible. Hence $f_{J}\left(a_{1} a_{2}\right)=\infty$.
(e) Finally suppose that $f_{J}\left(a_{1}\right)=\infty$, property $P$ not holding, and $f_{J}\left(a_{2}\right)=\infty$ (property $P$ possibly holding, possibly not). We note first that it will be enough to prove that under these hypotheses $f_{J}\left(a_{1} a_{2}\right)=0$ is impossible. For, if $f_{J}\left(a_{1} a_{2}\right)=\alpha \neq 0$, we could choose $j^{*}$ as in Lemma 8, and replace $a_{1}$ by $a_{1} j^{*}$. Then property $P$ fails to hold for $a_{1} j^{*}$, and we would have $f_{J}\left(a_{1} j^{*}\right)=f_{J}\left(a_{2}\right)=\infty, f_{J}\left(a_{1} j^{*} a_{2}\right)=0$. So, assume that $f_{J}\left(a_{1} a_{2}\right)$ $=0$. Let

$$
e=j_{0}+j_{1} a_{1}+\cdots+j_{m} a_{1}^{m}=j_{0}^{\prime}+j_{1}^{\prime} a_{2}+\cdots+j_{n}^{\prime} a_{2}^{n},
$$

where $m$ and $n$ are minimal. It is clearly no restriction to assume that $m \geqq n$. If $a_{1} a_{2}=j \in J$, then

$$
a_{1}^{n}\left(e-j_{0}^{\prime}\right)=j_{1}^{\prime} j a_{1}^{n-1}+\cdots+j_{n}^{\prime} j^{n} .
$$

Multiply this by $j_{m} a_{1}^{m-n}$, and we have

$$
j_{m} a_{1}^{m}\left(e-j_{0}^{\prime}\right)=j_{m} j_{1}^{\prime} j a_{1}^{m-1}+\cdots+j_{m} j_{n}^{\prime} j^{n} a_{1}^{m-n} .
$$

But also

$$
j_{m} a_{1}^{m}\left(e-j_{0}^{\prime}\right)=\left(e-j_{0}-j_{1} a_{1}-\cdots-j_{m-1} a_{1}^{m-1}\right)\left(e-j_{0}^{\prime}\right),
$$

so that, equating the right-hand sides of the last two equations, we have an expression for $e$ as a polynomial in $a_{1}$, with coefficients in $J$, and of degree $\leqq m-1$, which contradicts the assumed minimality of m. Thus $f_{J}\left(a_{1} a_{2}\right)=\infty$ in this case also.

The above five cases exhaust all the possibilities, and so the lemma is proved.

Corollary. Property $P$ always holds; that is, if $J$ is a maximal ordinary $B$-ideal and $f_{J}(a)=\infty$, then $e=a j+j^{\prime}$ for some $j, j^{\prime} \in J$.

Proof. By Lemma 7, Corollary, we have $e=a h+j^{\prime}$, where $h=j_{1}$ $+\cdots+j_{n} a^{n-1}$. By Lemma 9, we must have $f_{J}(h)=0$, that is, $h \in J$.

As in the case of maximal $B$-ideals, we collect our results:
Theorem 2. Let $\mathscr{J}_{0}^{\prime}$ be the set of maximal ordinary B-ideals of $A$. Then there is a mapping of $A$ into the set of $K^{\prime}$-valued functions on $\mathcal{J}_{0}^{\prime}: a \rightarrow f_{J}(a)$, so that $f_{J}(\alpha a)=\alpha f_{J}(a), f_{J}\left(a_{1}+a_{2}\right)=f_{J}\left(a_{1}\right)+f_{J}\left(a_{2}\right)$ and $f_{J}\left(a_{1} a_{2}\right)=f_{J}\left(a_{1}\right) f_{J}\left(a_{2}\right)$, whenever the right-hand sides of these equalities are defined.

Since, as has been remarked, there always exists a maximal ordinary $B$-ideal of $A$, Theorem 2 always has content.

We can now show, as promised, that the $B$-ideals specified in Example (iii) of $\S 1$ are the only maximal ordinary $B$-ideals. Suppose that there is a maximal ordinary $B$-ideal $J$ such that $f_{J}(t)=\infty$. Then, by Lemma $9, f_{J}(a)=\infty$ for every non-constant polynomial $a \in A$; that is, $J=\{0\}$, which is clearly not maximal. Thus $f_{J}(t)$ is always finite, from which it follows at once that $J$ is one of the specified $B$-ideals.

It may be noted that if $J$ is a maximal ordinary (or ordinary maximal) $B$-ideal of $A$, then the function $f_{J}(a)$ has the properties
(1) $f_{J}(e)=1 ; f_{J}(b) \in K$ for all $b \in B$, and
(2) $f_{J}(\alpha a)=\alpha f_{J}(a), f_{J}\left(a a^{\prime}\right)=f_{J}(a) f_{J}\left(a^{\prime}\right), \quad f_{J}\left(a+a^{\prime}\right)=f_{J}(a)+f_{J}\left(a^{\prime}\right)$ whenever the right-hand sides are defined. Conversely, if we have a function $f$ with these properties, the set $\{a: f(a)=0\}$ is clearly an ordinary $B$-ideal of $A$ but not in general a maximal one (consider Example (iii) of $\S 1$ and write $f(a)=\alpha$ if $a=\alpha$ (constant), $f(a)=\infty$ otherwise). This is in contrast to the situation in which $J$ is an ideal and $f$ a genuine homomorphism.
4. Further general results. The spectrum, etc. We shall for the most part be concerned with maximal ordinary $B$-ideals; in one or two cases we consider maximal $B$-ideals (which may or may not be ordinary).

Definition 3. Denote by $B_{2}$ the set of elements of $A$ such that $f_{\mathcal{J}}(a)$ is finite for all maximal ordinary $B$-ideals $J$, and by $B_{2}^{\prime}$ the set such that $f_{\mathcal{J}}(a)$ is finite for all maximal $B$-ideals $J$. If $B=B_{2}$, we say that $B$ is strongly saturated; if $B=B_{2}^{\prime}$, then $B$ is said to be weakly saturated.

It is evident that $B_{2} \supseteqq B_{2}^{\prime} \supseteq B$.

Proposition 1. (i) $B_{2}$ is a sub-algebra of $A$.
(ii) The maximal ordinary $B_{2}$-ideals of $A$ are the same as the maximal ordinary $B$-ideals of $A$.
(iii) If $M$ is any maximal ideal of $B_{2}$, then $B_{2} / M \cong K$.
(iv) $\left(B_{2}\right)_{2}=B_{2}$, for any $B$.

Proof. (i) This is an immediate consequence of Lemma 3. (Note that in general $B_{2}^{\prime}$ is not a sub-algebra of $A$ ).
(ii) Clearly every $B_{2}$-ideal of $A$ is also a $B$-ideal, since $B_{2} \supseteq B$. On the other hand, by Lemma 3 every ordinary $B$-ideal is also an ordinary $B_{2}$-ideal. Hence the result follows.
(iii) By Lemma 1 (ii) the maximal ideals of $B_{2}$ are the traces on $B_{2}$ of the maximal ordinary $B_{2}$-ideals of $A$, that is, of the maximal ordinary $B$-ideals. Hence, for any $M$ and any $a \in B_{2}$, we have $a$ - $\alpha e$ $\in M$ for some $\alpha \in K$, that is, $B_{2} / M \cong K$.
(iv) This follows at once from (ii).

The last part of the above proposition shows that for any $A$ it is always possible to choose a strongly saturated sub-algebra $B$; $(K e)_{2}$ is of the required type.

Theorem 3. (i) The element $a \in A$ has an inverse $a^{-1} \in B$ if and only if it is in no maximal B-ideal of $A$.
(ii) The element $a \in A$ has an inverse $a^{-1} \in B_{2}$ if and only if it is in no maximal ordinary $B$-ideal of $A$. If such an inverse exists, it is expressible as a polynomial in a with coefficients in $B$.

Proof. (i) If $a a^{-1}=e$, where $a^{-1} \in B$, then clearly a cannot be in any admissible $B$-ideal of $A$. If $a b \neq e$ for all $b \in B$, then $a B$ is an admissible $B$-ideal of $A$, and hence is contained in some maximal $B$-ideal $J$. Then $a=a e \in J$.
(ii) If $J$ is a maximal ordinary $B$-ideal, it is also a maximal ordinary $B_{2}$-ideal, by Proposition 1 (ii). Thus if $a \in J$, the relation $e=a a^{-1}$, with $a^{-1} \in B_{2}$, is impossible.

If $a$ is such that $e$ is not expressible as a polynomial in $a$, with coefficients in $B$ and without constant term, then the set of all such polynomials clearly forms an admissible ordinary $B$-ideal of $A$. There is thus a maximal ordinary $B$-ideal containing $a$. So, if $a \notin J$ for all maximal ordinary $J$, it follows that $e=a a^{-1}$, where $a^{-1}$ is expressed as a polynomial in $a$ with coefficients in $B$. By Lemma 9 , since $f_{J}(a)$ is never zero it follows that $f_{J}\left(a^{-1}\right)$ is never infinite, that is, $a^{-1} \in B_{z}$.

Corollary. If $B$ is strongly saturated, the element $a \in A$ has an
inverse in $B$ if and only if it is in no maximal ordinary $B$-ideal.
In general the expression for $a^{-1}$ as a polynomial in $a$ will necessarily be of degree $\geqq 1$. Consider, for example, the algebra of $\S 1$, Example (ii). If $\alpha \neq \beta$, and neither $\alpha$ nor $\beta$ is zero, the element $a$ $=(\alpha, \beta)$ satisfies the equation

$$
e=(\alpha \beta)^{-1}\left\{(\alpha+\beta) a-a^{2}\right\},
$$

so that $\alpha^{-1}=(\alpha \beta)^{-1}\{(\alpha+\beta) e-a\}$. It is clear that $a^{-1}$ cannot be expressed as a polynomial of lower degree (a constant multiple of $e$ in this case).

Definition 4. The range of values of $f_{J}(a)$ as $J$ varies over all maximal $B$-ideals of $A$ is the $B$-spectrum of $a$, denoted $\sigma_{B}^{\prime}(a)$. The range of values of $f_{J}(a)$ as $J$ varies over all maximal ordinary $B$-ideals of $A$ is the $B$-spectroid of $a$, denoted $\tau_{B}^{\prime}(a)$. We write $\sigma_{B}(a)=\sigma_{B}^{\prime}(a) \cap K$, and $\tau_{B}(a)=\tau_{B}^{\prime}(a) \cap K$; these may be referred to as the finite parts of the respective sets.

The set $\sigma_{B}(a)$ consists of those scalars $\alpha$ such that $a-\alpha e$ has no inverse in $B$; the set $\tau_{B}(\alpha)$ consists of those scalars $\alpha$ such that $a$ $-\alpha e$ has no inverse in $B_{2}$. In general if $D$ is any subset of $A$, we shall denote by $\sigma_{D}(a)$ the set of scalars $\lambda \in K$ such that $(a-\lambda e)^{-1}$ fails to exist in $D$. It is clear that neither $\sigma_{B}^{\prime}(a)$ nor $\tau_{B}^{\prime}(\alpha)$ can be empty, although each set may consist of the element $\infty$ only; an example of this is easily found in the algebra $A$ of formal power-series in an indeterminate, with $B$ the sub-algebra of series with nonnegative powers only. Here there is a unique maximal $B$-ideal, which is ordinary, consisting of series with positive powers only; if $J$ is this $B$-ideal, and $a$ $\notin B$, then clearly $f_{J}(a)=\infty$.

Since every maximal ordinary $B$-ideal of $A$ is contained in a maximal $B$-ideal, it follows that $\sigma_{B}^{\prime}(a) \supseteqq \tau_{B}^{\prime}(a)$ for all $a \in A$. The following lemma describes a case in which the two sets are equal:

Proposition 2. If $B$ is strongly saturated then $\sigma_{B}^{\prime}(a)=\tau_{B}^{\prime}(\alpha)$ for all $a \in A$.

Proof. It is clear, in view of the remarks following Definition 4, that if $B=B_{2}$ then $\sigma_{B}(a)=\tau_{B}(a)$. If $B=B_{2}$ and $\infty \notin \tau_{B}^{\prime}(a)$ then by definition $a \in B_{2}=B$, and so $\infty \notin \sigma_{B}^{\prime}(a)$, in view of the assumption on $B$ made after Lemma 4. In view of the relation $\sigma_{B}^{\prime}(a) \supseteqq \tau_{B}^{\prime}(a)$, this completes the proof.

It is of course, not true that if $B=B_{2}$ then the maximal ordinary
$B$-ideals coincide with the maximal $B$-ideals consider the algebra of § 1, Example (iii).

Suppose that

$$
\left(a-\alpha_{1} e\right)^{-1}, \cdots,\left(a-\alpha_{r} e\right)^{-1}
$$

exist in $A$. Then if

$$
q(a)=\left(a-\alpha_{1} e\right)^{t_{1}} \cdots\left(a-\alpha_{r} e\right)^{t_{r}},
$$

where $t_{1}, \cdots, t_{r}$ are positive integers, and $p(a)$ is any polynomial, the rational function $r(a)=p(a) / q(a)$ certainly exists as an element of $A$. If this is so we have the 'spectral mapping theorem ':

Theorem 4. If the rational function $r(a)$ of $a$ exists in $A$ then the $B$-spectroid of $r(a)$ is the image under $r($.$) of the B$-spectroid of $a$; that is, $\alpha \in \tau_{B}^{\prime}(a)$ if and only if $r(\alpha) \in \tau_{B}^{\prime}(r(\alpha)),\left(\alpha \in K^{\prime}\right)$.

Proof. This follows at once from Theorem 2.
Notice that the spectroid, not the spectrum, is involved; the result is false in general if 'spectrum' is substituted for 'spectroid.'

Corollary. A necessary and sufficient condition that the rational function $r(a)$ should exist as an element of $B_{2}$ is that $r\left(\tau_{B}^{\prime}(\alpha)\right) \subseteq K$.

Proof. If

$$
r(a)=\Pi\left(a-\alpha_{i} e\right)^{\rho_{i}},
$$

then

$$
\Pi\left(f_{J}(a)-\alpha_{i} e\right)^{\rho_{i}} \in K
$$

for all maximal ordinary $J$. Thus if $\rho_{i}<0$ we cannot have $f_{J}(a)=\alpha_{i}$, and so $\left(a-\alpha_{i} e\right)^{\rho_{i}}$ exists (in $B_{2}$ and, a fortiori, in $A$ ) for all $i$ with $\rho_{i}<0$. Thus $r(a)$ exists in $A$ and the result follows at once from the theorem.

Theorem 5. If $a$ and $a^{\prime}$ are any elements of $A$, then

$$
\tau_{B}\left(a a^{\prime}\right) \leqq \tau_{B}(a) \cdot \tau_{B}\left(a^{\prime}\right) \text { and } \tau_{B}\left(a+a^{\prime}\right) \leqq \tau_{B}(\alpha)+\tau_{B}\left(a^{\prime}\right)
$$

These relations are also true when $\tau$ is replaced by $\tau^{\prime}$, provided that the sets which occur on the right-hand sides do not contain a product $0 \cdot \infty$ or a sum $\infty+\infty$, respectively.

Proof. This also follows at once from Theorem 2.

Theorem 5 can of course be extended to several elements of $A$, and combined with Theorem 4 to give information about the spectroid of a rational function of several elements of $A$.

Next, a condition that the spectrum should consist of the whole of $K$ :

Proposition 3. If $\infty \notin \sigma_{B}^{\prime}(a)\left(\right.$ that is, $\left.a \in B_{2}^{\prime}\right)$ and $a \notin B$, then $\sigma_{B}^{\prime}(a)$ $=K$.

Proof. Suppose that $\alpha \in K$ is not in $\sigma_{B}^{\prime}(\alpha)$. Then $f_{J}(\alpha-\alpha e)$ is never zero, for any maximal $B$-ideal $J$; hence, by Theorem 3 (i), $(a-\alpha e)^{-1}$ exists in $B$. Since $f_{J}(\alpha-\alpha e)$ is never $\infty$, it follows that $f_{J}\left((\alpha-\alpha e)^{-1}\right)$ is never zero. This implies that $\left((a-\alpha e)^{-1}\right)^{-1}=(a-\alpha e)$ is in $B$, and hence that $a \in B$.

Proposition 4. Let $\alpha \in K$ be such that $(a-\alpha e)^{-1} \in B$. Then either $a \in B$, or $\infty \in \tau_{B}^{\prime}(\alpha)$.

Proof. Suppose that $a \notin B$. The set $(\alpha-\alpha e)^{-1} B$ is clearly an ideal of $B$; it is admissible, since $(a-\alpha e)^{-1} b=e$ would imply $a \in B$, which is not so. Hence, by Lemma 1 (ii) there is a maximal ordinary $B$-ideal, $J$ say, containing this set. Then we must have $f_{J}(a)=\infty$; for $(a-\beta e) \in J$ would imply $(\alpha-\beta e)(\alpha-\alpha e)^{-1} \in J$, that is, $e+(\alpha-\beta)(a-\alpha e)^{-1} \in J$, that is, $e \in J$, which is impossible.

Note that it is possible to have $a \notin B, \infty \notin \tau_{B}^{\prime}(a)$-consider Example (iii) of §1. In this case, of course, if $\alpha \notin B$ there is no $\alpha \in K$ such that $(a-\alpha e)^{-1} \in B$.

Proposition 5. If, for each $a \in A$, there exists $\alpha \in K$ such that $(a-\alpha e)^{-1} \in B$, then
(i) $B$ is strongly saturated, and
(ii) each maximal ideal of $B$ is contained in a unique maximal ordinary $B$-ideal of $A$.

Proof. (i) This follows at once from Proposition 4.
(ii) Suppose that $M$ is a maximal ideal of $B$, contained in two distinct maximal ordinary $B$-ideals of $A, J$ and $J^{\prime}$. Let $a \in A$ be such that $f_{J}(a) \neq f_{J^{\prime}}(a)$, and $\alpha \in K$ such that $b=(a-\alpha e)^{-1}$ is in $B$. Then

$$
f_{M}(b)=f_{J}(b)=\left(f_{J}(a)-\alpha\right)^{-1} \neq\left(f_{J^{\prime}}(a)-\alpha\right)^{-1}=f_{J^{\prime}}(b)=f_{M}(b),
$$

which is a contradiction.
5. The B-radical, semi-simplicity, etc. The theory given in this section is based on the definition of the $B$-radical of $A$ as the intersection of all maximal ordinary $B$-ideals of $A$. There is, of course, a parallel theory based on the definition of the radical as the intersection of all maximal $B$-ideals; this set is a $B$-ideal but not in general an ordinary $B$-ideal. The two theories resemble each other so closely that there seems to be no point in writing out both sets of results explicitly.

Definition 5. The intersection of all maximal ordinary $B$-ideals of $A$ is the $B$-radical of $A$.

It is evident that the $B$-radical is an ordinary $B$-ideal.

Proposition 6. If $\tau_{B}^{\prime}(a)=\{0\}$ implies $a \in B$ (in particular, if $B$ is strongly saturated) then the $B$-radical of $A$ consists of theose elements $b \in B$ such that $(e-\alpha b)$ has an inverse in $B$ for all $\alpha \in K$.

Proof. If $a$ is in the $B$-radical then $\tau_{B}^{\prime}(a)=\{0\}$, and $a \in B$, by assumption. If $e-\alpha \alpha$ had no inverse in $B$, then $(e-\alpha a) B$ would be a proper ideal of $B$, and would be contained in a maximal ordinary $B$ ideal of $A$, by Lemma 1 (ii). If $J$ is this $B$-ideal then $f_{J}(e-\alpha \alpha)=0$, hence $f_{J}(\alpha)=\alpha^{-1} \neq 0$, a contradiction. So $e-\alpha a$ has an inverse in $B$ for each $\alpha \in K$.

On the other hand, if $a \in B$, and $a$ is not in the $B$-radical, there will be a nonzero $\alpha \in K$ such that $f_{J}(a)=\alpha$ for some $J$. Then we cannot have $\left(e-\alpha^{-1} a\right)^{-1} \in B$; if this were so then $e=\left(e-\alpha^{-1} a\right) .\left(e-\alpha^{-1} a\right)^{-1} \in J B \leqq J$, which is impossible.

Definition 6. If the $B$-radical of $A$ is $\{0\}$ then $A$ is $B$-semi-simple. If, whenever $a \neq a^{\prime}$ there is a maximal ordinary $B$-ideal $J$ such that $f_{J}(\alpha) \neq f_{J}\left(a^{\prime}\right)$, then $A$ is completely $B$-semi-simple.

In the case of a Banach algebra, semi-simplicity implies complete semi-simplicity. Whether this is so in the present more general case remains an open question. We shall obtain partial results in this direction under restrictive hypotheses.

Proposition 7. If $A$ is $B$-semi-simple, $a \neq \alpha^{\prime}$, and $\tau_{B}^{\prime}(\alpha)$ is not the whole of $K^{\prime}$, then there is a maximal ordinary $B$-ideal $J$ such that $f_{J}(a)$ $\neq f_{J}\left(\alpha^{\prime}\right)$.

Proof. If $f_{J}(\alpha)$ never takes the value $\infty$, then clearly $f_{J}(\alpha)=f_{J}\left(a^{\prime}\right)$ for all maximal ordinary $J$ implies $a=a^{\prime}$, by the definition of $B$-semisimplicity.

If $f_{J}(\alpha)$ never takes the value $\alpha$, then by Theorem $3,(a-\alpha e)^{-1} \in B_{2}$. If $f_{J}(\alpha)=f_{J}\left(\alpha^{\prime}\right)$ for all $J$ then $f_{J}\left((a-\alpha e)^{-1}\right)=f_{J}\left(\left(\alpha^{\prime}-\alpha e\right)^{-1}\right)$ for all $J$, whence $(\alpha-\alpha e)^{-1}=\left(\alpha^{\prime}-\alpha e\right)^{-1}$, by the assumed $B$-semi-simplicity. Hence $a-\alpha e=a^{\prime}-\alpha e$, and $a=a^{\prime}$.

LEMMA 10. If $A$ is $B$-semi-simple, and $\tau_{B}^{\prime}(a)$ contains no nonzero elements of $K$, then $a=0$.

Proof. Since $K$ is assumed to be algebraically closed, there will be in $K$ an element different from 0 and from 1 ; let $\alpha$ be any such element. Since $f_{J}(\alpha)$ is never $1,(\alpha-e)^{-1}$ exists in $B_{2}$, by Theorem 3. Similarly, $(\alpha a-e)^{-1}$ exists in $B_{2}$. Clearly $f_{J}\left((a-e)^{-1}\right)=f_{J}\left((\alpha a-e)^{-1}\right)$ for all $J$ $\left(=0\right.$ if $f_{J}(\alpha)=\infty$, $=-1$ if $\left.f_{J}(\alpha)=0\right)$. Hence $(a-e)^{-1}=(\alpha a-e)^{-1}$, whence $\alpha-e=\alpha a-e$, giving $a=0$.

Lemma 11. If $\tau_{B}^{\prime}(\alpha)$ contains a finite number of elements of $K$ only, then it does not contain $\infty$, if $A$ is $B$-semi-simple.

Proof. Let $\alpha_{1}, \alpha_{2}, \cdots, \alpha_{n}$ be the elements of $K$ in $\tau_{B}^{\prime}(\alpha)$. Then $f_{J}\left(\left(\alpha-\alpha_{1} e\right)\left(\alpha-\alpha_{2} e\right) \cdots\left(\alpha-\alpha_{n} e\right)\right)=0$ or $\infty$ only. By Lemma 10 this implies that $\left(a-\alpha_{1} e\right)\left(a-\alpha_{1} e\right) \cdots\left(\alpha-\alpha_{n} e\right)=0$, and this is clearly inconsistent with $f_{J}(\alpha)=\infty$ for any $J$.

Corollary. If there are only a finite number of maximal ordinary $B$-ideals, then $f_{J}(a)$ is never $\infty$ for any $a \in A$, that is, $A=B_{2}$.

It is clear that if we know that for each $a \in A, f_{J}(\alpha)=\infty$ for a finite set of maximal ordinary $B$-ideals only, simplifications will result.

Definition 7. The algebra $A$ is of finite type (with respect to $B$ ) if for each $a \in A$ the function $f_{J}(\alpha)$ is infinite on (at most) a finite set of maximal ordinary $B$-ideals $J$.

The algebra of rational functions of an indeterminate is evidently of finite type with respect to the sub-algebra of constants.

Proposition 8. If $A$ is $B$-semi-simple and of finite type, it is completely $B$-semi-simple.

Proof. Suppose that $f_{J}(\alpha)=f_{J}\left(a^{\prime}\right)$ for all $J$. Then $f_{J}\left(\alpha-\alpha^{\prime}\right)$ takes a finite set of nonzero values at most. Hence, by Lemma 11, $f_{J}\left(a-a^{\prime}\right)$ is never $\infty$. If $a \neq \alpha^{\prime}$, then $a\left(a-\alpha^{\prime}\right)$ would be such that (i) $f_{J}\left(\alpha\left(a-\alpha^{\prime}\right)\right)$ $=\infty$ for some $J$; and (ii) $f_{J}\left(\alpha\left(a-a^{\prime}\right)\right)$ takes a finite set of values in $K$
only-two contradictory properties. Hence $a=a^{\prime}$.

There are two problems which are closely related to each other and to $B$-semi-simplicity. These are, broadly speaking, (i) on how large a set of maximal ordinary $B$-ideals can the function $f_{J}(a)$ be $\infty$ ? and (ii) on how small a set can $f_{J}(a)$ be nonzero, with $a \neq 0$ ? In the absence of $B$-semi-simplicity, of course, $f_{J}(a)$ may be $\infty$ for all maximal ordinary $J$, and $f_{J}\left(a^{\prime}\right)$ may be zero for all such $J$, with $a^{\prime} \neq 0$ (consider the example of formal power-series discussed after Definition 4).

In the next two propositions we assume that $A$ is $B$-semi-simple.

Proposition 9. Let $\mathscr{l}$ be a finite set of maximal ordinary $B$ ideals, and $a \in A$ an element such that $f_{J}(a)=\infty$ for $J \in \mathscr{I}$, and $f_{J}(\alpha)$ $\neq \infty$ for $J \notin \mathscr{M}$. Then, if $f_{J}\left(a^{\prime}\right)=0$ for all $J \notin \mathscr{I}$, it follows that $a^{\prime}=0$.

Proof. The function $f_{J}\left(a \alpha^{\prime}\right)$ takes a finite set of values only, hence it is never $\infty$, by Lemma 11. This clearly implies that $f_{J}\left(a^{\prime}\right)=0$ for all $J$, and so $a^{\prime}=0$, by the assumed $B$-semi-simplicity.

A somewhat similar result is the following.

Proposition 10. Let $\mathscr{l l}$ be a set of maximal ordinary B-ideals such that there is an element $a \in A$ with $f_{J}(a)=\infty$ for $J \in \mathscr{L}$, and $f_{J}(a)$ $\neq \infty$ for $J \notin \mathscr{M}$. Then there is no element $a^{\prime} \in A$ with $f_{J}\left(a^{\prime}\right) \neq 0$ for $J \in \mathscr{M}$, and $f_{J}\left(a^{\prime}\right)=0$ for $J \notin \mathscr{M}$.

Proof. If there were such an element $a^{\prime}$ then we would have $f_{J}\left(a a^{\prime}\right)=0$ or $\infty$ only, whence $a a^{\prime}=0$, by Lemma 10 . This contradicts $f_{J}\left(a a^{\prime}\right)=\infty$ for $J \in \mathscr{M}$.

If $A$ is $B$-semi-simple, then Theorem 2 states that $A$ is isomorphic' in a certain sense to an algebra of functions on the set of maximal ordinary $B$-ideals. In certain cases it is possible to assert that there is a genuine isomorphism between $A$ and an algebra of equivalenceclasses of functions. We introduce this as follows.

Let $X$ be any set. We shall call a family $Q$ of subsets of $X$ a $Q$-family if (i) the union of two (and hence any finite number of) subsets of $\mathbb{Q}$ is in $\mathbb{Q}$; (ii) $X$ is not in $\mathbb{Q}$. For example, if $X$ is the real interval $(0,1)$, the subsets of measure zero form a $Q$-family. Take now the set $S$ of functions defined on $X$, with values in $K^{\prime}$, which are finite outside a set of $\mathscr{Q}$. Let $T$ be the set of functions which are zero
outside a set of $\mathbb{Q}$. Let $(S ; T)$ be the set of equivalence-classes of functions of $S$, modulo functions of $T$. Then, in the familiar way, $(S ; T)$ can be made into an algebra by defining the sum of two classes to be the class determined by the sum of two functions, one from each class, etc.; it is easy to verify that the algebraic operations are well-defined. The object of condition (ii) is to ensure that the resulting algebra is nontrivial.

Definition 8. If $X$ is the set of maximal ordinary $B$-ideals of $A$, and there is a $Q$-family of subsets of $X$ such that $A$ is isomorphic to ( $S$; $T$ ), as defined above, then $A$ has a $Q$-representation.

Theorem 6. If $A$ is $B$-semi-simple, and of finite type, it has a $Q$ representation.

Proof. If there are finitely many maximal ordinary $B$-ideals, then $f_{J}(a)$ is always finite, by Lemma 11, Corollary. Then result follows at once in this case, taking the $Q$-family consisting of the empty set only.

If there are infinitely many maximal ordinary $B$-ideals, then it is easy to verify that the family of sets on which $f_{J}(a)$ is infinite for some $a \in A$ forms a $Q$-family. The required result then follows from Proposition 9.

It would be of considerable interest to extend the above results, in particular, to remove the qualification 'finite' from the set $\mathscr{M}$ in Proposition 9. In $\S 7$ we shall do this under additional hypotheses (Proposition 17). It is not evident that these restrictions are necessary for the validity of the result, and more information on the point would be welcome. There is one partial result in this direction, as follows:

Proposition 11. If $A$ is completely $B$-semi-simple, then $f_{J}(a)=\infty$ for $J \in \mathscr{I}, f_{J}\left(a^{\prime}\right)=0$ for $J \notin \mathscr{L}, a^{\prime} \in B$ together imply $a^{\prime}=0$.

Proof. Immediate.
6. Algebras over topological fields. We now consider the case of a field $K$ with a topology. We are primarily interested in the complex case, but it is as easy to write out the results for much more general fields. We require very little of the topology; the essential feature is that it should provide a reasonable definition of 'bounded' subsets of $K$. We shall assume (until after Proposition 15) that $K$ is a topological
field in the sense of Bourbaki, that is, that the topology is Hausdorff and the algebraic operations are continuous.

We adopt the definition of boundedness given by Shafarevich; the subset $H$ of $K$ is bounded if, given any neighborhood $N$ of 0 , there is a neighborhood $N^{\prime}$ of 0 such that $H N^{\prime} \leqq N$. It is trivial that the union, sum and product of two bounded subsets of $K$ are again bounded subsets. We shall further assume (again until after Proposition 15) that $K$ is of type $V$, in the sense of Kaplansky; that is, if the set $S$ is disjoint from some neighborhood of 0 , then the set of inverses $S^{-1}$ is bounded. We assume that $K$ is not discrete; if $K$ is discrete then every subset of $K$ is closed and bounded, and the results reduce to those of § 4.

Definition 9. Denote by $B_{1}$ the set of elements of $A$ which have a bounded $B$-spectroid, and by $B_{1}^{\prime}$ the set of elements with a bounded $B$-spectrum. If $B_{1} \supseteq B$ then $B$ is weakly bounded; if $B_{1}^{\prime} \supseteq B$ then $B$ is strongly bounded. If $B_{1} \subseteq B$, then $B$ is strongly boundedly saturated; if $B_{1}^{\prime} \subseteq B$ then $B$ is weakly boundedly saturated.

It is evident that $B_{1} \supseteq B_{1}^{\prime} ; B_{1}$ is clearly a sub-algebra of $A$, by Lemma 3, but $B_{1}^{\prime}$ is not a sub-algebra of $A$ in general.

For the remainder of this section we shall assume that $B$ is weakly bounded, unless the contrary is explicitly stated.

Proposition 12. (i) The maximal ordinary $B_{1}$-ideals of $A$ are the same as the maximal ordinary $B$-ideals.
(ii) If $M$ is any maximal ideal of $B_{1}$, then $B_{1} / M \cong K$.
(iii) $\left(B_{1}\right)_{1}=B_{1}$, for any $B$.

## Proof. This is analogous to that of Proposition 1.

It is always possible, for any given $A$, to chose a strongly bounded sub-algebra $B$; take $B=K e$. Also, it is always possible to choose a strongly boundedly saturated $B$; take $B=(K e)_{1}$.

If $B$ is not weakly bounded, there may be $B_{1}$-ideals of $A$ which are not $B$-ideals. For example, let $I$ be any infinite index-set, and $A$ the algebra of complex-valued functions defined on $I,\left\{a_{i}\right\}_{i \in I}$, with pointwise addition and multiplication. Take $B=A$; then $B_{1}$ is the set of all bounded functions on $I$. Any function $a \in A$ with $a_{i} \neq 0$ for all $i \in I$, but $\inf _{i \in I}\left|a_{i}\right|=0$, will be in an ordinary $B_{1}$-ideal but in no proper $B$-ideal of $A$.

Lemma 12. If 0 adheres to $\sigma_{B}^{\prime}(a)$ then $0 \in \sigma_{B}^{\prime}(\alpha)$; if 0 adheres to
$\tau_{B}^{\prime}(\alpha)$ then $0 \in \tau_{B}^{\prime}(\alpha)$.

Proof. We shall prove the second statement only; the proof of the first is similar and slightly simpler. The set $a B+a^{2} B+a^{3} B+\cdots$ is clearly an ordinary $B$-ideal of $A$. If $e$ were in this $B$-ideal, then

$$
e=b_{1} a+b_{2} a^{2}+\cdots+b_{n} a^{n}
$$

for some $b_{1}, b_{2}, \cdots, b_{n} \in B$. It is elementary to verify that if 0 adheres to $\tau_{B}^{\prime}(a)$ then it adheres to $\tau_{B}^{\prime}\left(b_{1} a+\cdots+b_{n} a^{n}\right)$ also. Thus it would adhere to $\tau_{B}^{\prime}(e)=\{1\}$. This is impossible, since the topology of $K$ is Hausdorff. So the $B$-ideal specified above is admissible, and there is a maximal ordinary $B$-ideal, $J$ say, containing it. Thus $a=a e \in J$, and $f_{J}(a)=0$, so that $0 \in \tau_{B}^{\prime}(\alpha)$, as asserted.

THEOREM 7. For each $a \in A, \sigma_{B}(a)$ and $\tau_{B}(a)$ are closed subsets of $K$.

Proof. If $\alpha \in K$ adheres to $\sigma_{B}(\alpha)$ then clearly 0 adheres to $\sigma_{B}(\alpha$ $-\alpha e$ ); hence, by Lemma 12,0 is in $\sigma_{B}(\alpha-\alpha e)$ and so $\alpha$ is in $\sigma_{B}(\alpha)$. Similarly for $\tau_{B}(a)$.

We may topologise $K^{\prime}$ by taking the basic neighborhoods of $\infty$ to be the complements in $K^{\prime}$ of the bounded subsets of $K$. In this topo$\operatorname{logy}, \tau_{B}^{\prime}(\alpha)$ and $\sigma_{B}^{\prime}(\alpha)$ are not in general closed in $K^{\prime}$. Example (iii) of $\S 1$ shows that we may have $\infty$ adherent to $\tau_{B}^{\prime}(a)$, but no maximal ordinary $J$ such that $f_{J}(\alpha)=\infty$.

Theorem 8. If $a$ is in no maximal ordinary $B$-ideal of $A$ then $a$ has an inverse in $B_{1}$.

Proof. (1) As in Theorem 3 (ii), $a$ has an inverse $a^{-1}$ in $A$. Since $f_{J}(a)$ is never zero, there is a neighborhood $N$ of 0 such that $N \cap \tau_{B}^{\prime}(a)$ is empty, by Theorem 7. Since we assume that $K$ is of type $V$, this implies that the set of inverses of elements of $\tau_{B}^{\prime}(a)$ is bounded; but this set of inverses is evidently the $B$-spectroid of $a^{-1}$; hence $a^{-1} \in B_{1}$.

Corollary. If $B$ is strongly boundedly saturated, then $a \in A$ has an inverse $a^{-1} \in B$ if and only if $a$ is in no maximal ordinary $B$-ideal of $A$.

Proposition 13. If $a \in B_{2}, a \notin B$, and $B$ is strongly boundedly saturated, then $\tau_{B}^{\prime}(\alpha)=K$.

Proof. This follows from Theorem 8, Corollary, just as Proposition 3 follows from Theorem 3 (i).

We note that if $B$ is strongly boundedly saturated, the hypothesis of Proposition 6 is satisfied, and hence the conclusion of the proposition is valid.

Proposition 14. If $p(a) \in B_{1}$ for some polynomial $p$ of degree $\geqq 1$, then $a \in B_{1}$.

Proof. Since $\tau_{B}^{\prime}(p(a))$ is bounded, we can choose $\alpha \in K$ so that $0 \notin \tau_{B}^{\prime}(q(a))$, where $q(a)=p(a)-\alpha e$. Thus $q(a) \in B_{1}$ and $(q(a))^{-1}$ exists. Write $(q(a))^{-1}$ as a sum of terms of the type $\beta_{r s}\left(\alpha-\alpha_{r} e\right)^{-s}$, it is a matter of routine to verify that if $\tau_{B}^{\prime}(a)$ is unbounded, then 0 adheres to $\tau_{B}^{\prime}\left((q(a))^{-1}\right)$. This contradicts the fact that $q(a) \in B_{1}$, and $\tau_{B}^{\prime}\left((q(a))^{-1}\right)$ $=\left\{\tau_{B}^{\prime}(q(a))\right\}^{-1}$.

The corresponding result, with $B_{2}$ in place of $B_{1}$, is true and trivial.

The following result is analogous to Theorem 4, Corollary, and is proved in exactly the same way:

Proposition 15. A necessary and sufficient condition that the rational function $r(a)$ exists as an element of $B_{1}$ is that $r\left(\tau_{B}^{\prime}(a)\right)$ is a bounded subset of $K$.

For the remainder of this section we assume only that the field $K$ has a Hausdorff topology, and that addition is continuous. We may topologise $K^{\prime}$ by taking the neighborhoods of $\infty$ to be the complements in $K^{\prime}$ of the bounded subsets of $K$. It is possible to introduce a topology on the maximal ordinary $B$-ideals of $A$ in at least three obvious ways:
(i) Take as basic neighborhoods of the maximal ordinary $B$-ideal $J_{0}$ the sets $\left\{J: f_{J}\left(a_{r}\right) \in N, r=1,2, \cdots, n\right\}$, where $N$ is any neighborhood of 0 and $a_{1}, a_{2}, \cdots, a_{n}$ are any elements of $J_{0}$. This clearly defines a Hausdorff topology in which each function $f_{J}(a)$ is continuous (as a function of $J$ ) wherever it is finite. In particular all functions representing elements of $B_{2}$ are continuous everywhere.
(ii) Take as basic neighborhoods of $J_{0}$ the sets

$$
\left\{J: f_{J}\left(a_{r}\right) \in N_{r}\left(f_{J_{0}}\left(a_{r}\right)\right), r=1,2, \cdots, n\right\},
$$

where $a_{1}, a_{2}, \cdots, a_{n}$ are any elements of $A$ and $N_{1}, N_{2}, \cdots, N_{n}$ are any
neighborhoods of $f_{J_{0}}\left(a_{1}\right), f_{J_{0}}\left(a_{2}\right), \cdots, f_{J_{0}}\left(a_{n}\right)$ respectively. This is the weakest topology in which all the functions $f_{J}(a)$ are continuous. It is evidently finer than (i).
(iii) Take as basic neighborhoods of $J_{0}$ the sets $\left\{J: f_{J}\left(b_{r}\right) \in N\right.$, $r=1,2, \cdots, n\}$, where $N$ is any neighborhood of 0 and $b_{1}, b_{2}, \cdots, b_{n}$ are any elements of $J_{0} \cap B$.

Other variations are possible; for instance, $B$ may be replaced by $B_{1}$ or $B_{2}$ in (iii). We shall refer to these variations as (iii'), (iii'), respectively.

In general, topology (iii) will not be Hausdorff; a necessary and sufficient condition that it should be so is that each maximal ideal of $B$ should be contained in precisely one maximal ordinary $B$-ideal of $A$. If the topology is Hausdorff, then the set $\mathscr{J}_{0}^{\prime}$ of maximal ordinary $B$ ideals of $A$ is compact; Gelfand's proof of the corresponding result for Banach algebras [4, Satz 9] applies to the present case. Similar remarks apply to (iii') and (iii").

In the case where $A$ is a Banach algebra, and $B=A$, all the above topologies reduce to the customary Gelfand topology on the maximal ideals. In the context of $\S 8$, topology (ii) seems the most appropriate.

Similar topologies could of course be imposed on the space of all maximal $B$-ideals of $A$.
7. Self-adjoint algebras. As in $\S 5$, we use the maximal ordinary $B$-ideals; similar results could be obtained, starting from the maximal $B$-ideals. In this section the scalar field is taken to be the complex field $C$. The results could be formulated in a more general situation (in a field with a suitable 'conjugation'), but there seems to be no point in doing this. Asterisks applied to scalars denote complex conjugates, and $\infty^{*}=\infty$.

Definition 10. The algebra $A$ is self-adjoint (with respect to $B$ ) if, given $a \in A$, there exists $a^{*} \in A$ (not necessarily unique) such that $f_{J}\left(a^{*}\right)=f_{J}(\alpha)^{*}$ for each maximal ordinary $J$.

From now on it is assumed that $A$ is self-adjoint and $B$-semisimple.

Proposition 16. The algebra $A$ is completely $B$-semi-simple.
Proof. Suppose that $f_{J}(a)=f_{J}\left(a^{\prime}\right)$ for all $J$. Then evidently $\left(e+a a^{*}\right)^{-1}$ and $\left(e+a^{\prime} a^{\prime *}\right)^{-1}$ both exist (in $\left.B_{1}\right)$ and $f_{J}\left(\left(e+a a^{*}\right)^{-1}\right)=f_{J}\left(\left(e+a^{\prime} a^{\prime *}\right)^{-1}\right)$ for all $J$. Hence the two inverses are equal, by the assumed $B$-semi-
simplicity, and this implies $a a^{*}=a^{\prime} a^{\prime *}$. Next, it is easy to verify that $a\left(e+a a^{*}\right)^{-1}$ and $a^{\prime}\left(e+a^{\prime} a^{\prime *}\right)^{-1}$ are both in $B_{1}$, and $f_{J}\left(a\left(e+a a^{*}\right)^{-1}\right)=f_{J}\left(a^{\prime}(e\right.$ $\left.+a^{\prime} a^{\prime *}\right)^{-1}$ ) for all $J$. Hence the two elements are equal, and the conclusion $a=a^{\prime}$ is immediate.

Corollary. The element $a^{*}$ is unique.
It is clear that $a^{*}=0$ implies $a=0$, and $a a^{*}=0$ impliès $a=0$.
The next result is, as promised in § 5, an improvement of Proposition 9 in the present special case:

Proposition 17. If $\mathscr{M}$ is a set of maximal ordinary $B$-ideals and $a \in A$ is such that $f_{J}(a)=\infty$ for $J \in \mathscr{M}, f_{J}(a) \neq \infty$ for $J \notin \mathscr{M}$, then $f_{J}\left(a^{\prime}\right)$ $=0$ for $J \notin \mathscr{l}$ implies $a^{\prime}=0$.

Proof. Since $f_{J}\left(a^{\prime} a^{*}+e\right)$ is either real and $\geqq 1$, or is infinite, it is clear that $f_{J}\left(a a^{\prime} a^{\prime *}+a\right)=f_{J}(a)$ for $J \in \mathscr{M}$; and since $f_{J}\left(a^{\prime}\right)=0$ for $J \notin \mathscr{A}$, the same equation holds for $J \notin \mathscr{M}$ also. Hence $a a^{\prime} a^{\prime *}=0$, by Proposition 16. But this implies $a^{\prime}=0$; if not, there would be a $B$-ideal $J \in \mathscr{M}$ with $f_{J}\left(a^{\prime}\right) \neq 0$, which would imply $f_{J}\left(a a^{\prime} a^{\prime *}\right)=\infty$, which contradicts $a a^{\prime} a^{\prime *}=0$.

Theorem 9. If $A$ is $B$-semi-simple and self-adjoint, it has a $Q$ representation.

Proof. If $f_{J}(a)=\infty$ for $J \in \mathscr{M}$, and $f_{J}\left(a^{\prime}\right)=\infty$ for $J \in \mathscr{L}^{\prime}$, it follows that if $a^{\prime \prime}=\left(e+a a^{*}\right)\left(e+a^{\prime} a^{\prime *}\right)$ then $f_{J}\left(a^{\prime \prime}\right)=\infty$ for $J \in \mathscr{M} \cup \mathscr{N}^{\prime}$. Also, $f_{J}(a)$ cannot be infinite for all maximal ordinary $B$-ideals $J$, by Lemma 10. Hence the family of sets on which $f_{J}(a)$ is infinite for some $a \in A$ is a $Q$-family. The required result now follows from Proposition 17.

So far the topology of $C$ has not been involved; it is essential for the results which follow. From now on we suppose $B=B_{1}$, that is, $B$ is weakly bounded and strongly boundedly saturated (Definition 9). In the absence of this assumption the following results remain true, when suitably modified. But the statements then become more complicated, and the gain in generality is not significant.

Proposition 18. $B=B_{2}$.

Proof. For any $a, f_{J}\left(e+a a^{*}\right)$ is never zero, and so $\left(e+a a^{*}\right)^{-1}$ exists. If $a \in B_{2}$, then $f_{J}\left(\left(e+a a^{*}\right)^{-1}\right)$ is never zero. By Lemma 12, it is therefore bounded away from zero, and so $f_{J}(a)$ is bounded away from infinity. Thus $a \in B_{1}=B$. Since $B_{2} \supseteq B$, the theorem follows.

Corollary. $\tau_{B}^{\prime}(a)$ is closed in $C^{\prime}$ for any $a$.
Lemma 13. Each maximal ideal of $B$ is contained in exactly one maximal ordinary $B$-ideal of $A$.

Proof. Suppose that the maximal ideal $M$ of $B$ is contained in the distinct maximal ordinary $B$-ideals, $J$ and $J^{\prime}$, of $A$. Let $a \in J, a \notin J^{\prime}$. Then

$$
f_{L_{L}}\left(\left(e+a a^{*}\right)^{-1}\right)=\left(1+\left|f_{J}(a)\right|^{2}\right)^{-1} \neq\left(1+\left|f_{J}(a)\right|^{2}\right)^{-1}=f_{M L}\left(\left(e+a a^{*}\right)^{-1}\right),
$$

a contradiction.
Lemma 14. All the topologies described in § 6 are equivalent.
Proof. It is clearly sufficient to prove that (iii) is finer than (ii). Let $N$ be the neighborhood

$$
N=\left\{J: f_{J}\left(a_{r}\right) \in N_{r}\left(f_{J_{0}}\left(a_{r}\right)\right), r=1,2, \cdots, n\right\} .
$$

Write

$$
b_{r}=\left(e+a_{r} a_{r}^{*}\right)^{-1} ;
$$

it is easy to find neighborhoods $N_{r}^{\prime}, N_{r}^{\prime \prime}$ such that

$$
f_{J}\left(b_{r}\right) \in N_{r}^{\prime}\left(f_{J_{0}}\left(b_{r}\right)\right), f_{J}\left(a_{r} b_{r}\right) \in N_{r}^{\prime \prime}\left(f_{J_{0}}\left(a_{r} b_{r}\right)\right)
$$

together imply

$$
f_{J}\left(a_{r}\right) \in N_{r}\left(f_{J_{0}}\left(a_{r}\right)\right)
$$

(if $f_{J_{0}}\left(a_{r}\right)=\infty$, then $N_{r}^{\prime \prime}$ is superfluous). By translating the neighborhoods $N_{r}^{\prime}, N_{r}^{\prime \prime}$ to the origin if necessary, and taking their intersection, it is easily seen that there is a neighborhood in topology (iii) which is contained in $N$.

Combining the above results, we obtain at once:
Theorem 10. Let $A$ be a self-adjoint, B-semi-simple algebra, with $B=B_{1}$. Then the maximal ordinary $B$-ideals of $A$ can be topologised so as to become a compact Hausdorff space, and the mapping $a \rightarrow f_{J}(a)$
sends elements of $A$ into continuous $C^{\prime}$-valued functions on this space. The sets on which $f_{J}(a)$ is infinite for some $a \in A$ form $a Q$-family of closed sets.

It is apparent that the structure space depends (set-wise and topologically) only on the 'bounded' sub-algebra $B$ of $A$, provided that this satisfies reasonable conditions, which ensure that it is large enough. If we assume a little more, namely that all bounded continuous functions correspond to elements of $B$ (for instance, if $B$ is a Banach algebra under a suitable norm), then we can clearly assert that the set on which $f_{J}(a)$ is infinite is nowhere dense (since the set is closed, this is equivalent to its interior being empty). The conclusion of Theorem 10 is thus strengthened.

To conclude this section we turn to Example (vi) of § 1, and see to what extent the results of this section can be applied to it. First, it seems desirable to state precisely what we mean by an algebra of normal operators on a Hilbert space; we mean a collection $A$ of normal operators such that any scalar multiple of an operator in $A$ is in $A$, and the sum and product of any two operators in $A$ have unique extensions in $A$. As always, we assume that $A$ contains a unit (the identity operator, here) and is commutative (in the sense that the product of two operators, in a certain order, has the same extension in $A$ as the product in the reverse order). We take $B$ to consist of the bounded operators in $A$ : we assume that if $a \in A$, and $a^{-1}$ exists as a bounded operator, then $a^{-1} \in B$, and we also assume that $B$ is uniformly closed. This implies that the maximal ideal condition $B / M \cong C$ is satisfied. If we denote by $a^{*}$ the usual Hilbert space adjoint of $a$ (we proceed immediately to show that this is in agreement with the previous use of $a^{*}$ ), and restrict attention to algebras $A$ which are self-adjoint in the sense that $a \in A$ implies $a^{*} \in A$, then we have the following.

Lemma 15. The algebra $A$ is self-adjoint in the sense of Definition 10.

Proof. If $a$ is bounded then it is clear that $f_{J}\left(a+a^{*}\right)$ is real, since $\left(a+a^{*}-\lambda e\right)$ has an inverse in $B$ for nonreal $\lambda$. Similarly, $f_{J}\left(a-a^{*}\right)$ is imaginary, and so $f_{J}\left(a^{*}\right)=f_{J}(a)^{*}$ for bounded $a$. Next, for any $a \in A$, write $b=\left(e+a a^{*}\right)^{-1}$; it is well known that $b \in B$ and $a b \in B$; also $b$ is self-adjoint $\left(b^{*}=b\right)$, and $(a b)^{*}=a^{*} b$. If $f_{J}(a)$ and $f_{J}\left(a^{*}\right)$ are both finite, then from $f_{J}\left(a^{*} b\right)=f_{J}(a b)^{*}$ it follows that $f_{J}\left(a^{*}\right)=f_{J}(a)^{*}$, since $f_{J}(b)$ is real and nonzero. It remains to show that if one of $f_{J}(a), f_{J}\left(a^{*}\right)$ is finite, then so is the other. Suppose the contrary; there is no loss of generality in supposing $f_{J}(a)=1, f_{J}\left(a^{*}\right)=\infty$. Then

$$
1=f_{J}(e-b)=f_{J}\left(a a^{*} b\right)=f_{J}(a) f_{J}\left(a^{*} b\right)=f_{J}(a) f_{J}(a b)^{*}=0,
$$

which is impossible.
The sub-algebra $B$ is semi-simple, by the usual reasoning, and the $B$-semi-simplicity of $A$ follows at once from this. The conclusions of Lemma 13 and 14 are true, independently of any assumption that $B$ $=B_{1}$, since $b=\left(e+a a^{*}\right)^{-1}$ and $a b$ are certainly in $B$.

The conclusion of Theorem 10 is thus valid for $A$. Moreover, the assumption that $B$ is uniformly closed ensures that the functions $f_{J}(a)$ become infinite only on nowhere dense sets. The fact that $B=B_{1}$ follows from the same assumption; for each bounded continuous function on the maximal $B$-ideals of $A(=$ maximal ideals of $B)$ corresponds to an element of $B$.

In the paper of Fell and Kelley [3], the authors deal with algebras of operators from a somewhat different point of view. Starting from a strongly closed algebra of bounded of bounded operators, they select a class of unbounded functions on the structure space (the same class as we have obtained above, namely the continuous $C^{\prime}$ valued functions infinite only on a nowhere dense set), and show that to each such function there corresponds a normal operator. Every normal operator can be obtained in this way, starting from a suitable algebra of bounded operators. The problem of the functional representation of an algebra of operators is not explicitly treated.

As a realization of the sort of algebra we have been considering, take the following trivial example. Let the Hilbert space be $L_{2}(0,1)$, and consider continuous $C^{\prime}$-valued functions on $(0,1)$ which are infinite only on a set with empty interior. To each such function a normal operator can be attached in an obvious way; the operator, applied to a function of $L_{2}$, yields the ordinary product of the two functions. If we assume that $A$ is an algebra of such operators, containing all operators corresponding to bounded functions, then the above theory can be applied, and it is found that the operators are represented by the functions from which they have arisen.
8. Algebraic function fields. Although it is not our main objective, we give a few indications of the relation between the theory developed in the preceding sections, and the theory of fields of algebraic functions of one variable. All the relevant definitions, etc., will be found in Chevalley's book [2]. The first result is valid quite generally.

Lemma 16. If $A$ is a field, and $K$ is a proper sub-field of $A$, then for every maximal ordinary $K$-ideal $J$ of $A$ there is an element $a \in A$ with $f_{J}(a)=\infty$.

Proof. If not, $J$ would be a proper ideal of $A$, different from $\{0\}$, by Lemma 3; this is impossible.

The definition of a $V$-ring, as required in the next lemma, will be found in [2, p. 1].

Theorem 11. If $A$ is a field of algebraic functions of one variable and $K$ is an algebraically closed proper sub-field of $A$, then the maximal ordinary $K$-ideals of $A$ are in one-to-one correspondence with the $V$ rings in $A$ (over $K$ ).

Proof. Let $J$ be a maximal ordinary $K$-ideal of $A$, and write $Q$ $=J+K$. Then clearly $Q$ is a ring; further (i) $Q$ contains $K$; (ii) $Q \neq A$, since, by Lemma 16 there is an element $a \in A$ with $f_{J}(a)=\infty$; and $f_{J}(q)$ $\in K$ for all $q \in Q$; (iii) if $x \notin Q$ then $f_{J}(x)=\infty$; for if $f_{J}(x)=\alpha \in K$ then $x-\alpha e \in Q$ and so $x \in Q$. If $f_{J}(x)=\infty$ then $f_{J}\left(x^{-1}\right)=0$, by Lemma 9 , and so $x^{-1} \in Q$. Thus $Q$ is a $V$-ring.

On the other hand, let $Q$ be any $V$-ring, and let $J$ be the ideal of non-units. Then $Q / J \cong K$ ([2], p. 10); every element of $Q$ is of the form $\alpha e+j$, where $j \in J$. Clearly $J$ is an ordinary $B$-ideal; we now show that it is maximal. Let $a$ be any element of $A$, not in $J$. Then if $a \in Q, a-\alpha e \in J$ for some $\alpha \in K$ and so $e$ is in the $K$-ideal generated by $J$ and $a$. If $a$ is not in $Q$ then $a^{-1}$ must be in $J$; for if $a^{-1}$ were in $Q$ but not in $J$ then $a^{-1}$, and hence $a$, would be a unit in $Q$. So again $e$ is in the $K$-ideal generated by $J$ and $a$. That is, $J$ is maximal. This establishes the required correspondence.

We may thus identify the maximal ordinary $K$-ideals in $A$ with the places of $A$, where $A$ is a field of algebraic functions of one variable over $K$. The value taken by $a \in A$ at the place $J[2, \mathrm{p} .6]$ is the same as the value of the function $f_{J}(a)$ as defined in $\S 2$.

The places of $A$ may be topologised, if $K$ is a topological field; the topology (ii) previously indicated (§6) reduces to that given by Chevalley for the complex case [2, p. 133].
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