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1. Introduction. In this paper we shall apply some theorems proved
in [3] to study the following problem in conformal mapping. Let D be
a domain of the complex plane, the boundary of which in the neighbor-
hood of the origin consists of portions of two analytic curves 7', and I,.
Suppose I'; and I, meet at the origin and form a corner with opening
na>>0, and suppose the origin is a regular point of both curves. Let
F(z) be a function which maps conformally the upper half plane Jz>0
onto the domain D, and suppose that F(0)=0. How does the mapping
function F(z) behave in the neighborhood of the origin?

A partial answer to this question is given by a theorem stated by
Lichtenstein [5]. Let F-’(z) be the inverse function which maps D onto
the upper half plane. Then Lichtenstein stated that for z in the neigh-
borhood of the origin

dF-'(z) — 2110 (2)

dz
where ¢(z) is a continuous function with ¢(0)7%0." This same result
can, however, be obtained with much weaker requirements on the
boundary curve as has been shown by the work of Kellogg [2] and
Warschawski [6].

In the case a=1 where the curves I'; and I', meet at a straight
angle Lewy [4] has proved a much stronger result—that F(z) has an
asymptotic expansion in powers of 2z and logz. The method used in this
paper is a generalization of that used by Lewy. We find that for all
a >0 the function F(z) has an asymptotic expansion in the neighborhood
of the origin. If «a is irrational then the expansion is in integral powers
of 2z, and 2°. If « is rational then the expansion is in integral powers
of z, 2% and log z.

2. Notation. First let us make clear what type of asymptotic
expansions we will be congidering. Let y,.(2), (r=0,1,2,---) be a se-
quence of functions such that y,..(2)/y.(2) >0 as z—0 in the sector
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1Lichtenstein proved this result only in the case of irrational n. The complete theorem
has been proved recently by Warschawski [7].
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0, <argz<0, A series }JAnyn(z) is called an asymptotic expansion for
f(2) valid in the sector 0 <ar0f 2=.0,, and we write

FO~ 3 A

if for every integer N>0

F@O= S At@) +ola(2)

as z—0, 0, <arg2<4,.

Clearly, in a sector 0,<Cargz<6, a function f(z) cannot have more
than one asymptotic expansion in terms of such a sequence of functions
An(2)-

We shall sometimes be concerned with asymptotic expansions which
are valid in every finite sector on the logarithmic Riemann surface with
the origin as branch point. By this we mean that the limits hold for
z—0 in any finite sector 6, arg z<{0, where 0, and 0, are arbitrary con-
stants. Otherwise expressed, we consider any sequence z, 2, 2, °***
such that there exist constants ¢, and 6, for which

0, <argz, <0, (n=1,2,8,--+)
and

lim |z,|=0.

N—ro0

Thus we exclude any sequence for which hm 1 sup larg z,|=oo.

Throughout this paper we will use the 1etter ¢ to denote a typical
coefficient in a series when the exact value of the coefficient is not im-

portant in the discussion. For example, instead of writing > ¢,..2", we
7=0

may write simply f]cz”. Thus we avoid a multiplicity of subsecripts.
n=0

3. Principal results. Let F(z) be the mapping function which maps
the upper half plane onto the domain D, and let I, be the image of
a portion of the negative real axis and I", the image of a portion of
the positive real axis. We shall prove the following theorem.

THEOREM 1. If «>0 dis irrational, then for z—>0 in any finite
sector

F(z) ~> A2
where k and 1 run over integers, k>0, |>1; and the coefficient Ay7~0.

If a=p/¢g >0, a fraction reduced to lowest terms, then for z—0 in any
finite sector



DEVELOPMENT OF THE MAPPING FUNCTION 1439

F(z)~ > Azt (log 2)™
where k, I, and m run over integers for which
k=0, 1<I<q, 0=mZklp;

and the coefficient Aqya=%0.

In this theorem the terms in the series are supposed to be arranged
in an order such that a term of the form 2****(logz)™ precedes one of
the form 2"*"*(logz)™ if either k+la<k' +la or k+la=k +l'«a and
m>m'. Arranged in this order, these products of powers of z and
log z form a sequence of functions y,. The coefficients in these expan-
sions are complex constants, some of which may be zero.

From Theorem 1 an asymptotic expansion for the inverse function
F-’(2), which maps the domain D onto a portion of the upper half plane,
can be obtained easily by replacing the asymptotic expansions by finite
developments with error terms and proceeding as usual in the inversion
of functions. The result obtained is stated in the following theorem.

THEOREM 2. If « is wrrational, then for z-—-0 in any finite sector
the inverse of F'(z),
F"l(z)NZ Bmzkﬂ/w

where k and [ run over integers, k=0, {=>1; and B,%40. If a=plq,
a fraction reduced to lowest terms, then for z— 0 in any finite sector

F_I(z) ~ Z Bklm zk-HIM (1Og z)m

where k, 1 and m run over integers for which k=0, 1<I<p, 0<m<Fk/q;
and By,70.

There is another way to state Theorems 1 and 2 in the case of ra-
tional «. We can write

F(z)~2"" M,(z, 2%, 2" log 2)
and
FY(2) ~2° M,(z, 2%, 2” log 2)

where M, and M, are triple power series in their three arguments. In
the case a=1 the triple power series reduces to a double series in z and
2z logz as found by Lewy [4].

Observe that the function F'(z), defined originally for 0<argz<m,
can be extended by the reflection principle across both the positive z-axis
and the negative ax-axis since the curves I', and I', are analytic curves.
The images of I, and /', in such reflections are again analytic curves.
Hence F(z) can again be extended by reflection, and in fact can be con-
tinued near the origin onto the entire logarithmic Riemann surface with
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branch point at the origin. The function F(z) is regular for |z| suf-
ficiently small, say, 0<7]z|< p, on any sheet of this Riemann surface ;
but, generally speaking, p depends on the sheet of the surface.

4, Extension of developments to larger sectors. If the asymptotic
expansions of Theorems 1 and 2 hold for z—0 in 0<arg 2=z, they
hold for z—0 in any finite sector 6, <Cargz<C#,. Suppose, indeed, that
for given » >0, F(z) has a finite development of the form

4.1) F(2)=2>] Ay 2°**(log 2)™ + 0(2")

as z—0, 0<argz<m, where the sum is extended over integers %, [, and
m such that k+la<r, k=0, {=>1; and 0<m<Fk/p when a=p/q, m=0
when « is irrational. Then the same development is valid for z—0 with
—r<{argz<0. To see this let ¢* be the image of ¢ in an analytic reflec-

tion on the curvel’,. Then ¢*, the complex conjugate of £*, is an analytic
function of ¢, say @(%), which is regular for |£| sufficiently small. By
the reflection principle, since F(z) takes the positive real axis, arg z=0,
into the analytic curve I';,, we have

F(Z)=(F(2)*=2(F(z))

for 0<<argz< m. Observe that this formula continues F'(z) for |z| suf-
ficiently small into the sector —r<Cargz<=. Since @() is regular for
|| sufficiently small and @(0)=0, we have

0(0)= e +o(c™)
for z—0. Then with
C=F(z)=2"[> cz"*"*(log )" +0(z"*)], k=0, [>=0, k+la<Lr—a)
we have by (4.1) for z—0, 0<largz<m,
gr=2"> ez® " (log 2™+ o (2" "))

where k>0, (>0, k+Ila<r—na; m is limited as before. Also

o(£"")=0((0(z"))"*) =0(z")
as z—0. Consequently for z—0, 0<argz<n,

FR)=0(F @)=y cz"*"(log z)" + 0(z")

where k, I, and m are restricted in the same way as in (4.1). But this
means that F(z) has a development of the same type as (4.1) for
—n<argz=<_0. This new development must coincide with that given
by (4.1) since both hold for z—0 with arg z=0,
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In the same way we can reflect across the line arg z== and estab-
lish that (4.1) holds in the larger sector thus obtained. By induction we
can prove that (4.1) holds in any finite sector 0, <larg2<C6,. Thus we
see that if Theorem 1 holds for z2—0 in the sector 0 <arg z <=, it holds
for z—0 in any finite sector.

5. Some lemmas. We now state some lemmas which will be used
in the proof of Theorem 1. Lemmas 1 and 2 are special cases of
Theorems 4.1 and 4.2 of [3]. The integrals are Lebesgue integrals ex-
tended over positive values of £. The range of z considered is 0<|z| <A,
—2r<arg 2<.0. We take the branch of the analytic function of gz,
log (1—2/t) which is real for 0<z<¢, argz=0.

LEMMA 1. Let A be a positive real number, ¢ a real number >—1,
and n a nonnegative integer ; and let

o(z)= S:t"(log £y log (1—z/6)dt .

Then there is a power series ¢(z), which converges for |z|< A, and
a polynomial in log z, P(log z), such that

¢(2)+ 2" P(log 2) + q(2) .

If p is an integer then, the polynomial P is of degree n+1; and if p s
not an integer, it is of degree n.

LEMMA 2. Let 3(t) be a measurable function, bounded absolutely for
0<t<A and such that B({t)—0 as t—0 through positive real values.
Let p be a real number >-—1 which is not an integer, and let

ﬂl(z)zrﬂ(t)t“ log (1—2/¢)dt .

0

Then there is a power series q(z) such that for z—0
Bi(z)=a(z) +o(z""") .

LEmMMA 3. Let ¢ be a real number. Let 7n(z) be an analytic func-
tion, regular for 0<|z|< R, 0, <argz=<0, and such that 7(z)=o0(2"*) for
2—0 in the sector 0, <argz<0,. Then the derivative

7'(z)=0(""")

for z—0 4n any sector in the interior of the sector 0, <argz=40,,
A proof of Lemma 3 is obtained by estimating a Cauchy integral
with path a circle about z with radius ¢{z|, ¢ small.



1442 R. SHERMAN LEHMAN

LEMMA 4. Let 2 be a real number. Then for z—0 with |argz|
bounded, |z~*F(z)| tends to zero iof 1<« and tends to infinity if 2 >«.

A proof of Lemma 4 can be obtained by a study of the Poisson
integral (see Gross [1, pp. 57-61]; the requirement that z—0 in an
angle in the interior of 0<{argz<rm can be eliminated by using the fact
that 7", and I", are analytic curves).

This lemma also follows from the theorem of Lichtenstein mentioned
in the introduction.

6. DPreliminary transformations. First we establish that the general
case can be reduced to the special case in which the curve [, is an
analytic curve tangent to the positive real axis and /", is a portion of
the ray arg(¢=—na in the ¢ plane. Consider a function ¢(¢), regular
for |¢| sufficiently small, for which ¢(0)=0, ¢'(0)=b=40, and which takes
the analytic curve [, into the line arg = —=«a. The function ¢ maps I,
into an analytic curve tangent to the positive real axis. TFor the sake
of simplicity of notation we carry through the proof in detail only for
irrational a.

Suppose that we know Theorem 1 in the special case in which I, is
the line arg = —r«a, then for z—0 we have

P(F(2)=2"{>. Cp, 2"+ 0(z")}

where the sum is extended over integers &k and [ for which £>>0, [>0,
k+la<r. In addition, we can suppose that Cy,=%0. Then since the
inverse

N
I(O= 7+ 3 el ()
as £—0, we have
Fz)=¢((F (2'))=%fz“{2 Ci 2" +0(2)} +2"{ 2] 2" +0(2")}
+ oo 2" {30 e 4 0(27)) +o(27%)
for z—0. Hence by taking N large enough, we obtain
Fz)y=z*{>) Ci, z¥"" 4+ 0(2")}
where C{,G———-%Coo;éo. All of the sums considered are extended over

integers k>0, (<0, k+Ila<r. Thus we need consider only the special
case in which 7', is a portion of the line arg {=—r«.

Now we make another preliminary transformation. Let w=¢'%, so
that the line arg ¢= —ra goes into the negative real axis. The analytic
curve /', goes into a curve /7 tangent to the positive real axis. This
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new curve /7 is not analytic at the origin; we will find it useful to have
the equation of 7.

Let ¢=¢&+4%. The analytic curve /', is given by an equation with
real a;

D=0, + a8 + @+ - - -

for £>0, where the series is convergent for ¢ sufficiently small. Then
on /" we have
W=t (i) = 8L 4 0,6+ - - )
=1+ cE+c&+--1) .

Separating real and imaginary parts, we have with w=u-+iv

u=E""(1+c&+c&+--+)

v=E""(cE+cE+cE+ - ) .
Consequently,

w=E+c&+ck+ .-
and thus
E=u"+cu’+cu®+ .-+ .

Hence we obtain finally that the curve I is given by an equation of
the form
(6.1) v:u;bkukw

for <0, where the series converges for u sufficiently small.

7. Obtaining the asymptotic expansion. Let D’ be the image of
D under the transformation w=¢""; we can now assume that near the
origin I is bounded by the negative real axis and the curve I” given
by the equation (6.1). We consider the function w=G(z)=(F(—=z))"*
which is a univalent conformal mapping of a semi-neighborhood y<C0 of
the z=a+idy plane into the domain D’ of the w=u+4v plane. Observe
that G(0)=0, a portion —A<x<<0 of the negative x-axis is mapped into
a portion of the negative u-axis, and a portion 0<Cax<CA of the positive
x-axis goes into 717,

We will need an estimate for G(z) and its derivative G'(z). By
Lemma 4 we have for 2—0, |argz| bounded

G(2)=[F(—2)]""=[o(")]"*
for any A< a. Hence for any ¢>0
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(7.1) G(z)=o0(z""%)

as z— 0 with |arg z| bounded. Using Lemma 3 we conclude further that
for z—0

(7.2) G'(z)=0(z7%) .

Now we construct a certain function H(z) which differs from G(z)
by a single-valued function. Observe that the function

G(2)=u(x, y) +iv(z, y)

can be continued across the negative real axis, argz=—m, by the reflec-
tion principle. In particular, we have for argz=0

G(2)— (Gze ™) =u(z, 0)+iv(z, 0)—[u(z, 0)—iv(z, 0)]
=2iv(z, 0) .

Consider for —27<Cargz<<0 the analytic fﬁnction

(7.3) H(z)zggj@(gt’ﬁl log (1~2/¢) dt

where the integral is extended over positive real values and the branch
of log (1—2z/t) considered is the one which is real for 0<z<¢, argz=0.
That the integral converges follows from the estimate (7.2).

For arg2z=0 we have

H(z)——H(ze-M)JZ? Szﬁﬁa’/‘é@dtzzw(z, 0)

since

271 for t<z,

log (1—z/t)—10g(1-29'2”/“:{ 0  fort>z

Thus the difference p(z)=G(z)— H(z) satisfies the condition p(z)=p(ze~*)
for argz=0. Furthermore p(z) is regular for 0<|z|< 4, —2r<argz<0;
it is continuous as z approaches a point of the positive real axis for
arg 2z=0 or arg z=—2r, and it is bounded for z—0. Hence by Riemann’s
theorem on removable singularities p(z) is equal to a power series con-
vergent for |z|<A.

From (6.1) and (7.3) we conclude that for —2r<argz<0

T4 G@)= 71r S: { "”“gt’ 0) S0 +na)u"“} log (1 —2/t) dt + p(2)
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where p(z) is a power series with constant term equal to zero.
By (7.1) and (7.2) we have f?’lé(at; 0 _o@t-1) and wr=o(t-9%) for
t—>0, ¢ an arbitrary positive number. Hence for t—0

ult, 0) Sy (14 nayure—o(ta+o 01

ot n=1
Inserting this estimate in (7.4) and applying Lemma 2, we obtain for
2—0, —2r<argz<<0

(7.5) G(2)=az+2°q(z) +0(z* P -9)

where ¢(z) is a power series in 2z which converges for |z| sufficiently
small. We conclude that a=£40 by applying Lemma 4 with 2 slightly
larger than «. Knowing this, we can conclude further that ¢ is posi-
tive from the fact that G(z) maps the positive real axis into /7, a curve
which at the origin makes an angle of = with the negative real axis.
Since G(z)=[F(—=2)]'" the result of §4 shows that the estimate (7.5)
holds for z—0 in any finite sector.

Now we prove Theorem 1 by induction. We consider first the case
in which « is irrational. We shall prove that there are constants a,
such that for every integer N,
(7.6) GR)= >, apzt*+o(2"), k=1, 1>=0

k+la=No
as z—0 with |arg z| bounded. We begin by noting that G(z) has such

a development for N=N, where N, is the integer for which 17_§_N0<1
a
+—1. This follows directly from (7.5) since for ¢ sufficiently small
a
1+ a)l—e¢)=Nxx and hence o(z** - =¢(z",*), Consequently, to prove
(7.6) by induction it will be sufficient to show that if G(z) has a develop-
ment of the type (7.6) with an error term 0(z™), then G(z) has such a
development with an error term o(z®***). In proving (7.6) by induction
we will simultaneously obtatin a proof of Theorem 1 by using the fact
that F(2)=[G(—2)]".
By the induction hypothesis we have
ut, 0)= >, R{ag}t***+o(t"), (k=1, 1=0),
k

+lo=Na

and thus since a,=a>0
u(ty 0)=at{1+thk+lw+0(t1\7w—1)}

where the sum is over k>0, {>>0, for which (%, {)%4(0, 0) and k+l«
< Na—1. Using the binomial theorem, we find
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unwzanatnw{ 2 ctk+zw+0(tsz—1)} , (kgo’ Z;_O) .

k+losNw—-1

Moreover, by Lemma 3 and the induetion hypothesis we have for {—0

0 _qet)y= S (14 I)R G, 0T

at k+lasNa—1

where £>0, [>>0. Inserting these estimates in (7.4), we obtain
4
G =p@)+ || (S et ot} log (1—ft)dt
0

where the sum is over integers k>0, [>1, for which k+la <(N+1)a—1.
Now we apply Lemmas 1 and 2, observing that since {Z>1 and « is
irrational, & +la cannot be an integer. We find for z— 0, —27z<largz=<0,
(7.7) GR)= 3 au@o+o(z9Y), k=1, 1=0).
k+lo=(WN+1Da

When £ and [ are integers for which k+Ila <X Na, the coefficient a,, must,
of ceurse, be the same as that appearing in the development with error
term o(z%%).

We wish to prove that (7.7) holds for z—0 in any finite sector.
We note that for z—0, 0<larg2<2r

F(z)z[G(_z)]ob:aw( _z)ar,{l + Z C(__z)lcﬂd,_l_o(z(:vﬂ)m—l)}w

where the sum is over £>0, [>0, which for (%, [)54(0, 0) and k+l«x
<(N+1)a—1. Hence by the binomial theorem

(7.8) F(z)zz Amzk +m+0(zczv+2)m-1)

where the sum is extended over k>0, [>1, for which &+ la(N+2)a—1.
Note further that A4,40. We have proved (7.8) for z— 0 with 0<{arg=z
< 2m, but by the result of §4 this formula must hold for z—0 in any
finite sector. Consequently, from (7.8) by using the binomial theorem
we can obtain (7.7) for z—0 in any finite sector. Thus G(2) has
a development with error term o(z¥*"*). Hence by induction (7.6) and
also (7.8) hold for all N. This proves Theorem 1 for irrational «.

Now we prove Theorem 1 for a=p/q, a fraction reduced to lowest
terms. Let 7 be a positive irrational number less than «. We shall
prove that there are constants a,,, such that for every integer N, as
z—0, in a finite sector
(7.9 G(z)= ZN G2 (log 2)™ + 0(2™7)

Y

k+lo=

where £>1, 0<{I<{¢g—1, and 0<m << rk;:l‘. We begin by noting that
D
G(z) has such a development for N=N, where N, is the integer for
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which 1 < N,<1 +~L, as can be seen directly from (7.5). Consequently,
7 7

to prove (7.9) by induction it will be sufficient to show that if G(z) has
a development of the above type with error term o(z*?), then it has
such a development with error term o(z*%?).

By the induction hypothesis we have for positive t—0

ut, 0)= Zm%{%m}t’“”“(log £y +o(t™)

k+le=

where k=1, 0<1<¢—1, 0<m<""1. Since ay—a£0, we have

P
u(t, 0)=at{l+ > ct®****(log {)™ +o(t"")}
where the sum is over integers for which
(7.10) E>0; 0<I<q-1; 0<m<Zkip; hb+la<Nr—1.
Using the binomial theorem, we obtain
u=a"t"{ 3" ct*+***(log t)™ + o(t""1)}

where %, [, and m are restricted by the conditions (7.10). Moreover, by
Lemma 3 and the induction hypothesis we have

Buft, 0)

0 St ettt (log ty™ + o(£¥7Y)

where again k, [, and m are restricted by the conditions (7.10).
Inserting these estimates in (7.4) we have, since
O(tNy+a—1):O(t(NH)y—l) ,

the formula
G(z)=p(z)+SA{Z et 4otV log (1 —2/t) di .
0

The sum in the integrand is extended over integers k, I, and m for which
E=>0; 1<i<q; 0<m=<klp; k+la<(N+1)r—1.

Now we apply Lemmas 1 and 2 to obtain a better development for
G(z). Note that k+Ila=Fk+Ip/q cannot be an integer unless {=¢q. Con-
sequently terms of the form

ct*+%(log t)™

in the integrand, with Is%4¢q, produce besides a power series only terms
of the form
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Czlc +1+ Lw(log z)m’

with

I

in the development for G(z). On the other hand, when [=q they produce
besides a power series only terms of the form

Czk+1+ld(10g z)m’zczk+p+l(log z)m'

with

0<m <m+1<k p1_btpt)—1
P vy

In applying Lemma 2 we observe that (N+1)ry—1 is not an integer be-
cause 7 is irrational. Hence we conclude that for z—0, —2r<largz<0,

(7.11) GR)= > . (log 2)™ +o(z )

k+la(N+1)y

where k=1, 0</<¢—1, and 0<m=<""1.
D
As in the case of irrational a we obtain from this the result

(7.12) F(2)=3 A2t (log 2)™ + o(z ¥ +Prv+e-1) | (Ayp#0)
where the sum is over integers k%, [, and m for which
E20, 1<I<q, 0=Zm<Zkip; k+tla<(N+1lr+a—1.

By (7.11) this result holds for z—0 with 0<Cargz< 2z, but by the
result of § 4, it must hold for z->0 in any finite sector. From this we
then obtain (7.11) for z—0 in any finite sector. Hence G(z) has a deve-
lopment with error term o(z**»¥). Thus by induction (7.9) and also
(7.12) hold for all N. This completes the proof of Theorem 1.

We note finally that by Lemma 3 derivatives of F(z) and F-'(z) of
arbitrary order have asymptotic expansions which can be obtained by
differentiating the expansion for F(z) and F-'(z) termwise and then
rearranging the terms in the new series in an appropriate order.

REFERENCES

1. W. Gross, Zum Verhalten der konformen Abbildung am Rande, Math. Z. 3 (1919),
43-64.,

2. 0. D. Kellogg, Harmonic functions and Green’s integral, Trans. Amer. Math. Soc., 13
(1912), 109-132.



DEVELOPMENT OF THE MAPPING FUNCTION 1449

3. R. S. Lehman, Devclopments in the meighborhood of the beach of surface waves over
an inclined bottom, Communications on Pure and Applied Mathematics, 7, No. 3, (1954),
393-439.

4. H. Lewy, Developments at the confluence of analytic boundary conditiorns, University
of California Publications in Mathematics, 1, No. 7 (1950), 247-280; also Proceedings of the
International Congress of Mathematics, (1950), 601-605.

5. L. Lichtenstein, Uber die konforme Abbildung ebener analytischer Gebiele mit Ecken,
J. Reine Angew. Math., 140 (1911), 100-119.

6. S. Warschawski, Uber das Verhalten der Ableitung der Abbildungsfunktion bei kon-
former Abbildung, Math., 35 (1932), 321-456.

7. ————, On a theorem of L. Lichtenstein, Pacific J. Math., 5 (1955), 835-840.

STANFORD UNIVERSITY






PACIFIC JOURNAL OF MATHEMATICS

EDITORS
H. L. Roypen A. L. WHITEMAN
Stanford University University of Southern California
Stanford, California Los Angeles 7, California
R. A. BEAUMONT E. G. Straus
University of Washington University of California
Seattle 5, Washington Los Angeles 24, California

ASSOCIATE EDITORS

E. F. BECKENBACH A. HORN L. NACHBIN G. SZEKERES
C. E. BURGESS V. GANAPATHY IYER I. NIVEN F. WOLF

M. HALL R. D. JAMES T. G. OSTROM K. YOSIDA
E. HEWITT M. S. KNEBELMAN M. M. SCHIFFER

SUPPORTING INSTITUTIONS

UNIVERSITY OF BRITISH COLUMBIA STANFORD UNIVERSITY

CALIFORNIA INSTITUTE OF TECHNOLOGY  UNIVERSITY OF UTAH

UNIVERSITY OF CALIFORNIA WASHINGTON STATE COLLEGE
MONTANA STATE UNIVERSITY UNIVERSITY OF WASHINGTON
UNIVERSITY OF NEVADA * * *

OREGON STATE COLLEGE AMERICAN MATHEMATICAL SOCIETY
UNIVERSITY OF OREGON CALIFORNIA RESEARCH CORPORATION

UNIVERSITY OF SOUTHERN CALIFORNIA HUGHES AIRCRAFT COMPANY
THE RAMO-WOOLDRIDGE CORPORATION

Mathematical papers intended for publicafion in the Pacific Journal of Mathematics should
be typewritten (double spaced), and the author should keep a complete copy. Manuscripts may
be sent to any of the editors. All other communications to the editors should be addressed to
the managing editor, E. G. Straus at the University of California, Los Angeles 24, California.

50 reprints per author of each article are furnished free of charge; additional copies may be
obtained at cost in multiples of 50.

The Pacific Journal of Mathematics is published quarterly, in March, June, September, and
December. The price per volume (4 numbers) is $12.00; single issues, $3.50. Back numbers
are available. Special price to individual faculty members of supporting institutions and to
individual members of the American Mathematical Society: $4.00 per volume; single issues,
$1.25.

Subscriptions, orders for back numbers, and changes of address should be sent to Pacific
Journal of Mathematics, 2120 Oxford Street, Berkeley 4, California.

Printed at Kokusai Bunken Insatsusha (International Academic Printing Co., Ltd.), No. 10,
1-chome, Fujimi-cho, Chiyoda-ku, Tokyo, Japan.

PUBLISHED BY PACIFIC JOURNAL OF MATHEMATICS, A NON-PROFIT CORPORATION
The Supporting Institutions listed above contribute to the cost of publication of this Journal,
but they are not owners or publishers and have no responsibility for its content or policies.



Pacific Journal of Mathematics

Vol. 7, No. 3 March, 1957

Silvio Aurora, Multiplicative norms for metric vrings...................... 1279
Ross A. Beaumont and John Richard Byrne, On the construction of

R-modules and rings with polynomial multiplication. ................ 1305
Fred Brafman, An ultraspherical generating function ..................... 1319
Howard Ernest Campbell, On the Casimir operator ...................... 1325
Robert E. Edwards, Representation theorems for certain functional

OPCYALOTS . .« oottt e e e e e e e e 1333
Tomlinson Fort, The five-point difference equation with periodic

COCITICIENES . . v v e ettt e e et 1341
Isidore Heller, On linear systems with integral valued solutions............ 1351
Harry Hochstadt, Addition theorems for solutions of the wave equation in

parabolic coordinates ................. i 1365
James A. Hummel, The coefficient regions of starlike functions ............ 1381
Fulton Koehler, Estimates for the eigenvalues of infinite matrices . . ........ 1391
Henry Paul Kramer, Perturbation of differential operators ................ 1405
R. Sherman Lehman, Development of the mapping function at an analytic

COTMET .o v vttt e et e e e e e e et e e 1437
Harold Willis Milnes, Convexity of Orlicz spaces......................... 1451

Vikramaditya Singh, Interior variations and some extremal problems for
certain classes of univalent functions..............
William Lee Stamey, On generalized euclidean and non-e
SPUCES v ev ittt e e
Alexander Doniphan Wallace, Retractions in semigroups .
R. L. Wilder, Monotone mappings of manifolds ... .......



http://dx.doi.org/10.2140/pjm.1957.7.1279
http://dx.doi.org/10.2140/pjm.1957.7.1305
http://dx.doi.org/10.2140/pjm.1957.7.1305
http://dx.doi.org/10.2140/pjm.1957.7.1319
http://dx.doi.org/10.2140/pjm.1957.7.1325
http://dx.doi.org/10.2140/pjm.1957.7.1333
http://dx.doi.org/10.2140/pjm.1957.7.1333
http://dx.doi.org/10.2140/pjm.1957.7.1341
http://dx.doi.org/10.2140/pjm.1957.7.1341
http://dx.doi.org/10.2140/pjm.1957.7.1351
http://dx.doi.org/10.2140/pjm.1957.7.1365
http://dx.doi.org/10.2140/pjm.1957.7.1365
http://dx.doi.org/10.2140/pjm.1957.7.1381
http://dx.doi.org/10.2140/pjm.1957.7.1391
http://dx.doi.org/10.2140/pjm.1957.7.1405
http://dx.doi.org/10.2140/pjm.1957.7.1451
http://dx.doi.org/10.2140/pjm.1957.7.1485
http://dx.doi.org/10.2140/pjm.1957.7.1485
http://dx.doi.org/10.2140/pjm.1957.7.1505
http://dx.doi.org/10.2140/pjm.1957.7.1505
http://dx.doi.org/10.2140/pjm.1957.7.1513
http://dx.doi.org/10.2140/pjm.1957.7.1519

	
	
	

