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**Introduction.** This paper is concerned with the oscillation and boundedness properties of solutions of the complex differential equation

\[(p(x)\dot{y})' + f(x)y = 0, \quad a \leq x < \infty,\]

where \(p(x) = p_1(x) + ip_2(x) \neq 0, f(x) = f_1(x) + if_2(x)\) and each of the functions \(p_1(x), p_2(x), f_1(x)\) and \(f_2(x)\) is a continuous real function on the half-line \(a \leq x < \infty\).

Such differential equations have many interpretations and applications. For example, if \(p(x) = 1\) and the real and imaginary parts of equation (1) are separated the resulting system of two real equations can be interpreted as equations of motion in the \(y_1y_2\)-plane, where \(y = y_1 + iy_2\), as in [4, 9]. If in (1) \(x\) is replaced by the complex variable \(z\), and the coefficients are required to be analytic functions of \(z\) the resulting completely complex equation can be reduced to one of the type (1) by considering certain analytic paths in the \(z\)-plane. This procedure has been used effectively by Taam [9] and others to find zero-free regions for the completely complex equation. Also, Hille [5] has made an extensive study of the behavior of solutions of a special case of (1), where \(p(x) = 1\) and \(f(x) = \lambda F(x), F(x)\) real and positive and \(\lambda\) a complex parameter, and has used these results in his study of Cauchy’s problem for a generalized heat equation.

The present study of equation (1) begins with consideration of the special case

\[(q(x))' + \overline{q(x)}y = 0, \quad \alpha \leq x < \infty,\]

where \(q(x) = q_1(x) + iq_2(x) \neq 0, q_1(x)\) and \(q_2(x)\) are real and continuous on \(a \leq x < \infty\) and \(\overline{q}\) is the complex conjugate of \(q\). For \(q(x)\) real a fundamental set of solutions consists of \(\sin \int_a^x q\) and \(\cos \int_a^x q\). This suggests an investigation of the corresponding complex solutions, \(s[a, x; q]\) and \(c[a, x; q]\), of (2) when \(q\) is complex. These “trigonometric” functionals satisfy identities and inequalities analogous to those of the real sines
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and cosines. For example, the sum of the squares of the magnitudes is identically one and, hence, all solutions of equation (2) are bounded on $a \leq x < \infty$. This boundedness property is the main point of departure from the analytic definition of trigonometric functions of a complex variable $z$, where $\sin \int_a^x q$ is unbounded if $\int_a^x q$ is unbounded. The boundedness property is useful in the applications of the last section.

An additional advantage in considering the special case is that for a rather large class of coefficient functions, $q(x)$, equation (2) can be solved explicitly, thus providing a new set of much needed examples to give insight into the oscillatory behavior of solutions of (1). Furthermore, for a still larger class of coefficient functions the oscillatory behavior of solutions of (2) is determined. An interesting result is that the zero separation properties, true for the real case, are often violated for the complex equation (2). For example, a class of functions, $q(x)$, is found for which the "sine" $s[a, x ; q]$ oscillates (has infinitely many zeros on $a \leq x < \infty$) and the "cosine" $c[a, x ; q]$ has no zero on $a \leq x < \infty$.

The final section shows that although equation (2) is a special case of (1), all oscillatory behavior patterns of equations of the type (1) are present in those of type (2). In particular, for each non-trivial solution $y(x)$ of (1), for which $y(a)=0$, and each non-zero function $w(x)$ of class $C'$ there exist a continuous complex coefficient function $q(x)$ and a non-zero "amplitude" function $\rho(x)$ of class $C'$ such that

\[ y(x) = \rho(x)s[a, x ; q], \quad p(x)y(x) = \bar{w}(x)\rho(x)c[a, x ; q]. \]

For $w(x), p(x)$ and $f(x)$ real; $q(x)$ and $\rho(x)$ are real and (3) reduces to the modified Prüfer transformation [1, 6]

\[ y = \rho(x) \sin \theta(x), \quad p\dot{y} = w(x)\rho(x) \cos \theta(x), \quad \theta(x) = \int_a^x q, \]

which has been useful in establishing real oscillation and boundedness theorems. The author [3] has developed a Prüfer transformation for equations of the form of (2) with both coefficients being square symmetric matrices and a similar, but less useful, transformation of type (3) (that is $y = \rho s$, $p\dot{y} = \rho c$) can be obtained as a corollary of the matrix theorems.

Since the "amplitude" $\rho(x)$ is non-zero and the "sine" $s[a, x ; q]$ is bounded, the Prüfer-type transformation (3) separates boundedness considerations from those of oscillation, as does (4) for the real case. Applications of (3) yield bounds on solutions of (1) of the Liapounoff-Birkhoff-Levinson type. For the special case, $\rho(x)=1$ and $w(x)$ a positive real constant, these exponential bounds reduce to those of Taam [7]. It it noted that Taam failed to achieve a "symmetric" form because he
specialized \( p(x) \) to be real and, in particular, \( p(x) = 1 \).

Further study of the relation of \( q(x) \) to the original coefficients, \( p(x) \) and \( f(x) \), and of the oscillatory properties of the functionals of the first section should lead to new oscillation theorems for \( (1) \).

1. Complex trigonometry. Let \( q(x) = q_1(x) + iq_2(x) \), \( q_1 \) and \( q_2 \) be continuous functions on \( a \leq x < \infty \) and define \( c = c(x) = c[a, x; q] \), \( s = s(x) = s[a, x; q] \) to be a solution (pair) of the complex first order system

\[
\begin{align*}
\dot{s} &= q\bar{c} , \\
\dot{c} &= -q\bar{s},
\end{align*}
\]

If, in addition, \( q(x) \neq 0 \) it is easily seen that \( s \) and \( c \) are solutions of the second order equation

\[
(\dot{y}/q') + qy = 0,
\]

with initial conditions

\[
\begin{align*}
s(a) &= 0 , & c(a) &= 1 , \\
\dot{s}(a) &= q(a) , & \dot{c}(a) &= 0 .
\end{align*}
\]

Note that \( s = \sin \int_{a}^{x} q \) and \( c = \cos \int_{a}^{x} q \), if \( q(x) \) is real and, furthermore, if \( q \neq 0 \) both solutions oscillate (have infinitely many zeros on \( a \leq x < \infty \)) only if \( \int_{a}^{\infty} |q| = \infty \).

Boundedness is retained for complex \( q(x) \), as is seen by:

**Lemma 1.1.** \( |s|^2 + |c|^2 = 1 \).

*Proof.* Differentiate \( ss + cc \) and note its value at \( x = a \).

There is also an extension of the properties that the real sine function is odd and the cosine is even. This result is useful in carrying out the details of the proof of Theorem 1.2.

**Lemma 1.2.** If \( k \) is a complex number such that \( |k| = 1 \) then \( s[a, x; kq] = ks[a, x; q] \) and \( c[a, x; kq] = c[a, x; q] \) on \( a \leq x < \infty \).

*Proof.* Let \( m(x) = s[a, x; kq] - ks[a, x; q] \) and \( n(x) = c[a, x; kq] - c[a, x; q] \). Then \( m(a) = 0, n(a) = 0 \) and \( \dot{m} = kq\bar{n}, \dot{n} = -kq\bar{m} \), whose only solution is \( m = n = 0 \) on \( a \leq x < \infty \), thus completing the proof.

Consider now the polar form of solutions of \( (5) \) and \( (2) \) in terms of the polar components of the coefficients; i.e., suppose

\[
q(x) = r(x) \exp (i\theta(x)), \quad a \leq x < \infty,
\]
where \( r(x) \) is real, continuous and positive and \( \theta(x) \) is real and of class \( C' \). These conditions ensure a polar form for the complex trigonometric functionals as is seen by the following.

**Lemma 1.3.** Under the above hypotheses on \( q(x) \), there exist on \( a \leq x < \infty \) real functions \( h(x) \) and \( \alpha(x) \) such that \( h, h/r, \alpha \) and \( h\alpha/r \) are of class \( C' \) and, furthermore

\[
(8) \quad s[a, x; q] = h(x) \exp (i\alpha(x)).
\]

**Proof.** Let \( s(x)=s[a, x; q] \). Using a technique similar to that employed by Taam [9], define the real function

\[
(9) \quad g(x) = \begin{cases} 
\Re(s/r), & \text{if } s(x) \neq 0 \\
\theta/2r, & \text{if } s(x) = 0.
\end{cases}
\]

Note that \( g(x) \) is continuous on \( a \leq x < \infty \), since computation by means of L’Hopital’s rule shows

\[
\lim_{x \to x_0} g(x) = \frac{\Re(s/r)}{2r(x_0)}, \quad \text{if } s(x_0) = 0.
\]

Let

\[
(10) \quad \alpha(x) = \theta(x) + \int_a^x r(t)g(t)dt,
\]

then \( \alpha(x) \) is of class \( C' \) on \( a \leq x < \infty \). Let

\[
(11) \quad h(x) = s(x) \exp (-i\alpha(x)),
\]

then \( h(x) \) is of class \( C' \), \( h(a) = 0 \) and

\[
\frac{\dot{h}(x)}{h(x)} = (\dot{s} - i\alpha s) \exp (-i\alpha).
\]

Thus, \( \dot{h}(a) = \dot{s}(a) \exp (-i\alpha(a)) = r(a) > 0 \).

The next step is to prove that \( h = h_1(x) + ih_2(x) \) is real, that is, \( h_2(x) = 0 \). Suppose \( h_2(x) \neq 0 \), then there exist numbers \( t_0 < t_1 \) such that \( h_2(t_0) = 0 \), \( h_2(x) \neq 0 \) on \( t_0 < x < t_1 \) and \( s(x) \neq 0 \) on \( t_0 < x < t_1 \). Then on \( t_0 < x < t_1 \)

\[
\frac{\dot{h}}{h} = \frac{\exp(i\alpha)\dot{h}}{s} = \frac{\dot{s} - i\alpha\dot{s}}{s}.
\]

Also,

\[
\Re\left(\frac{\dot{h}}{h}\right) = \Re\left(\frac{\dot{s} - i\alpha\dot{s}}{|s|^2}\right) = 0,
\]

or
Therefore there exists a real constant $k$ such that $h_1(x) = kh_2(x)$ on $t_0 < x < t_2$. Hence $h_1(t_0) = h_1(t_0+)= kh_2(t_0+)=0$ and $s(t_0)=0$. Suppose $t_0=a$, then, since $h(a)$ is real, $h_2(t_0)=0$ and $h_1(t_0)=h_1(t_0+)=kh_2(t_0)$. But this requires that $s(t_0)=0$, which contradicts the fact that $s(x)$ is non-trivial. In a similar manner and by use of an induction argument it is easily seen that $t_0$ cannot be any zero of $s(x)$. Thus, $h_2(x)=0$ and $h(x)$ as defined by (11) is real.

Recall that $s=qc$ and $c=q$s where $s=s[a, x; q]$ and $c=c[a, x; q]$ and $s=h(x) \exp (i\alpha(x))$, where $q=r(x) \exp (i\theta(x))$. By differentiating this polar form of $s$ and simplifying it follows that
\[
\frac{\dot{h}}{r} + i\frac{\dot{\alpha}}{r} = q \exp (i(\theta-\alpha))
\]
and, since the right hand side is of class $C'$, that the real components, $\dot{h}/r$ and $\dot{h} \dot{\alpha}/r$ are likewise of class $C'$. Furthermore, by transposing the exponential factor to the left hand side and differentiating we obtain
\[
\left(\frac{\dot{h}}{r}\right) + i\left(\frac{\dot{\alpha}}{r}\right) - i(\theta - \dot{\alpha})\frac{\dot{h}}{r} - (\dot{\alpha} - \theta)\frac{\dot{h} \dot{\alpha}}{r} = -rh.
\]
Separation into real and imaginary parts yields the system
\[
\left(\frac{\dot{h}}{r}\right) + \left(1 - \frac{\alpha(\alpha - \theta)}{r^2}\right)rh = 0,
\]
and
\[
\left(\frac{h \alpha}{r}\right) + \frac{\dot{\alpha} - \theta}{r} \dot{h} = 0,
\]
thus completing the proof of Lemma 1.3.

Integration of equation (13) gives
\[
\frac{h(x)}{r(x)} \dot{\alpha}(x) = \int_a^x \frac{\dot{h} \dot{\alpha}}{r}.
\]
Finally, integration by parts establishes the following.

**Lemma 1.4.** If, in addition to the hypotheses of Lemma 1.3, the quotient $\dot{\theta}/r$ is of class $C'$, then on $a \leq x < \infty$
Furthermore, $\dot{\alpha}/r$ is of class $C'$, whenever $s \neq 0$.

The preceding discussion suggests special consideration of the quotient $\dot{\theta}/r$. The following theorem is a compilation of the results thus far.

**Theorem 1.1.** If on $a \leq x < \infty$, $q = r(x)\exp(i\theta(x))$, $r(x)$ is real, positive and continuous, $\theta(x)$ is real and of class $C$, $b(x) = \theta(x)/2r(x)$, then there exist real functions $h(x)$ and $\alpha(x)$ both of class $C$, as well as the quotient $\dot{\alpha}/r$, such that

$$s[a, x \ ; q] = h(x)\exp(i\alpha(x)),$$

$$\left(\frac{\dot{h}}{r}\right) + \left(1 + b^2\right) - \left(\frac{\dot{\alpha}}{r} - b\right)^2 r h = 0,$$

$$\frac{h^2(x)\dot{\alpha}(x)}{r(x)} = 2\int_a^x h \dot{h} b .$$

Furthermore, if $b(x)$ is of class $C'$ then

$$h^2(x)\left(\frac{\dot{\alpha}(x)}{r(x)} - b(x)\right) = -\int_a^x h^2(t)\dot{b}(t)dt .$$

and $\dot{\alpha}/r$ is of class $C'$, whenever $s \neq 0$.

Application of the Sturmian comparison theorem to (12') gives the following.

**Corollary 1.1.1.** *(Non-oscillation theorem)* If the real second-order equation

$$(\dot{y}/r) + (1 + b^2)ry = 0, \quad a \leq x < \infty .$$

is non-oscillatory (i.e., non-trivial solution has infinitely many zeros on $a \leq x < \infty$) then $s[a, x \ ; q]$ is non-oscillatory.

Equation (14) shows the following.

**Corollary 1.1.2.** *(Non-oscillation theorem)* If, in addition to the hypotheses of Theorem 1.1, $b(x)$ is of class $C'$ and $b'(x) \neq 0$ on $a < x < \infty$ then $s[a, x \ ; q]$ has no zeros of $a < x < \infty$.

**Example 1.1.** Let $q(x) = 1 + ix$, then $r(x) = \sqrt{1 + x^2}, \theta(x) = \tan^{-1}x,$
$b(x) = -(x^2+1)^{-3/2}$ and $\dot{b}(x) > 0$. Corollary 1.1.2 then establishes that $s[a, x; q]$ has no zeros on $a < x < \infty$.

This example shows that the latter non-oscillation theorem is not a special case of the following.

**Theorem T** (Taam [8]). If $p(x) = p_1(x) + ip_2(x) \neq 0, f(x) = f_1(x) + if_2(x)$, where $p_1, p_2, f_1$ and $f_2$ are real continuous functions on $a \leq x \leq b$ and there exist constants $j$ and $k$ and a real function $m(x)$ of class $C'$ on $a \leq x \leq b$ such that $jp_1(x) + kp_2(x) > 0$ and

$$\frac{m + m^2}{p_1} \leq -(if_1 + kf_2)$$
on $a \leq x \leq b$

then the complex equation $(p(x)y)' + f(x)y = 0$ is disconjugate (i.e. no solution has two zeros on $a \leq x \leq b$).

For $q(x) = 1 + ix$, as in Example 1.1, consider the equation $(\dot{y}/q) + qy = 0$. Then

$$p = \frac{1}{q} = \frac{1 - ix}{1 + x^2}.$$ 

and $f(x) = \bar{q} = 1 - ix$. There exist constants $j, k$ with $k < 0$ such that

$$jp_1 + kp_2 = \frac{j + |k|x}{1 + x^2} > 0,$$

for $x > j/k$. Consider the real second order equation

$$(15) \quad \left( \frac{j + |k|x}{1 + x^2} y \right)' + (j + |k|x)y = 0,$$

$x > j/k$.

Now, $(j + |k|x)^2 \leq (k^2 + j^2)(1 + x^2)$ and, hence,

$$\frac{j + |k|x}{1 + x^2} < \frac{k^2 + j^2}{j + |k|x},$$

$x > j/k$.

With the use of this inequality to increase the leading coefficient, equation (15) is altered to

$$(15') \quad \left( \frac{k^2 + j^2}{j + |k|x} y \right)' + (j + |k|x)y = 0$$

whose fundamental solutions are

$$\sin \int_{a}^{x} \frac{j + |k|t}{\sqrt{j^2 + k^2}} dt \quad \text{and} \quad \cos \int_{a}^{x} \frac{j + |k|t}{\sqrt{j^2 + k^2}} dt,$$
and all solutions of (15') oscillate on \( j/k < a \leq x < \infty \). By the Sturmian comparison theorem equation (15) is also oscillatory and hence for some \( b > a \) there exists no function \( m(x) \) required by the Riccati inequality of Theorem T. But by Corollary 1.1.2, \( s[a, x; q] \) has no zeros on \( a < x < \infty \) and hence the complex equation \((\dot{y}/q) + \overline{q}y = 0\) is disconjugate on \( a \leq x > \infty \). Therefore Example 1.1 is non-oscillatory but does not satisfy the hypotheses of Theorem T.

**Remark.** A similar polar form for the "cosine" functional

\[
c[a, x; q] = k(x) \exp(i\beta(x))
\]

can be obtained for which \( k \) and \( \beta \) replace \( h \) and \( \alpha \), respectively, in equations (12') and (13'). However, since \( k(\alpha) = 1 \), equation (14) must be replaced by

\[
k^2(x) \left( \frac{\dot{\beta}(x)}{r(x)} - b(x) \right) = -b(a) - \int_a^x k^2(t) \dot{b}(t) dt.
\]

Of course, \( c[a, x; q] \) can be calculated from a known \( s[a, x; q] \) by the derivative formula, \( s = q \ddot{c} \), which is the process actually used in the succeeding discussion.

**Theorem 1.2.** If, in addition to the hypotheses of Theorem 1.1, \( b = \dot{\theta}(x)/2r(x) \) is constant then explicit solutions of the system (5) are

\[
s[a, x; q] = \frac{1}{\sqrt{b^2 + 1}} \exp \left( i \frac{\theta(x) + \theta(a)}{2} \right) \sin \phi(x),
\]

\[
c[a, x; q] = \exp \left( i \frac{\theta(x) - \theta(a)}{2} \right) \left\{ \cos \phi(x) - \frac{ib}{\sqrt{b^2 + 1}} \sin \phi(x) \right\},
\]

where \( \phi(x) = \sqrt{b^2 + 1} \int_a^x r(t) dt \). Furthermore, \( s[a, x, q] \) oscillates (i.e., has infinitely many zeros on \( a \leq x < \infty \)) if and only if \( \int_a^\infty |r(t)| dt = \infty \). Finally, if \( b \neq 0 \), \( c[a, x; q] \) has no zeros on \( a \leq x < \infty \).

Note that this means that there exists a second order complex equation \((\dot{y}/q) + \overline{q}y = 0\) such that the zeros of one solution do not separate those of a linearly independent solution and the zeros of a solution are not separated by zeros of its derivative. Before this theorem is proved consider the following special cases.

**Example 1.2.** Let \( q(x) \) be real and positive, then \( q(x) = r(x), \theta(x) = 0, b = 0 \) and
EXAMPLE 1.3. Let \( q(x) = q_1(x) + iq_2(x) \), \( q_1(x) = kq_1(x) \), \( k = \text{constant} \), and \( q_1(x) > 0 \) then \( r(x) = \sqrt{1 + k^2} \), \( q_1(x) \), \( \theta(x) = \tan^{-1}k \), \( \theta' = 0 \), \( b = 0 \) and

\[
\begin{align*}
  s[a, x; q] &= \frac{1 + ik}{\sqrt{1 + k^2}} \sin \left( \sqrt{1 + k^2} \int_a^x q_1(t) dt \right), \\
  c[a, x; q] &= \cos \left( \sqrt{1 + k^2} \int_a^x q_1(t) dt \right).
\end{align*}
\]

EXAMPLE 1.4. Let \( q(x) = \exp(i\alpha x) \), then \( r(x) = 1 \), \( \theta(x) = x \), \( b = 1/2 \) and

\[
\begin{align*}
  s[a, x; q] &= \frac{2}{\sqrt{5}} \exp \frac{i}{2} (x + a) \sin \frac{\sqrt{5}}{2} (x - a) \\
  c[a, x; q] &= \exp \frac{i}{2} (x - a) \left( \cos \frac{\sqrt{5}}{2} (x - a) - \frac{i}{\sqrt{5}} \sin \frac{\sqrt{5}}{2} (x - a) \right).
\end{align*}
\]

Note that there do not exist constants \( j, k \) such that \( jq_1 - kjq_2 > 0 \), and hence the hypotheses of Theorem 1 are not satisfied for \( b - a > \pi \). Of course, in this case \( (\dot{y}/q) + \ddot{q}y = 0 \) is oscillatory on \( a \leq x < \infty \).

PROOF OF THEOREM 1.2. In order to simplify computations let \( \theta(a) = 0 \). There is no loss of substance because of this assumption sinceLemma 1.2 assures that if \( q(x) \) is multiplied by the constant \( \exp(-i\theta(a)) \) then the resulting "sine" functional must be multiplied by that number and the "cosine" is unchanged. Therefore equation (14) gives

\[
\begin{align*}
\cdot & (x) = br(x) = \frac{\dot{\theta}(x)}{2} \text{ and } \alpha(x) = \frac{\theta(x)}{2},
\end{align*}
\]

and equation (12') becomes

\[
\begin{align*}
\left( \frac{\dot{h}}{r\sqrt{1 + b^2}} \right) + r\sqrt{1 + b^2} = 0.
\end{align*}
\]

Since \( h(a) = 0 \) and \( \ddot{h}(a) = r(a) \) we have

\[
\begin{align*}
  h(x) &= \frac{1}{\sqrt{b^2 + 1}} \sin \left( \sqrt{1 + b^2} \int_a^x r(t) dt \right).
\end{align*}
\]

By combination of (8), (18) and (20) and the use of Lemma 1.2 and \( \hat{s} = q\hat{c} \) the explicit solutions (16) and (17) are obtained. Finally, if \( b \neq 0 \), (17) gives

\[
|c| \geq 1 - \frac{b^2}{b^2 + 1} = \frac{1}{b^2 + 1} > 0.
\]
and the theorem is proved.

Note that in Theorem 1.2, if $6=0$ then $c[α, x; q]$ oscillates if and only if $s[α, x; q]$ oscillates and the zeros of one functional separate those of the other. But if $6≠0$ then $s[α, x; q]$ may oscillate but $c[α, x; q]$ has no zeros on $α≤x<∞$, thus violating a "Rolle’s Theorem" for complex functions.

In the next section it will be shown that every complex equation of the form $(py')'+fy=0$ can be transformed into the "special" form $(y/q)'+\bar{q}y=0$.

2. A complex Prüfer transformation. Consider the complex general linear second-order equation

$$
(1) \quad (py')'+fy=0, \quad α≤x<∞,
$$

where $p=p_1(x)+ip_2(x)≠0, f=f_1(x)+if_2(x)$ and $p_1, p_2, f_1, f_2$ are all real continuous functions on $α≤x<∞$. Suppose $y(x)$ is a non-trivial solution of (1) such that $y(α)=0$ and there exist complex functions $p(x)ΦQ, w(x)φO$ of class $C'$ and $q(x)$ continuous, such that

$$
(21) \quad \begin{align*}
  y(x) &= p(x)s[α, x; q], \\
  p(x)y(x) &= w(x)p(x)c[α, x; q].
\end{align*}
$$

Then by differentiating both equations of (21) and combining with (1) we obtain

$$
\begin{align*}
  \dot{p}s + ρq\bar{c} &= \frac{w}{p}ρc, \\
  \dot{p}c - ρqs &= -\frac{f}{w}ρs - \frac{\dot{w}}{w}ρc.
\end{align*}
$$

Hence, solving for $\dot{p}$ and $q$ and recalling that $|c|^2 + |s|^2 = 1$ we have

$$
(22) \quad \begin{align*}
  \dot{p} &= ρsc\left(\frac{w}{p} - \frac{f}{w}\right) - \frac{\dot{w}}{w}|c|^2p, \\
  \dot{p}(α) &= \frac{p(α)q(α)}{w(α)} ≠ 0
\end{align*}
$$

$$
(23) \quad q = \frac{p}{q} \left(\frac{w}{p}|c|^2 + \frac{f}{w}|s|^2\right) + \frac{\dot{w}}{w}sc
$$

For $p, f, y, ρ, p, q$ real; $s = \sin \int_α^x q, c = \cos \int_α^x q$ and (21), (22), (23) reduce to the modified real Prüfer transformation of [1]. The transformation of (1) given by $y = ρs$ and $iy=qc$ results in the differential-integral system $\dot{p} = ρ(1/p)c\bar{s}−fsc$ and $q = (1/p)c^2 + fs^2$ and can be obtained as a direct application of the matrix Prüfer transformation in [3] for (matrix) order 2. However, the form (21) seems to be more useful, e.g., see Corol-
Consider next the question of existence of $p(x)$ and $q(x)$, that is the solution pair of the system (22), (23). The method is that of successive approximations and the following lemmas establish a Lipschitz condition for the system.

**Lemma 2.1.** If $q(x)$ and $q^*(x)$ are continuous complex functions on $a \leq x < \infty$ and $s^* = s[a, x; q^*]$, $c^* = c[a, x; q^*]$ then

\[
\left| s - s^* \right| \leq 4 \int_a^x |q - q^*|, \quad a \leq x < \infty.
\]

**Proof.** By subtracting the differential equations (5) obtain the system

\[
(s - s^*)' = q(c - c^*) + (q - q^*)\bar{c}^*, \\
(c - c^*)' = -q(s - s^*) - (q - q^*)\bar{s}^* ,
\]

which can be expressed in the vector-matrix form

\[
\begin{align*}
\dot{\alpha} &= Q(x)\alpha + \beta(x), \\
\alpha &= \left( \frac{s - s^*}{c - c^*} \right), \\
Q &= \left( \begin{array}{cc}
0 & q(x) \\
-\bar{q}(x) & 0
\end{array} \right), \\
\beta &= \left( \frac{(q - q^*)\bar{c}^*}{(q - q^*)s^*} \right),
\end{align*}
\]

\[
\alpha(a) = 0.
\]

Let $Y(x)$ be the matrix solution of the homogeneous equation:

\[
\dot{Y} = QY, \quad Y(a) = E = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}.
\]

Then

\[
Y(x) = \begin{pmatrix} s & c \\ \bar{s} & \bar{c} \end{pmatrix}, \quad \text{and} \quad Y^{-1} = \begin{pmatrix} \bar{c} & -\bar{s} \\ \bar{s} & c \end{pmatrix}.
\]

By elementary methods the solution of (21) is

\[
\alpha(x) = \int_a^x Y(x)Y^{-1}(t)\beta(t)dt.
\]

Hence, by taking norms (square root of sum of square of absolute values), we have

\[
\|\alpha(x)\| \leq 2\int_a^x \|\beta(t)\| dt < 4\int_a^x |q - q^*|,
\]

from which the conclusion of the lemma follows.

**Lemma 2.2.** Assume the hypotheses of Lemma 2.1 and let
where \( k_i(x) (i=1, 2, \cdots, n) \) are complex continuous function on \( a \leq x \leq b \) and \( \alpha_i, \beta_i, \gamma_i, \delta_i \) are non-negative integers. Then there exists a positive constant \( K_0 \) (independent of \( q \) and \( q^* \)) such that

\[
|r[q] - r[q^*]| \leq K_0 \int_a^x |q - q^*|, \quad a \leq x \leq b.
\]

The proof based on Lemma 2.1 is simple and is omitted.

**Lemma 2.3.** If \( u(x) \) and \( v(x) \) are complex continuous functions on \( a \leq x < \infty \), the complex differential equation (see equation (22))

\[
 \dot{\rho} = u(x)\rho + v(x)\rho
\]

(27)

has exactly one solution for a prescribed value of \( \rho(a) \).

The proof parallels that for real linear equations and, consequently, is not given here.

**Lemma 2.4.** Let \( \rho(x) \) be a solution of (27), where \( u \) and \( v \) are the corresponding coefficients of (22), and \( m(x) = \frac{\rho}{\rho} \). Then: (i) \( |m| = 1 \), (ii) \( m \) satisfies the complex Riccati equation

\[
 m = \bar{u} - (v - \bar{v})m - um^2
\]

(28)

and (iii) if \( m^* \) is the corresponding function when \( q \) is replaced by \( q^* \), \( u \) by \( u^* \) and \( v \) by \( v^* \) then there exists a real constant \( K_1 \) (independent of \( q \) and \( q^* \)) such that

\[
|m - m^*| \leq K_1 \int_a^x |q(t) - q^*(t)| dt, \quad a \leq x < x_1 < \infty.
\]

Proof. \( (m - m^*)' + \{(v - \bar{v}) + u(m + m^*)\}(m - m^*) = \overline{(u - u^*)} + \{(\bar{v} - v) - (v^* - v^*)\} m^* - (u - u^*) m^{*z} \)

or

\[
 (m - m^*)' + n(x)(m - m^*) = r(x), \quad m(a) = m^*(a) = 0,
\]

and hence,

\[
 m(x) - m^*(x) = e^{-\int_a^x \frac{\rho^*}{\rho} \\rho} \int_a^x e^{\int_a^t \frac{\rho^*}{\rho} \\rho} r(t) dt.
\]

Therefore, there exists a real constant \( K_1 \) such that

\[
|m(x) - m^*(x)| \leq K_1 \int_a^x |q - q^*|, \quad a \leq x \leq x_1 < \infty.
\]
**Lemma 2.5.** There exists a unique solution pair \( p(x), q(x) \) of the system (22, 23).

**Proof.** It follows easily from Lemmas 2.2 and 2.4 that the system ((22), (23)) satisfies a Lipschitz condition. Let \( q_0(x) \) and \( p_0(x) \) be complex continuous functions on \( a \leq x \leq b \) and for each non-negative integer \( n \)

\[
\rho_{n+1}(x) = \rho(a) + \int_a^x \left\{ \frac{\bar{p}_n \overline{\bar{w}} \overline{s_n}}{p} \left( \frac{\bar{w}}{\bar{w}} - \frac{\bar{f}}{\bar{w}} \right) - \frac{\bar{\dot{w}}}{\bar{w}} \left| c_n \right|^2 \rho_n \right\},
\]

\[
q_{n+1}(x) = \frac{\bar{\rho}_n}{\rho_n} \left\{ \frac{\bar{w}}{p} \left| c_n \right|^2 + \frac{\bar{f}}{\bar{w}} \left( s_n \right)^2 \right\} + \frac{\bar{\dot{w}}}{\bar{w}} s_n,
\]

where \( s_n = s[a, x ; q_n] \) and \( c_n = [a, x ; q_n] \).

By the usual successive approximation arguments it follows that the sequences \( \{\rho_n(x)\} \) and \( \{q_n(x)\} \) converge uniformly on \( a \leq x \leq b \) to continuous limit functions, \( \rho(x) \) and \( q(x) \), respectively, which form a solution pair of (22) and (23).

**Theorem 2.1.** If \( y(x) \) is a non-trivial solution of (1), such that \( y(a)=0 \), and \( w(x) \) is an arbitrary non-zero function of class \( C' \) then there exist a non-zero function \( \rho(x) \) of Class \( C' \) and a continuous function \( q(x) \) such that (21) is satisfied. Furthermore, (22) and (23) are satisfied.

**Proof.** From Lemma 2.5, there exists a unique solution pair \( \rho(x) \) and \( q(x) \). Let \( u(x) = \rho(x)s[a, s ; q] \), then \( u(a) = 0 = y(a) \),

\[
\dot{u} = \dot{\rho}s + \rho \dot{q} \overline{c} = \frac{\overline{\rho w s}}{p} \overline{c}, \text{ and } \ddot{u}(a) = \frac{\overline{\rho(a)w(a)}}{p(a)} = \dot{y}(a).
\]

Finally,

\[
(pu)' = -\overline{\rho'} \dot{w} \dot{s} + \dot{\rho} \ddot{c} + \dot{\dot{\rho}} \dot{s} c = -f \rho s = -fu,
\]

therefore

\[
y(x) = u(x) = \rho(x)s[a, x ; q].
\]

Equation (22) yields the following bounds on solutions

**Corollary 2.1.** (i) \( |\rho| = \sqrt{\left| \frac{|y|^2 + |p y|^2}{w} \right|^2} \).

(30) (ii) \( |y(x)| \leq |\rho(x)| \leq |\rho(a)| \exp \int_a^x \left\{ \frac{1}{2} \frac{\bar{w}}{p} \frac{\bar{f}}{w} + \frac{|\dot{w}|}{w} \right\} \).
(iii) if \( w = k \), a real positive constant, then

\[
|y(x)| \leq \rho(\alpha) \exp \frac{1}{2} \int_a^x \frac{k - \sqrt{f}}{\kappa} \leq \rho(\alpha) \exp \frac{1}{2} \int_a^x \left\{ \frac{\kappa p_1 - f_1}{|p|^2} + \frac{|kp_2 - f_2|}{|p|^2} \right\}.
\]

Proof. (i) is obvious and (ii) follows directly from (22). (iii) results from an application of (ii) and a simple inequality about complex numbers. Note that if \( p \) is real then \( p_2 = 0 \) and (31) becomes

\[
|y(x)| \leq |\rho(\alpha)| \exp \frac{1}{2} \int_a^x \left\{ \frac{k - f_1}{p} + \frac{f_2}{k} \right\},
\]

which is the "non-symmetric" bound given by Taam [10].

Finally, other choices of \( w(x) \) give other bounds on solutions as was found for real second-order differential equations in [1].
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