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1. Introduction. In previous papers [1; 6] the notion of subharmonic functions was generalized by replacing the dominating family of harmonic functions by a more general family of functions. The object was to require of the dominating functions the minimum properties necessary to study the boundary value problem by subfunction techniques. In a natural way these properties were separated into two parts: first, those properties sufficient to obtain functions which are solutions in the interior of a domain and, second, those properties sufficient to obtain agreement of the solution with the prescribed boundary values on the boundary of the domain. In particular the aim was to choose properties which would be sufficient to insure that a solution would take on prescribed boundary values at any boundary point $p$ at which an exterior circle could be drawn intersecting the closed domain only in the point $p$. In a recent paper Inoue [5] points out an error in this second aspect of [1]. Inoue then lists properties of the dominating functions which are sufficient to insure the regularity of boundary points at which exterior triangles can be drawn. In his paper these properties are embodied in six postulates the first four of which are essentially the same as the first four postulates of [1]. Postulates 5 and 6 given by Inoue are used in studying the behavior at the boundary and are naturally more restrictive but they are such that the theory can be applied to elliptic partial differential equations which have the property that the difference between two solutions is subharmonic when positive.

In the present paper we use only the portion of the theory of subfunctions which is based on the first four postulates of [1] to obtain some results concerning the Dirichlet problem for certain types of elliptic equations. We shall give some results concerning the linear equation

\[ \Delta z + a(x, y)z_x + b(x, y)z_y + c(x, y)z = f(x, y), \]

where $\Delta z = \frac{\partial^2 z}{\partial x^2} + \frac{\partial^2 z}{\partial y^2}$, and the quasi-linear equation

\[ a(p, q)r + 2b(p, q)s + c(p, q)t = 0, \]

where $p = \frac{\partial z}{\partial x}$, $q = \frac{\partial z}{\partial y}$, $r = \frac{\partial^2 z}{\partial x^2}$, $s = \frac{\partial^2 z}{\partial x \partial y}$, and $t = \frac{\partial^2 z}{\partial x^2}$. In particular we
shall give a theorem concerning the Dirichlet problem for the minimal surface equation

\[(3) \quad (1+q^2)r-2pqs+(1+p^2)t=0\]

for non-convex regions. The result is quite weak but is perhaps of some interest since results of this type are very meagre indeed.

2. \{F\}-functions and sub-\{F\} functions. In this section we shall list for convenience the postulates satisfied by the \{F\}-functions and some theorems given in [1]. For simplicity our language will be in terms of the plane, however, our statements in this section could be phrased in terms of Euclidean space of any number of dimensions.

Let \(D\) be a given plane domain and let \(\{\kappa\}\) be the family of all circles with radii less than some fixed number and such that \(K=K+\kappa \subset D\) where \(K\) is the open circle bounded by \(\kappa\) and \(\bar{K}\) its closure. Throughout the paper we shall use \(\Omega\) to indicate an arbitrary bounded domain such that \(\Omega \subset D\) and the boundary of \(\Omega\) will be represented by \(\omega\). We shall use single small italic letters in this section to represent points in the plane.

Let there be given a family of functions \(\{F(x)\}\), which we shall call \(\{F\}\)-functions, satisfying the postulates that follow.

**POSTULATE 1.** For any \(\kappa \in \{\kappa\}\) and any continuous boundary value function \(h(x)\) defined on \(\kappa\), there is a unique \(F(x; h_\kappa) \in \{F(x)\}\) such that

\[(a) \quad F(x; h_\kappa) = h(x) \text{ on } \kappa,
(b) \quad F(x; h_\kappa) \text{ is continuous on } \bar{K}.\]

**POSTULATE 2.** If \(h_1(x)\) and \(h_2(x)\) are continuous on \(\kappa \in \{\kappa\}\) and if \(h_1(x)-h_2(x) \leq M\) on \(\kappa\), \(M \geq 0\), then

\[F(x; h_1; \kappa) - F(x; h_2; \kappa) \leq M\]

in \(K\); further, if the strict inequality holds at a point of \(\kappa\), then the strict inequality holds throughout \(K\).

**POSTULATE 3.** For any \(\kappa \in \{\kappa\}\) and any collection \(\{h_\nu(x)\}\) of functions \(h_\nu(x)\) which are continuous and uniformly bounded on \(\kappa\), the functions \(F(x; h_\nu; \kappa)\) are equicontinuous in \(K\).

**DEFINITION 1.** The function \(s(x)\) is defined to be a sub-\{F\} function, or simply a subfunction, in \(D\) provided

\[(a) \quad s(x) \text{ is bounded on every closed subset of } D,
(b) \quad s(x) \text{ is upper semicontinuous in } D,\]
DEFINITION 2. The function \( S(x) \) is defined to be a super-\( \{F\} \) function or a superfunction in \( D \) provided—\( S(x) \) is a sub-\( \{-F\} \) function in \( D \).

Let \( g(x) \) be a bounded function defined on \( \omega \), the boundary of \( \Omega \), and define

\[
g_*(x_0) = \lim \inf_{x \to x_0} g(x) ,
\]
and

\[
g^*(x_0) = \lim \sup_{x \to x_0} g(x) .
\]

DEFINITION 3. The function \( \phi(x) \) is an under-function (relative to \( g(x) \)) in \( \Omega \) if \( \phi(x) \) is continuous in \( \overline{\Omega} \), is sub-\( \{F\} \) in \( \Omega \), and \( \phi(x) \leq g(x) \) on \( \omega \).

DEFINITION 4. The function \( \psi(x) \) is an over-function (relative to \( g(x) \)) in \( \Omega \) if \( \psi(x) \) is continuous in \( \overline{\Omega} \), is a super-\( \{F\} \) function in \( \Omega \), and \( \psi(x) \geq g(x) \) on \( \omega \).

POSTULATE 4. If \( \Omega \) is any bounded domain comprised together with its boundary \( \omega \) in \( D \) and if \( g(x) \) is any bounded function defined on \( \omega \), then the associated families of over-functions and under-functions are both non-null.

DEFINITION 5. By a solution of the Dirichlet Problem for \( \Omega \) relative to \( \{F(x)\} \) and relative to a given bounded boundary value function \( g(x) \) on \( \omega \), we shall mean a function \( H(x) \) which is continuous in \( \Omega \), satisfies

\[
g_*(x_0) = \lim \inf_{x \to x_0} H(x) \leq \lim \sup_{x \to x_0} H(x) = g^*(x_0)
\]

at each \( x_0 \in \omega \), and is such that for each \( \kappa \in \{\kappa\} \) with \( \overline{K} \subset \Omega \) we have

\[
H(x) = F(x ; H ; \kappa) \text{ in } \overline{K} .
\]

DEFINITION 6. We shall say that a function \( H(x) \) which is continuous in \( \Omega \), and which satisfies (5) for each \( \kappa \in \{\kappa\} \) with \( \overline{K} \subset \Omega \), is an \( \{F\} \)-function in \( \Omega \).

DEFINITION 7. Given a bounded domain \( \Omega \) such that \( \overline{\Omega} \subset D \) and a bounded function \( g(x) \) defined on \( \omega \). We denote by \( H_*(x) \) and \( H^*(x) \) the functions defined by
\[ H_\ast(x) = \sup_{\phi \in \{\Phi\}} \phi(x), \]
and
\[ H^\ast(x) = \inf_{\psi \in \{\Psi\}} \psi(x), \]
where \( \{\phi\} \) and \( \{\psi\} \) are the associated families of under-functions and over-functions respectively.

**Theorem 1.** Given any bounded domain \( \Omega \) with \( \bar{\Omega} \subset D \) and any bounded function \( g(x) \) defined on \( \omega \), then the associated functions \( H_\ast(x) \) and \( H^\ast(x) \) are \( \{F\} \)-functions in \( \Omega \) [1; p. 303].

**Definition 8.** The point \( x_0 \in \omega \) is a regular boundary point of \( \Omega \) relative to \( \{F(x)\} \) provided that for every bounded function \( g(x) \) defined on \( \omega \) the associated functions \( H_\ast(x) \) and \( H^\ast(x) \) satisfy (4) at \( x_0 \).

**Theorem 2.** If all points of \( \omega \) are regular boundary points of \( \Omega \), and \( g(x) \) is continuous on \( \omega \), then the Dirichlet problem for \( \Omega \), relative to \( \{F(x)\} \) and \( g(x) \), has a unique solution [1; p. 304].

The next theorem shows that regularity of a boundary point "in the small" implies regularity "in the large".

**Definition 9.** For a point \( x_0 \in \omega \), a circle \( K \) with center at \( x_0 \) and with \( \bar{K} \subset D \), and constants \( \epsilon > 0 \), \( M \), and \( N \), a function
\[ s(x) = s(x; \kappa; \epsilon, M, N) \]
is a barrier subfunction provided:
(a) \( s(x) \) is continuous in \( \bar{\Omega} \cap \bar{K} \),
(b) \( s(x) \) is a sub-\( \{F\} \) function in \( \Omega \cap K \),
(c) \( s(x_0) \geq N - \epsilon \),
(d) \( s(x) \leq N + 2\epsilon \) on \( \omega \cap \bar{K} \),
and (e) \( s(x) \leq M \) on \( \bar{\Omega} \cap \kappa \).

**Definition 10.** With the notation of Definition 9, a function \( S(x) = S(x; \kappa; \epsilon, M, N) \) is a barrier superfunction provided:
(a) \( S(x) \) is continuous in \( \bar{K} \cap \bar{\Omega} \),
(b) \( S(x) \) is a super-\( \{F\} \) function in \( K \cap \Omega \),
(c) \( S(x_0) \leq N + \epsilon \),
(d) \( S(x) \geq N - 2\epsilon \) on \( \omega \cap \bar{K} \),
and (e) \( S(x) \geq M \) on \( \bar{\Omega} \cap \kappa \).

**Theorem 3.** If for \( x_0 \in \omega \) and for each set of constants \( \epsilon > 0 \), \( M \), and \( N \), there exists a sequence of circles \( \kappa_n = \kappa_n(x_0) \) with centers at \( x_0 \) and
3. Equicontinuity at the boundary. In this section, before turning our attention to differential equations, we shall show that a property of \( \{F\} \)-functions given as Postulate 8 in [1] is a consequence of Postulates 1 and 2.

**Theorem 4.** For any circle \( \kappa \in \{\kappa\} \), if the functions \( \{h_\kappa(x)\} \), uniformly bounded and continuous on \( \kappa \), are equicontinuous at \( x_0 \in \kappa \), then the functions \( F(x; h_\kappa; \kappa) \), defined in \( \bar{K} \), are equicontinuous at \( x_0 \).

**Proof.** Assume that \( |h_\kappa(x)| \leq M \) on \( \kappa \) for all \( h_\kappa(x) \in \{h_\kappa(x)\} \). Since the functions \( \{h_\kappa(x)\} \) are equicontinuous at \( x_0 \), it follows that given \( \varepsilon > 0 \) there exists an arc \( \sigma \) of \( \kappa \) with midpoint at \( x_0 \) such that

\[
|h_\kappa(x) - h_\kappa(x_0)| < \varepsilon \quad \text{on } \sigma
\]

for all \( h_\kappa(x) \in \{h_\kappa(x)\} \). Now let the function \( g(x) \) be continuous on \( \kappa \), \( g(x) > M \) on \( \kappa - \sigma \), \( g(x) \geq -M + \varepsilon \) on \( \sigma \), and \( g(x_0) \leq -M + 2\varepsilon \). For any \( h_\kappa(x) \in \{h_\kappa(x)\} \) set

\[
c_\kappa = h_\kappa(x_0) + M \geq 0 ,
\]

then

\[
F(x; h_\kappa; \kappa) - c_\kappa < F(x; g; \kappa)
\]
on \( \kappa \). Therefore, by Postulate 2

\[
F(x; h_\kappa; \kappa) - c_\kappa < F(x; g; \kappa) \quad \text{in } \bar{K}
\]
for each \( h_\kappa(x) \in \{h_\kappa(x)\} \). Since \( F(x; g; \kappa) \) is continuous in \( \bar{K} \), there exists a circle \( \kappa_1 \) with center at \( x_0 \) such that

\[
F(x; g; \kappa) - F(x_0; g; \kappa) < \varepsilon \quad \text{in } \bar{K} \cap \bar{K}_1 .
\]

Then

\[
F(x; h_\kappa; \kappa) - c_\kappa < F(x; g; \kappa) < \varepsilon + F(x_0; g; \kappa) \leq 3\varepsilon + F(x_0; h_\kappa; \kappa) - c_\kappa
\]
in \( \bar{K} \cap \bar{K}_1 \), hence, for any \( h_\kappa(x) \in \{h_\kappa(x)\} \)

\[
F(x; h_\kappa; \kappa) - F(x_0; h_\kappa; \kappa) < 3\varepsilon \quad \text{in } \bar{K} \cap \bar{K}_1.
\]

By a similar argument there exists a circle \( \kappa_2 \) with center \( x_0 \) such that

\[
F(x; h_\kappa; \kappa) - F(x_0; h_\kappa; \kappa) > -3\varepsilon \quad \text{in } \bar{K} \cap \bar{K}_2 .
\]

Hence, if \( \kappa_3 \) is the smaller of \( \kappa_1 \) and \( \kappa_2 \), then
and the functions \( F(x; h_v; \kappa) \) are equicontinuous at \( x_0 \).

Theorem 4 obviously remains valid under weaker conditions. For example, the theorem remains valid if Postulate 1 is weakened by assuming that the boundary value problem is solvable for some class of continuous boundary value functions defined on \( \kappa \) which under the uniform topology is dense in the set of all continuous functions defined on \( \kappa \). Also, Theorem 4 remains valid if instead of dealing with a circle \( \kappa \in \{ \kappa \} \) we state the theorem in terms of a bounded domain \( \Omega \) with \( \Omega \subset D \) and assume \( x_0 \) is a regular boundary point of \( \Omega \). However, in this case the proof draws on Postulates 3 and 4 as well as Postulates 1 and 2.

4. Applications to elliptic partial differential equations. In this section we shall show that the solutions of certain types of elliptic partial differential equations satisfy Postulates 1 to 4. We shall also consider some regularity criteria for boundary points with respect to these equations. It will be more convenient in this section to return to the customary \((x, y)\) representation of points in the plane.

First we shall consider Postulate 2 since it states a characteristic property of the solutions of a wide class of elliptic differential equations. We consider the function \( E(x, y, z, p, q, r, s, t) \) and make the following assumptions:

(1) \( E \) is continuous in all 8 variables in the region \( T \) defined by

\[
T: \{(x, y) \in D \mid -\infty < z, p, q, r, s, t < +\infty \}
\]

where \( D \) is a domain in the \( xy\)-plane.

(2) The first partial derivatives \( E_x, E_p, E_q, E_r, E_s, \) and \( E_t \) are continuous in \( T \), \( E_x - 4E_zE_r < 0, E_r > 0, \) and \( E_z \leq 0 \) in \( T \).

**THEOREM 5.** The solutions of the elliptic partial differential equation

\[
E(x, y, z, p, q, r, s, t) = 0
\]

where

\[
p = \frac{\partial z}{\partial x}, \quad q = \frac{\partial z}{\partial y}, \quad r = \frac{\partial^2 z}{\partial x^2}, \quad s = \frac{\partial^2 z}{\partial x \partial y}, \quad \text{and} \quad t = \frac{\partial^2 z}{\partial y^2}
\]

satisfy Postulate 2.

**THEOREM 6.** The functions \( s(x, y) \) and \( S(x, y) \) of class \( C^2 \) in the subdomain \( \Omega \subset D \), are respectively a subfunction and a superfunction in \( \Omega \) with respect to solutions of (6) if and only if

\[
E(x, y, s, s_x, s_y, s_{xx}, s_{xy}, s_{yy}) \geq 0
\]

and
The proofs of Theorems 5 and 6 follow immediately from the maximum principle for solutions of elliptic partial differential equations which has been discussed by Hopf [4].

We consider now the linear elliptic equation

\[ L(z) = \Delta z + a(x, y)z_x + b(x, y)z_y + c(x, y)z = f(x, y) \]

We assume that \( D \) is a bounded plane domain such that \( a(x, y) > b(x, y), c(x, y) \) and \( f(x, y) \) are Hölder continuous in \( \overline{D} \) and \( c(x, y) \leq 0 \) in \( \overline{D} \).

**Theorem 7.** The solutions of (1) satisfy Postulates 1, 2, 3, and 4.

*Proof.* It follows from Theorem 5 that the condition \( c(x, y) \leq 0 \) in \( \overline{D} \) insures that Postulate 2 is satisfied.

It is known [9] that there is an \( r_0 > 0 \), depending on \( \max \{|a|, |b|, |c|, |f|\} \) in \( \overline{D} \), such that Postulate 1 is satisfied for the family \( \{K\} \) of circles with radii less than or equal to \( r_0 \) and with \( K = K + \kappa \subset D \). The uniqueness part of Postulate 1 follows since Postulate 2 is satisfied.

If \( \kappa \in \{\kappa\} \), if \( (x_0, y_0) \) is an interior point of \( K \), and if \( z(x, y) \) is continuous in \( K \), of class \( C^2 \) in \( K \), and is a solution of (1) in \( K \), then \( |z_x(x_0, y_0)| \leq M \) and \( |z_y(x_0, y_0)| \leq M \), where \( M \) depends on \( \max \{|a|, |b|, |c|, |f|\} \) in \( K \), \( \max |z(x, y)| \) on \( \kappa \), the radius of \( \kappa \), and the distance from \( (x_0, y_0) \) to \( \kappa \) [9]. This implies that Postulate 3 is satisfied.

Let \( \Omega \) be any domain such that \( \overline{\Omega} \subset D \) and let \( g(x, y) \) be any bounded function defined on \( \omega \). Then, if \( u(x, y) = \gamma [\alpha - e^{\beta x}] \) where \( \alpha, \beta, \) and \( \gamma \) are constants,

\[ L[u] = \gamma (\alpha - e^{\beta x}) \left[ c(x, y) - \frac{(\beta^2 + \beta \alpha(x, y) e^{\beta x})}{\alpha - e^{\beta x}} \right]. \]

Choose \( \beta \) so that \( \beta > \max |a(x, y)| \) in \( \overline{D} \), then choose \( \alpha \) so that \( \alpha - e^{\beta x} > 1 \) in \( \overline{\Omega} \). It is then clear that \( \gamma \) can be chosen large enough that the function \( \psi(x, y) = \gamma [\alpha - e^{\beta x}] \) will simultaneously satisfy the conditions:

\[ L[\psi] \leq f(x, y) \] in \( \Omega \) and \( \psi(x, y) \geq g(x, y) \) on \( \omega \).

Hence, it follows from Definition 4 and Theorem 6 that \( \psi(x, y) \) is an over-function. Similarly, if \( \gamma > 0 \) is taken large enough,

\[ \phi(x, y) = -\gamma [\alpha - e^{\beta x}] \]

will be an under-function. Postulate 4 is satisfied.
Since Postulates 1 to 4 are satisfied it follows from Theorem 1 that, given any domain $\Omega$ with $\overline{\Omega} \subset D$ and any bounded function $g(x, y)$ defined on $\omega$, the associated functions $H^*(x, y)$ and $H_*(x, y)$ exists and are solutions of (1) in $\Omega$.

**Theorem 8.** Let $\Omega$ be a domain with $\overline{\Omega} \subset D$ and let $(x_0, y_0) \in \omega$ be such that a circle $\kappa_0$ can be drawn with $K_0 \subset D$ and $K_0 \cap \overline{\Omega} = (x_0, y_0)$. Then $(x_0, y_0)$ is a regular boundary point of $\Omega$ relative to solutions of (1).

**Proof.** Making use of Theorem 3 we see that to establish the regularity of $(x_0, y_0)$ it is sufficient to show that barrier subfunctions and barrier superfunctions can be constructed for all sufficiently small circles with centers at $(x_0, y_0)$. We shall consider only the barrier superfunctions since the barrier subfunctions can be dealt with in an exactly parallel way.

By the method used in Theorem 7 we can select a functions $S_0(x, y)$ which is continuous in $\overline{\Omega}$, is of class $C^{(2)}$ in $\Omega$, and satisfies

$$L[S_0] \leq f(x, y) \quad \text{in} \ \Omega .$$

Now assume that constants $\varepsilon > 0$, $M$, and $N$ are given. Let $(x_1, y_1)$ be the center of $\kappa_0$ and $r_0$ its radius. Let $\kappa_1$ be a circle with center at $(x_0, y_0)$ and radius $r_1 < r_0$ taken small enough that

$$S_0(x, y) \geq S_0(x_0, y_0) - \varepsilon \quad \text{on} \ \omega \cap \overline{K_1} .$$

Let

$$r = \sqrt{(x-x_1)^2 + (y-y_1)^2}$$

and

$$w(x, y) = r_0^{-n} - r^{-n} .$$

One can easily verify that, if $n$ is chosen large enough, then

$$L[w] \leq 0 \quad \text{in} \ \Omega ,$$

furthermore, $w(x, y)$ is continuous in $\overline{\Omega}$, $w(x_0, y_0) = 0$, and $w(x, y) > 0$ elsewhere in $\overline{\Omega}$.

Now we consider two cases: $N - S_0(x_0, y_0) \geq 0$ and $N - S_0(x_0, y_0) < 0$. First we assume $N - S_0(x_0, y_0) \geq 0$, then we can choose $h_1 > 0$ such that

$$h_1 w(x, y) \geq M + \max_{(x, y) \in \Omega} |S_0(x, y)| \quad \text{on} \ \kappa_1 \cap \overline{\Omega} .$$

The function

$$S(x, y; \kappa_1; \varepsilon, M, N) = h_1 w(x, y) + S_0(x, y) + N - S_0(x_0, y_0)$$
is then a barrier superfunction at \((x_0, y_0)\) for the circle \(\kappa_1\). This follows immediately from (9), (10), (11), (12) and the definition of a barrier superfunction.

Now assume \(N-S_0(x_0, y_0)<0\). Again it is easily verified that, for \(\delta>0\) chosen sufficiently large, the function

\[
v(x, y) = [N-S_0(x_0, y_0)]e^{s(x-x_0)}
\]

satisfies

\[
L[v] \leq 0 \quad \text{in } \Omega.
\]

Let the circle \(\kappa_2\) with center at \((x_0, y_0)\) and radius \(r_2<r_1\) be chosen small enough that

\[
v(x, y) \geq N-S_0(x_0, y_0) \quad \text{on } \omega \cap \overline{K_2}.
\]

Then let \(h_2>0\) be taken large enough that

\[
h_2w(x, y) \geq M + \max_{(x, y) \in \Omega} |S_0(x, y)| + |v(x, y)| \quad \text{on } \kappa_2 \cap \overline{\Omega}.
\]

It follows from (13), (14), (15), and (16) that

\[
S(x, y; \kappa_2; \varepsilon, M, N) = h_2w(x, y) + v(x, y) + S_0(x, y)
\]

is a barrier superfunction at \((x_0, y_0)\) with respect to the circle \(\kappa_2\).

**Theorem 9.** Let \(D\) be a domain in which the coefficient functions in (1) are Hölder continuous. Then, if \(\Omega\) is any bounded domain with \(\overline{\Omega} \subset D\) and is such that corresponding to each \((x_0, y_0) \in \omega\) there is a circle \(\kappa\) with \(\overline{\Omega} \cap \overline{K} = (x_0, y_0)\) and if \(g(x, y)\) is any continuous function defined on \(\omega\), there is a unique function \(z(x, y)\) which is continuous in \(\overline{\Omega}\), is of class \(C^2\) and satisfies (1) in \(\Omega\), and is equal to \(g(x, y)\) on \(\omega\).

**Proof.** This is an immediate consequence of Theorems 2 and 8.

In our consideration of the quasi-linear equation

\[
a(p, q)r + 2b(p, q)s + c(p, q)t = 0
\]

we are going to employ two sets of conditions on the coefficient functions, first, conditions (A): \(a(p, q), b(p, q),\) and \(c(p, q)\) have Hölder continuous first partial derivatives, \(ac-b^2 = 1\), and \(a>0\) for all \((p, q)\).

Bers [2] has proved that, if \(a, b,\) and \(c\) satisfy conditions (A), then there exist functions \(k(p, q), \theta(p, q),\) and \(\Lambda(p, q)\) with \(k(p, q)>0, \theta(0, 0) = \Lambda(0, 0) = 0\), and which are such that

\[
\frac{\partial \theta}{\partial p} = ka, \quad \frac{\partial \Lambda}{\partial p} + \frac{\partial \theta}{\partial q} = 2kb, \quad \frac{\partial \Lambda}{\partial q} = kc.
\]
We now state conditions (B) on the coefficients of (2): There exists an \( \varepsilon > 0 \) such that

\[
\alpha \left( \frac{1+p^2}{w} \right) + c \left( \frac{1+q^2}{w} \right) + 2b \left( \frac{pq}{w} \right) \leq 2\varepsilon
\]

for all \( (p, q) \) where \( w = \sqrt{1+p^2+q^2} \), further \( \theta \) and \( A \) can be chosen so that

\[
\frac{\theta^2 + A^2}{p\theta + qA} \leq 1
\]

for all \( (p, q) \). Conditions (A) and (B) are satisfied by the minimal surface equation (3) if it is normalized so that \( \alpha \text{c} - \beta^2 = 1 \). For this reason Finn [3] calls equations (2) which satisfy conditions (A) and (B) equations of "minimal surface type".

In our application of the theory of §2 to equation (2), we let \( D \) be the \( xy \)-plane and \( \{\kappa\} \) the family of all circles in the plane.

**Theorem 10.** If equation (2) satisfies conditions (A) and (B), then its solutions satisfy Postulates 1 to 4.

**Proof.** Nirenberg [7; p. 138] has proved that if \( \Gamma \) is any convex domain in the plane with boundary \( \gamma \) which is of finite length, which can be represented parametrically by

\[
\gamma : \begin{cases}
x = x(s) \\
y = y(s)
\end{cases}
\]

in terms of arc length \( s \) where \( x(s) \) and \( y(s) \) are of class \( C^{(3)} \), and which has positive curvature everywhere, and if \( g(s) \) has a Hölder continuous second derivative on \( \gamma \), then there is a function \( z(x, y) \) continuous in \( \Gamma \), of class \( C^{(3)} \) and a solution of (2) in \( \Gamma \), and such that \( z(x(s), y(s)) = g(s) \) on \( \gamma \).

Finn [3] has shown that if (2) satisfies conditions (A) and (B) and if \( z(x, y) \) is continuous in \( K \), is of class \( C^{(3)} \) in \( K \), and is a solution of (2) in \( K \), then at any point \((x_0, y_0) \in K \ | z(x_0, y_0) | \leq M \) and \(|z(x_0, y_0)| \leq M \) where \( M \) depends on max |z(x, y)| on \( \kappa \), the radius of \( \kappa \), the distance from \((x_0, y_0) \) to \( \kappa \), and other quantities which are fixed for any particular equation (2). Using standard arguments [3; p. 411], one can then use Nirenberg's result to prove that Postulate 1 is satisfied. The bounds on the first partial derivatives of solutions imply that Postulate 3 is satisfied. That Postulate 2 is satisfied follows from Theorem 5 and since planes are solutions of (2) Postulate 4 is obviously satisfied.

Thus, we can conclude that, if \( \Omega \) is any bounded domain and \( g(x, y) \)
is any bounded function defined on \( \omega \), the functions \( H^*(x, y) \) and \( H_*(x, y) \) of Theorem 1 exist and are solutions of (2) in \( \Omega \). In particular this is true of the minimal surface equation.

**Theorem 11.** Let equation (2) satisfy conditions (A) and (B) and let \( \Omega \) be any bounded plane domain with boundary \( \omega \). If \( (x_o, y_o) \in \omega \) is such that there is a circle \( \kappa \) with center at \( (x_o, y_o) \) and a straight line \( \pi \) such that \( \pi \cap (\overline{K} \cap \overline{\Omega}) = (x_o, y_o) \), then \( (x_o, y_o) \) is a regular boundary point of \( \Omega \) relative to solutions of (2).

**Proof.** Since planes are solutions of (2), barrier subfunctions and superfunctions can obviously be constructed at \( (x_o, y_o) \) for all sufficiently small circles with centers at \( (x_o, y_o) \).

It follows that if equation (2) satisfies conditions (A) and (B), then in order that the Dirichlet problem have a solution for any convex domain whose boundary contains no straight line segments, it is sufficient that the Dirichlet problem have a solution for circles. Of course it is well known that the Dirichlet problem for the minimal surface equation always has a solution for convex domains whether or not their boundaries contain straight line segments. It is known that the Dirichlet problem for equation (2) is not always solvable for non-convex domains. In particular an example of a boundary value problem for a non-convex region which is not solvable for the minimal surface equation was given by H. A. Schwarz [8 p. 42]. For a given domain \( \Omega \) with boundary \( \omega \), those points of \( \omega \) which satisfy the criterion of Theorem 11 are regular with respect to equation (2), those points which are interior points of straight line segments of \( \omega \) are possibly regular, but it seems likely that all other points of \( \omega \) are not regular relative to solutions of (2). The possibility remains that the Dirichlet problem for (2) for certain types of non-convex domains may be solvable if the boundary values are suitably restricted. Our last theorem contains a weak result in this direction.

Let \( \omega_c \) be the set of points of \( \omega \) which satisfy the regularity criterion of Theorem 11. Let \( \omega_n = \omega - \omega_c \) and for \( \delta > 0 \) let \( \omega_\delta \) be the set of points of \( \omega \) which belong to \( \omega_n \) or are within a distance \( \delta \) of points of \( \omega_n \).

**Theorem 12.** Let \( \Omega \) be a bounded plane domain with boundary \( \omega \) for which there is an \( R > 0 \) such that for every \( (x, y) \in \omega \) a circle \( \kappa \) of radius \( R \) may be drawn with \( \overline{\Omega} \cap \overline{K} = (x, y) \). If for a given \( \delta > 0 \) the boundary value function \( g(x, y) \) is continuous on \( \omega \), is constant on each component of \( \omega_\delta \), and is such that...
then the Dirichlet problem for $\Omega$ with boundary values $g(x, y)$ has a unique solution for the minimal surface equation (3).

Proof. As we have already observed the functions $H_*(x, y)$ and $H^*(x, y)$ both exist and are solutions of (3) in $\Omega$. Since the function $g(x, y)$ is continuous on $\omega$, it is sufficient to show that inequality (4) is satisfied at each point of $\omega$. This implies that the functions $H_*(x, y)$ and $H^*(x, y)$ are both continuous in $\bar{\Omega}$, agree on $\omega$, and consequently coincide in $\bar{\Omega}$ to give the unique solution of the Dirichlet problem. Since by Theorem 11 the points of $\omega_c$ are regular, it will be sufficient to show that at each point of $\omega_n$ we can construct an over-function and an under-function which take on the given boundary value at the point.

Let $(x_0, y_0) \in \omega_n$ and let $\kappa_0$ be a circle of radius $R$ such that $K_0 \cap \bar{\Omega} = (x_0, y_0)$. Translate the origin to the center of $\kappa_0$ and rotate the axes so that $(x_0, y_0)$ becomes the point $(R, 0)$. Draw the circle $\kappa_1$ with center at $(R, 0)$ and radius $\delta$. Then the function

\begin{equation}
S_1(x, y) = \frac{R\sqrt{x^2 + y^2} - Rx}{\sqrt{x^2 + y^2}}
\end{equation}

is of class $C^{(2)}$ on $\text{comp}K_0$, $S_1(x, y) \geq 0$ on $\text{comp}K_0$, and $S_1(R, 0) = 0$. Furthermore, by substituting $S_1(x, y)$ in the left-hand member of equation (3) one can verify that inequality (8) is satisfied in $\Omega$. It follows from Theorem 6 that $S_1(x, y)$ is a superfunction in $\Omega$ with respect to solutions of (3). Finally, we also have that on $\kappa_1 \cap \text{comp}K_0$

\begin{equation}
\min S_1(x, y) = \begin{cases} 
\frac{\delta}{\sqrt{2}} & \text{if } \delta \leq R \\
R\sqrt{\frac{\delta}{\delta + R}} & \text{if } \delta > R
\end{cases}
\end{equation}

We define the function $S_2(x, y)$ by

\begin{equation}
S_2(x, y) = S_1(x, y) + g(R, 0).
\end{equation}

The function $S_2(x, y)$ is clearly also a superfunction in $\Omega$ because of the form of equation (3). Now let $M = \max g(x, y)$ on $\omega$, then the function

\begin{equation}
\phi(x, y) = \begin{cases} 
M & \text{in } \bar{\Omega} \cap \text{comp}K_i \\
\min [M, S_2(x, y)] & \text{in } \bar{\Omega} \cap K_i
\end{cases}
\end{equation}
is the desired over-function. To see this we first observe that $\psi(x, y)$ is continuous in $\Omega$ since by (19), (21), and (22) $S_2(x, y) \geq M$ on $\Omega \cap \kappa_1$. The argument that $\psi(x, y)$ is a superfunction is the same as that given in [1; p. 306]. From the definitions of $S_2(x, y)$ and $\omega_8$ it follows that $\psi(R, 0) = g(R, 0)$ and $\psi(x, y) \geq g(x, y)$ on $\omega$.

Similarly

$$s_1(x, y) = -S_1(x, y),$$

and

$$s_2(x, y) = s_1(x, y) + g(R, 0)$$

are subfunctions in $\Omega$. The function $\phi(x, y)$ defined by

$$\phi(x, y) = \begin{cases} m & \text{in } \Omega \cap \text{comp } K_1 \\ \max [m, s_2(x, y)] & \text{in } \Omega \cap K_1 \end{cases}$$

where $m = \min g(x, y)$ on $\omega$ is an under-function with $\phi(R, 0) = g(R, 0)$. Thus inequality (4) holds at every point of $\omega$ and

$$H^*(x, y) = H_*(x, y)$$

in $\Omega$ constituting the unique solution of the Dirichlet problem.
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