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Introduction* Let B be a ring with an identity element, and let M
be a right i?-module. The set of all elements b in B such that Mb = (0)
is called the annihilator of M, and will be denoted by (0 : M), It is a
natural question to ask under what circumstances the ideal (0 : M) is a
direct summand of B. If B is a semi-simple ring with minimum con-
dition, for example, then every ideal is a direct summand, and there is
no problem. We shall be concerned with a ring B, not assumed to be
semi-simple, which is a crossed product Δ(G, H, p) of a finite group G
and a division ring Δ, with factor set p. In particular, B may be the
group algebra of a finite group with coefficients in a field. The purpose
of this note is to obtain necessary and sufficient conditions on the
structure of the module M in order that its annihilator (0 : M) be a
direct summand of B.

Our interest in the problem stems chiefly from the fact that the
the modules whose annihilators are direct summands turn out to be
precisely the modules for which the pairing defined in § 2 of [1] is
regular in the sense of [1, p. 281]. The main results of [1], given in § 5
and § 6, are based upon the assumption that the pairing is regular,
and establish a connection between the structure of the module M rela-
tive to the set of 5-endomorphisms of M and the structure of a certain
ideal in B, called the nucleus of Λf, which is the uniquely determined
complementary ideal to (0 : M) when (0 : M) is a direct summand.

2 Familiarity with crossed products and their connection with pro-
jective representations of finite groups is assumed (see [1, § 2]). In
this section we recall some of the properties of a crossed product, and
introduce, in a more general, and at the same time, much simpler fashion,
the pairing defined in a special case by formula (7) of [1]. Let G =
{1, 8, t, •} be a finite group, Δ a division ring and B = Δ(G, H, p) a
crossed product of G and Δ with correspondence s -> s = s11 from G to
the group of automorphisms of Δ, and factor set {pSίt} There exist
elements {blt bs, } in B in one-to-one correspondence with the elements
of G, such that every element of B can be expressed uniquely in the
form Σ bsζs, with coefficients ξs in Δ. The multiplication in B is de-
termined by the equations
(1) &A - bsίPs,t ξb, = bsξ% ξ 6 Δ .

This paper was originally accepted by the Trans. Amer. Math. Soc. Presented to the
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The fact that B is an associative ring implies that the factor set {p8tt}
satisfies the equations

( 2 ) Ps,tuPt,u = Pst.uPlt ,

for all s, έ, u in G. We shall assume that the factor set p is normalized
so that plft — ptΛ = 1 for all t in G then 6X is the identity element in B.

The additive group of B is a right vector space over Δ which we
shall denote by β ( r ) , if we define scalar multiplication by f e Δ by means
of the right multiplication ξr: x -> xξ. Similarly the additive group of
B can be regarded as a left vector space Bφ over Δ. The elements
blf bs, form bases for both of these spaces. Because both spaces are
finite dimensional, B satisfies both chain conditions for left and right
ideals.

The mapping λ : Σ b8ξs -> £i is a linear function on both vector
spaces 5 ( r ) and .Bc0 whose kernel contains no left or right ideal different
from zero. Therefore the mapping A : A(a, b) = λ(ab) is a non-degenerate
bilinear form on Bω x i? ( r ) -> A. Using the bilinear form A it is easy
to verify (cf. [1, p. 279]) that B is a quasi-Frobenius ring, that is, B
satisfies the minimum condition, and every right ideal in B is the right
annihilator of its left annihilator, and similarly for left ideals.

A right S-module1 M is a fortiori a right vector space over Δ since
ΔczB. For each s in G, the mapping Ts: x-> xbs is a semi-linear trans-
formation belonging to the automorphism s in this vector space. The
correspondence s -> Ts defines a protective representation of G. Each
transformation Ts has an inverse T~λ which is a semilinear transforma-
tion with automorphism s"1. Let M' be any left vector space over Δ
which is paired with M to Δ by a non-degenerate bilinear form / . Let
us assume also that the semi-linear transformations Ts all possess trans-
poses Tf with respect to the form /, such that

(3) f(ψ,xTs)=f(Tfψ,xy ,

for all xeM, ψeM'. If we define ( Σ W.)0 = Σ Γ ί W ) , then M' be-
comes a left β-module (see [1, p. 274]). When these conditions are
satisfied, we shall call the system (M',M,f) a pair of dual B-modules.

LEMMA 1. Let (M'', M,f) be a pair of dual B-modules. Then the
function

(4) τf(ψ, x) = Σ,f(Ψ, xTs)b^
seo

is a non-degenerate B-bilinear function on Mf x M-+ B (cf. [1, Proposi-
tion 1]).

1 We shall assume that the identity element of B acts as the identity operator on all
modules we shall consider.
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Proof. For any ueG we have

b?τf{T*φ, x) =

= Σ,f(Ψ, xT.Tjbfb;1 = τf(ψ, x)
sEG

by (1) and (3). Similarly, for all u,

τf(φ, χTu)Kι = τf(φ, X) .

Since the function τf is obviously bilinear as far as Δ is concerned, these
calculations establish that for all b e B,

bτf(φ, x) = τs(bφ, x) and τf(φ, xb) = τf(φ, x)b .

The non-degeneracy of τ1 follows at once from the non-degeneracy of /.
To each right J5-module M corresponds a two-sided ideal BM in B,

defined as follows. Find a left S-module M' which is paired with M to
Δ by a non-degenerate bilinear form / such that (M\ M,f) is a pair of
dual Z?-modules (for example, the space M' of all linear functions on M
can be used). Then by Lemma 1, the set BM consisting of all finite
sums Σ τAΦu Xi), Φi e M', xt e M, is a two-sided ideal in B. We shall
call BM the nucleus of M. We leave it to to the reader to verify that,
as our notation indicates, BM is independent of the choice of M' and /.

We now define a right J5-module M to be a regular module if BM

contains an element ε such that eb = be = b for all beBM. We remark
that the statement that M is a regular module is equivalent to the
statement, in the terminology of [1], that (M', M> τf) is a regular pair-
ing (see [1, p. 281]).

3, This section contains some lemmas on regular modules. We re-
mark first that if M1 and M2 are isomorphic S-modules, then BMι = BM2,
and hence regularity is preserved under isomorphism.

LEMMA 2. The nucleus BM and the annίhilator (0 : M) of a regular
module M are two-sided ideals in B generated by central idempotents, and

Proof. Let (M\ M,f) be a pair of dual β-modules, where M is the
given regular module. By Theorem 1, p. 282, of [1], we have Br =
(BM)r, and consequently B = BM + (0 : M). Let ε = X τf(φί9 xt) be the
identity element in BM. Then αeZ?M(Ί(0 : M) implies a — ea =
Σ TλΦί Xiθ) = 0, and the sum is direct. We have e' = 1 — ε e (0 : Λf),
and because 5 M and (0 : M) are ideals whose intersection is zero, ε and
ε' are orthogonal central idempotents which generate BM and (0 : M)

2 We take this opportunity to correct an error in [1]. The assertion made in example
(c) in §11, p. 291, of [1] that 0^(0: M)(^BM for a certain regular module M is false and
the assertion (c) should be deleted from [1].
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respectively.

LEMMA 3. Let M be a right B-module such that M — Mx © M 2 , where
M1 and M2 are submodules. Let Mr be the space of all linear functions
on M, paired with M to A by the function f defined by f(ψ, x) = ψ(x),
ψ e Mr, x € M. Then (M\ M,f) is a pair of dual B-modules, Let Mi and
Mi be the subspaces of M' which annihilate Mλ and M2 respectively.
Then M' = Mi ξ&Mi the restrictions fτ and f2 of f to M\ x Mλ and
Mi x M2, respectively, are non-degenerate and (Mi, Ml9 Λ), and
(Mi, M2,f2) are pairs of dual B-modules.

Proof. The semi-linear transformations Ts all possess transposes Tf
relative to the form /, such that formula (3) holds, and consequently
(Mf,M,f) is a pair of dual .B-modules. The sets Mi and Mi are sub-
spaces of M' such that MiΠMi = (0). If ψeMf, then ^ |M X = φx is a
linear function on Mα, which can be extended to a linear function φx in
Mf by setting φλ\M2 = 0. Similarly we define φ2. Then ψ = φ1 + φ2,
and we have proved that M' — Mi ©Mi. The restrictions fλ and / 2

defined in the statement of the lemma are clearly non-degenerate. Finally,
since Mt and M2 areB-submodules, it follows from (3) that Tf(Mi)^Mi,
i = 1, 2, and hence T8\Mt has the transpose Tf\Mt-ι, i = 1, 2, and the
proof is complete.

LEMMA 4. Let M = Mx 0 M2, where M1 and M2 are B-submodules of
M. Then BM = BMl + BMλ.

Proof. Let M' be the space of all linear functions on M, and define
f, fiy fz as in Lemma 3. Let τf, τf 9 r/ a be the corresponding functions
defined by (4). For xeMl9 φeMi, we have τfl(ψ, x) — τf(φ,x) and
BMl £ BM. Similarly BM2 S BM. Now let xe M, and write x — xL + x2,
xt 6 Mi and let ψ e M', φ = φτ + φ29 Φx e Mi, φ2 e Mi. Then since Mi
and M, are submodules we have

and the lemma is proved.

LEMMA 5. Let M— Mi 0 Ma w&βrβ Mα and M2 are regular B-modules.
Then M is a regular B-module.

Proof. By Lemma 4, BM = B i f χ + B^^. By Lemma 2, we have BMi = εέβ
where εέ is a central idempotent, i = 1,2. Then ε = Sj + ε2—sλε2eBM,
and be — eb — b for all δ 6 Z? ,̂ proving our assertion.

LEMMA 6. Let e be an idempotent in B. Then (Be, eB, A) is a pair
of dual B-modules.

Proof. We recall from § 2 that A is a non-degenerate bilinear form
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on JB ( 0 x S ( r ) -> Δ. The restriction of A to Be x eB is also non-degen-
erate (see [1], p. 279). It remains to verify that for all c, d in B,

( 5 ) Λ(c, dbs) = A(bsc,d)7.

For this it is sufficient to prove that if a = Σ ξubu = X ^ ί ^ then λ(abs) =

Λ(6sα)s for all s e G . We have ί(α6s) = fs-W1,*, while

by formula (2) of [1], and by (2) above we have

and the formula (5) is proved.

4* Now we shall formulate and prove our main result. Because B
satisfies the minimum condition, B = B x φ φ β π where the Bt are
uniquely determined indecomposable two-sided ideals, called the block
ideals3 of B. If we write 1 = εx + + εr, et e Bίf then the eι are mutually
orthogonal idempotents belonging to the center of 5, and ei is the identity
element in the block ideal to which it belongs. For any right 5-module
M, Mεi is a submodule of M, and M is the direct sum of the modules
Mεt. These submodules are called the block components of M the block
component Mst can also be described as the set of elements of M which
are left fixed by εt. The block components of (B, + ) , where (B, + ) is
viewed as a right .B-module in the obvious way, are the block ideals
Bet, Each block component Beί of B can be expressed as a direct sum
of the indecomposable right ideals ekB, e\ — βk, which belong to the block.
It is known that two indecomposable right ideals eB and e'B belonging
to distinct blocks have no isomorphic composition factors. The direct
sum of a full set of non-isomorphic indecomposable right ideals ekB be-
longing to the ίth block component Beί of B, or any right 5-module iso-
morphic to this module, is called a reduced block component of B.

Our theorem is stated as follows.

THEOREM. Let M be a right B-module with annihilator (0 : M). The
following statements are equivalent.

(A) (0 : M) is a direct summand of B
(B) every non-zero block component Mei of M contains the ίth reduced

block component of B as a direct summand
(C) M is a regular module.

Proof. The implication (C) —> (A) is the content of Lemma 2. We
prove next that (A) -> (B). Let Br be a two sided ideal in B such that

3 For the concepts of block ideals and block components see [3], and the references
given there.
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B — B' 0 (0 : M). By the uniqueness of the decomposition of B into
block ideals, Bf is a direct sum of certain of the block ideals Be^ Let
Me% be a non-zero block component of M then Bε% £ i?', and Mεi is a
faithful J5εέ module. Let eB be an indecomposable right ideal belonging
to the ίth block. By Proposition 4 of [1], eB contains a unique minimal
right ideal N Φ (0). There exists an element xeM such that xN Φ (0).
It follows that u-> xu is a ^-isomorphism of eB onto the submodule
P = xeB of Mεim We shall prove that there exists a submodule Q of
ilίSi such that Mεt = Q 0 P . Let M' be the set of all linear functions
on Mei9 paired with Mεi to Δ by the non-degenerate bilinear form /, so
that (M\ Meuf) is a pair of dual S-modules. Let P 1 be the submodule
of M' consisting of all elements ψeM' such that f(ψ, P) = (0). Then

(ikΓ/P"\ P,f) is a pair of dual S-modules, where / is the induced map-
ping on M'/P1 x P. On the other hand, by Lemma 6, (Be, eB, A) is a
pair of dual .5-modules. Using the fact that eB is a finite dimensional
space, it is easily verified that Be and M'/P"1 are isomorphic left J5-
modules. By Theorem 1 of [2], Be is an (M0)-module, and consequently
there exists a 5-submodule Q of Mr such that M' = PL®Qr. Let
Q = {x\xeMeίf f(Q',χ) = (0)}. Then Q is a submodule such that
PΠQ = (0). Moreover

since P is finite dimensional and Q =
The proof that Λfε̂  contains the reduced block component of Bβi as

a direct summand is now proved by induction. Let Met — R®S, where
R is isomorphic to a direct sum of a finite number of non-isomorphic
indecomposable right ideals belonging to the ith block, and let eB be an
indecomposable right ideal in Bet not isomorphic to any of the direct
summands of R. Let N be the unique minimal subideal of eB. If
RN Φ (0), then by the previous argument R contains a direct summand
isomorphic to eB, which contradicts the Krull-Schmidt theorem. Thus
RN — (0), and SN φ (0), so that S contains a direct summand isomorphic
to eB. This completes the proof of the induction step, and the implica-
tion (A) -> (B) is established.

Finally we prove that (B) -> (C). By Lemma 5, it is sufficient to
prove that each block component Mε2 of M is a regular module, and
for this it is sufficient to show that ε̂ e BMί whenever Mst Φ (0). Let us
consider a non-zero component Mεt. Let eβ, ---,esB be a full set of
non-isomorphic indecomposable right ideals belonging to the ith block.
For each j , 1 fj j ^ s, there exists a 5-direct summand Pό of Meί such
that Pj = eβ. By Lemma 4, BΓ. = Be B £ BMU. We prove that e} e Be >B.
By Lemma 6, (.B ,̂ βj-B, /I) is a pair of dual J5-modules. We assert that

( 6 ) βj = r Δ (βj, 0, ) .
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In fact, τA(ej9 βj) = Σ Λ(βjy eps)b;\ and if βj = Σ ξubu, then

A(eJf Gjbs) = λ{e5bs) = ξs-ψs-\s

while from bs-ibs = bLps-ιyS we have 6;1 = /os-i>s6s-i. From these remarks
(6) follows.

We have shown that ejeBMU. Since εέ is a sum of idempotents e
such that &B is isomorphic to one of the ideals e5B, 1 ^ j rg s, we have
ε4 e Siiίεj, and ΛίSί is a regular module. This completes the proof of the
theorem.
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