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Introduction. The aim of this paper is to prove for Jordan algebras some theorems on centralizers of subalgebras analogous to known results in the theory of associative algebras (contained in [6, Chapter 3] and [7, Chapter 6], for instance).

The definition of the centralizer of a subalgebra in a Jordan algebra is based on the concept of "operator commutativity" introduced by Jordan, von Neumann and Wigner in [17]: two elements $x, y$ of the Jordan algebra $J$ operator commute if the operators $R_x : a \rightarrow ax$ and $R_y : a \rightarrow ay$, acting on $J$, commute, that is $(ax)y = (ay)x$ for all elements $a$ of $J$. In § 1 we study this concept, extend the results of [8] to algebras over fields of characteristic not two, and show that for many types of Jordan algebras obtained from associative algebras by introducing the Jordan product $a \circ b = ab + ba$ ($ab$ the associative product), the centralizer of a subalgebra is just the set of elements commuting in the associative multiplication with the elements of the subalgebra. Thus some of our later results can be regarded as generalizations of the associative algebra results if we convert the associative algebras into Jordan algebras by means of the Jordan product.

In § 2 we generalize some of the theory of a single linear transformation in a finite dimensional vector space (see [6, Chapter 3] and [13]) to the subalgebra generated by a single element in a simple finite dimensional Jordan algebra. We show that such a subalgebra is equal to the centralizer of its centralizer, and we also generalize to any central simple Jordan algebra a formula of Frobenius giving the dimensionality of the centralizer of a single linear transformation in terms of the degrees of its invariant factors. A special case of this formula—namely, the formula for the central simple Jordan algebra of all symmetric matrices—was proved earlier, and by a different method, by H. Osborn (to appear in these Transactions).

In § 3 we study the centralizer theory of a simple subalgebra in a central simple Jordan algebra. We show that the analogues of the centralizer and double centralizer theorems for simple finite dimensional subalgebras of the associative algebra of all linear transformations on a vector space ([15]) also hold for simple finite dimensional Jordan sub-
algebras of the Jordan algebra of all self-adjoint linear transformations on a vector space with inner product. Incidentally we show that some of the results of [15] can be generalized from the class of rings of all continuous linear transformations on a vector space to the larger class of primitive rings with minimal ideals. In the same way the Galois theory of automorphisms of [16] can be generalized to primitive rings with minimal ideals.

In conclusion we would like to express our gratitude to Professor Nathan Jacobson who suggested these problems and gave much stimulating advice.

Preliminary Notions. A Jordan algebra is a linear algebra, whose multiplication we shall denote by $x \circ y$, satisfying the following identities

\begin{align}
(1) & \quad x \circ y = y \circ x \\
(2) & \quad ((x \circ x) \circ y) \circ x = (x \circ x) \circ (y \circ x).
\end{align}

We shall always assume that the base field has characteristic different from 2.

A special Jordan algebra is a subspace of an associative algebra (with associative multiplication $xy$) closed under the composition $x \circ y = xy + yx$. The special Jordan algebra whose underlying vector space coincides with that of the associative algebra $\mathfrak{A}$ and whose multiplication is $x \circ y = xy + yx$ ($xy$ the multiplication in $\mathfrak{A}$) will be denoted by $\mathfrak{A}_s$. If $\mathfrak{A}$ is an associative algebra with an involution, the subset of elements left fixed by the involution is also a special Jordan algebra, which will be denoted by $H(\mathfrak{A})$. The same notation will be used for the set of elements left fixed by an involution in a possibly non-associative algebra $\mathfrak{A}$: this set may or may not be a Jordan algebra.

We shall have to consider sometimes matrix algebras with coefficients in a (possibly non-associative) algebra with identity element. A set of matrix units in an algebra of all $n \times n$ matrices ($n \geq 2$) will mean a set of elements $e_{ij}$, $i, j = 1, \ldots, n$ which associate with every pair of elements of the algebra (i.e. lie in the nucleus) and satisfy

\begin{align}
(3) & \quad e_{ij}e_{kl} = \delta_{jk}e_{il} \quad (\delta_{jk} \text{ the Kronecker delta}) \\
& \quad e_{ii} + \cdots + e_{nn} = 1, \text{ the identity element.}
\end{align}

If we consider Jordan algebras (with identity) of all hermitian matrices with coefficients in an involutory algebra we are led to consider elements (which we shall also call matrix units) $e_{ii}$, $u_{ij}$ with $i < j$, $i, j = 1, \ldots, n$, $n \geq 3$, such that

\begin{align}
(4) & \quad e_{ii} \circ e_{ii} = 2e_{ii}, \quad e_{ii} \circ u_{ij} = u_{ij}, \quad u_{ij} \circ u_{ij} = 2(e_{ii} + e_{jj}) \\
& \quad u_{ij} \circ u_{jk} = u_{ik} \text{ if } i, j, k \text{ are distinct, } \sum e_{ii} = 1
\end{align}
and all other products are zero. As shown in [9], Th. 9.1, any set of elements $e_{ii}, u_{ij}$ satisfying (4) leads to a representation of the Jordan algebra as the subalgebra of $n \times n$ hermitian matrices of an algebra $\mathfrak{A}$, where $\mathfrak{A}$ is the algebra of all $n \times n$ matrices with coefficients in an involutorial algebra, and, if $f_{ij}; i, j = 1, ..., n$ are the matrix units in $\mathfrak{A}$, then

$$f_{ii} = e_{ii}, \quad u_{ij} = f_{ij} + f_{ji} \quad (i < j).$$

If the base field is algebraically closed and $\mathfrak{Y}$ is the exceptional simple Jordan algebra of all $3 \times 3$ hermitian matrices with coefficients in the Cayley algebra, then given elements $e_{ii}, i = 1, 2, 3,$ in $\mathfrak{Y},$ satisfying $e_{ii} \circ e_{jj} = 2\delta_{ij}e_{ij}$ we can find elements $u_{13}, u_{13}$ (in many different ways) satisfying $u_{13} \circ u_{13} = 2(e_{11} + e_{22}), u_{13} \circ u_{13} = 2(e_{11} + e_{33})$ such that the $e_{ii}, u_{13}, u_{13}$ and $u_{13} = u_{13} \circ u_{13}$ satisfy the conditions (4) and hence are the “matrix units” of another representation of $\mathfrak{Y}$ as $3 \times 3$ hermitian matrices with Cayley number coefficients.

Finally we shall summarize briefly the classification of the finite dimensional central simple Jordan algebras. For further references about classification, structure, or representation theory of Jordan algebras, one should consult [9].

First, assume the base field algebraically closed. Then the algebra has an identity element; if the identity element can be written as a sum of $n$, but not more, mutually orthogonal idempotents, then the algebra is said to have degree $n$. ($e$ is an idempotent if $e \circ e = e$).

If $n = 1$, then the algebra is one-dimensional, [10]. If $n = 2$, the algebra is a vector space direct sum of the subspace generated by 1 and of a vector space $V$ of dimension at least 2 with non-degenerate symmetric scalar product. The multiplication is

$$(\alpha 1 + x) \circ (\beta 1 + y) = [\alpha \beta + (x, y)]1 + \alpha y + \beta x$$

$\alpha, \beta$ scalars, $x, y$ in $V$ and $(x, y)$ their scalar product. Such an algebra is said to be of type $D$.

If $n \geq 3$, there are 4 types: $A, B, C, E$. Types $A, B, C$ are special, while type $E$ is the exceptional algebra described above. To each of the types $A, B, C$ (and also to $D$) corresponds an associative algebra $\mathfrak{A}$ such that if the corresponding Jordan algebra is contained in an algebra $\mathfrak{A}$, $\mathfrak{A}$ associative, then the associative subalgebra of $\mathfrak{A}$ generated by $\mathfrak{Y}$ (enveloping algebra of $\mathfrak{Y}$) is a homomorphic image of $\mathfrak{A}$.

Type $A$: $\mathfrak{Y} = \mathfrak{A}$, $\mathfrak{A}$ the associative algebra of all $n \times n$ matrices over the base field, $n \geq 3$. $\mathfrak{A} = \mathfrak{M}(\mathfrak{M}$ as for type $A)$.

Type $B$: $\mathfrak{Y}$ is the algebra of all $n \times n$ symmetric matrices, $n \geq 3$. $\mathfrak{A} = \mathfrak{M}(\mathfrak{M}$ as for type $A)$.

Type $C$: $\mathfrak{Y}$ is the algebra of all $2n \times 2n$ symplectic-symmetric
matrices, isomorphic to the set of all self-adjoint linear transformations
on a vector space \( V \) with non-degenerate skew-symmetric scalar product. 
\( \mathcal{U} \) is the algebra of all linear transformations on \( V \).

Type \( D \): \( \mathcal{U} \) is the Clifford algebra determined by the space \( V \) and
the inner product.

If the base field is not algebraically closed, then the algebras which
become of type \( A \) on extension of the base field are of two subtypes:
\( A_1 \): \( \mathcal{F} = H(\mathfrak{A}) \), \( \mathfrak{A} \) a simple algebra with involution such that the
involution is not the identity automorphism on the center of \( \mathfrak{A} \). \( \mathcal{U} = \mathfrak{A} \).
\( A_2 \): \( \mathcal{F} = \mathfrak{A}_f \), \( \mathfrak{A} \) a central simple associative algebra.
\( \mathcal{U} = \mathfrak{A} \oplus \mathfrak{A}' \), \( \mathfrak{A}' \) anti-isomorphic to \( \mathfrak{A} \).

The algebras that become types \( B \) or \( C \) are of the form \( \mathcal{F} = H(\mathfrak{A}) \),
\( \mathfrak{A} \) simple involutorial with the involution acting as the identity auto-
morphism on the center. \( \mathcal{U} = \mathfrak{A} \).

Algebras of type \( D \) over an arbitrary base field are as described
above for an algebraically closed base field. \( \mathcal{U} = C \), the Clifford algebra.

Algebras of type \( E \) need not be algebras of all \( 3 \times 3 \) hermitian
matrices if the base field is not algebraically closed, according to recent
unpublished work of A. A. Albert.

**Section 1. Operator Commutativity.** We will consider Jordan alge-
bbras over fields of characteristic different from 2; this assumption on
characteristic will be made throughout this paper.

The concept of Operator-Commutativity, introduced by Jordan, von
Neumann and Wigner in [17], is the natural analogue of the concept
of commutativity of two elements in an associative algebra, as some
of the following propositions will show. Some of these results were
proved for characteristic zero in [8].

Let \( \mathcal{F} \) be a Jordan algebra, \( x \) and \( y \) elements of \( \mathcal{F} \). Let \( x \circ y \) denote
their product and write \( x^2 \) for \( \frac{1}{2}(x \circ x) \). We denote by \( R_x \) the linear
transformation \( a \rightarrow a \circ x \) acting in \( \mathcal{F} \).

**DEFINITION.** Two elements \( x, y \) of \( \mathcal{F} \) operator-commute (we will
write also: \( o \)-commute) if \( R_x R_y = R_y R_x \).

The set of elements of \( \mathcal{F} \) \( o \)-commuting with \( x \) will be denoted by
\( \mathcal{C}_\mathcal{F}(x) \). If \( \mathfrak{K} \) is a subalgebra of \( \mathcal{F} \), the set of elements of \( \mathcal{F} \) \( o \)-commuting
with all elements of \( \mathfrak{K} \) will be denoted by \( \mathcal{C}_\mathcal{F}(\mathfrak{K}) \).

If \( \mathfrak{A} \) is an associative algebra and \( \mathcal{B} \) an associative subalgebra, we
will write \( \mathcal{C}_\mathcal{A}(\mathcal{B}) \) for the subalgebra of elements of \( \mathfrak{A} \) commuting with
the elements of \( \mathcal{B} \). \( \mathcal{C}_\mathcal{A}(\mathfrak{A}) \) is the center of \( \mathfrak{A} \)—its elements will be
called “central”.

The following example, due to McCoy [14], and Jacobson [8], shows
that the set \( \mathcal{C}_\mathcal{F}(x) \) of elements of \( \mathcal{F} \) \( o \)-commuting with an element \( x \) of
\( \mathfrak{F} \) is not necessarily a subalgebra of \( \mathfrak{F} \): \( \mathfrak{F} \) will be a special Jordan algebra (product \( x \circ y = xy + yx \)) consisting of \( 6 \times 6 \) matrices whose coefficients are rational numbers, namely the Jordan algebra over the field of rational numbers generated by the following matrices \( a, b, 1 \) (using \( e_{kl} \) to denote the matrix with 1 in the \( k, l \) position and zeros elsewhere, \( k, l = 1, \ldots, 6 \)): 

\[
\begin{align*}
a &= e_{11} + e_{25} + 2e_{16}, \\
b &= e_{33} + e_{55} + e_{66}, \\
1 &= e_{11} + \cdots + e_{66}.
\end{align*}
\]

Let \( c = ab - ba \), then \( c = e_{12} + e_{23} + e_{56} \) and \( c^2 = e_{13} \neq 0 \). Also \( ac = ca, bc = cb \), so that \( c \) commutes with every polynomial in \( a \) and \( b \). Consider now \( \mathcal{C}_3(a) \): we claim \( \mathcal{C}_3(a) \) contains \( b \) but not \( b^2 \). The equation \( (a \circ x) \circ b = a \circ (x \circ b) \) becomes, on replacing \( y z \) by \( yz + zy \), \[ [[a, b], x] = 0 \] where \([y, z]\) denotes \( yz - zy \). But \([a, b] = c \) and \( c \) clearly commutes with every element of the Jordan algebra generated by \( a \) and \( b \), so \( b \) o-commutes with \( a \). We compute \([a, b^2]\) and show this element does not commute with every \( x \) in \( \mathfrak{F} \):

\[
\begin{align*}
[a, b^2] &= [a, b]b + b[a, b] = bc + cb = 2bc = 2[a, b]b \\
 [[a, b^2], a] &= 2[b, c, a] = 2[b, a]c + 2b[c, a] = -2[a, b]c = -2c^2 \text{ as } [a, c] = 0
\end{align*}
\]

but \( c^2 \neq 0 \), and \( 2c^2 \neq 0 \), thus \( b^2 \) is not in \( \mathcal{C}_3(a) \). We note also that \( b \) does not o-commute with \( a^2 \) and that \([a, b^2] \neq 0 \).

In the preceding example, \( b \) did not o-commute with all elements of the subalgebra generated by \( a \) and \( 1 \). One may ask whether \( \mathcal{C}_3(\mathfrak{F}) \) is a subalgebra if \( \mathfrak{F} \) is a subalgebra. This is so in many cases, as the following propositions will show, and we conjecture that it is true in general. Some of the following results were proved in [8] for characteristic zero.

We say a finite dimensional Jordan algebra \( \mathfrak{J} \) over a field \( F \) is separable if it is semi-simple and the algebra \( \mathfrak{J} \otimes_F E \) obtained by extending the base field to \( E \) is also semi-simple for any extension field \( E \) of \( F \). We note at this time a few simple facts about the effect of field extension on centralizers: if \( x \) and \( y \) are elements of \( \mathfrak{J} \), they o-commute in \( \mathfrak{J} \) if and only if they o-commute in \( \mathfrak{J} \otimes E \); also, since the equation \( R_a R_b = R_b R_a \) expressing that two elements \( a \) and \( b \) o-commute is linear in each, it follows that if \( \mathfrak{F} \) is a subalgebra of \( \mathfrak{J} \), then \( \mathcal{C}_3(\mathfrak{F} \otimes E) = \mathcal{C}_3(\mathfrak{F}) \otimes E \), and this allows us to extend the base field in many of our arguments.

**Proposition 1.1.** Let \( \mathfrak{J} \) be any Jordan algebra (possibly infinite dimensional), \( \mathfrak{F} \) a separable subalgebra. Then \( \mathcal{C}_3(\mathfrak{F}) \) is a subalgebra of \( \mathfrak{J} \).

*Proof.* First we show that if \( e \) is an idempotent in \( \mathfrak{F} \), then \( \mathcal{C}_3(e) \) is a subalgebra. Let \( \mathfrak{J} = \mathfrak{J}_0 + \mathfrak{J}_{1/2} + \mathfrak{J}_i \) be the Peirce decomposition of \( \mathfrak{J} \) relative to \( e \), i.e. \( \mathfrak{J}_i = \{ x \in \mathfrak{J} | e \circ x = ix \} \), \( i = 0, 1/2, 1 \). (We will also
write $\Xi$, $i$ for $\Xi_i$, $\Xi_0$, and $\Xi_1$ are subalgebras, and $\Xi_0 \Xi_1 = 0$, $\Xi_0 \Xi_{1/2} \subseteq \Xi_{i/2}$, $\Xi_0 \Xi_{1/2} \subseteq \Xi_{1/2}$. From these relations it follows that $\mathbb{C}_3(\xi) = \Xi_0 + \Xi_1$: let $x$ be in $\mathbb{C}_3(\xi)$, and let $x = x_0 + x_{1/2} + x_1$, $x_i$ in $\Xi_i$. Then $e \circ (e \circ x) = x \circ (e \circ e) = x \circ e$, but $x \circ e = (1/2)x_{1/2} + x_1$, and $e \circ (x \circ e) = (1/4)x_{1/2} + x_1$, so $x_{1/2} = 0$ and $x$ is in $\Xi_0 + \Xi_1$. Conversely, let $x$ be in $\Xi_0$, $x = z_0 + z_{1/2} + z_1$ in $\Xi$. $x \circ (e \circ z) = x \circ [(1/2)z_{1/2} + z_1] = 1/2(x \circ z_{1/2})$, whereas $e \circ (x \circ z) = e \circ (x \circ z_0 + x \circ z_{1/2}) = 1/2(x \circ z_{1/2})$ since $x \circ z_0$ is in $\Xi$, $x \circ z_{1/2}$ is in $\Xi_{1/2}$; thus $x$ o-commutes with $e$, and similarly if $x$ is in $\Xi_1$ it o-commutes with $e$. On extending the base field $F$ of $\Xi$ to its algebraic closure, $\mathfrak{F}$ remains semi-simple, and we will conclude the proof by showing that a semi-simple Jordan algebra over an algebraically closed base field has a basis consisting of idempotents—for if $e_1$, ..., $e_n$ are this basis, then $\mathbb{C}_3(\mathfrak{F})$ is the intersection of all the $\mathbb{C}_3(e_i)$ and the latter are subalgebras. From the structure theory, it is known that $\mathfrak{F}$ is a direct sum of simple algebras, and each simple algebra is either of degree one, i.e. of the form $F \cdot e$, $e$ an idempotent, or else is a vector space sum of algebras of degree two. An algebra of degree two has a basis of elements $e_i, e_2, x_1, ..., x_n$ where the $e_i$ are idempotents with $e_1 + e_2 = e$ being the identity element of the algebra, and $x_i \circ x_i = e$. Then $1/2(e + x_i)$ is also an idempotent, and $e_i, e_2, 1/2(e + x_i), ..., 1/2(e + x_n)$ is a basis consisting of idempotents, which we had to show.

The next proposition shows that for a large class of special Jordan algebras, including all that we will be concerned with in later sections, the set of elements o-commuting with the elements of a subalgebra is the same as the set of elements commuting with them in the associative multiplication. In particular, if $\mathfrak{J} = \mathfrak{A}$, is such an algebra, where $\mathfrak{A}$ is associative, and $\mathfrak{F} = \mathfrak{B}$, where $\mathfrak{B}$ is an associative subalgebra of $\mathfrak{A}$, then $\mathbb{C}_3(\mathfrak{F}) = \{ \mathbb{C}_3(\mathfrak{B}) \}$.

**Proposition 1.2.** Let $\mathfrak{J}$ be a special Jordan algebra with enveloping associative algebra $\mathfrak{A}$, and assume $\mathfrak{A}$ has no central nilpotent elements (e.g. $\mathfrak{A}$ any semi-simple algebra). Let $\mathfrak{F}$ be a Jordan subalgebra of $\mathfrak{J}$, $y$ an element of $\mathfrak{J}$. Then $y$ is in $\mathbb{C}_3(\mathfrak{F})$ if and only if $xy = yx$ for all $x \in \mathfrak{F}$. Thus $\mathbb{C}_3(\mathfrak{F})$ consists of all elements of $\mathfrak{J}$ commuting in the associative multiplication with the elements of $\mathfrak{F}$, and $\mathbb{C}_3(\mathfrak{F})$ is a subalgebra of $\mathfrak{J}$.

**Proof.** We make extensive use of the assumption that $2 \neq 0$. Also, we note that the equation $x(R_yR_z - R_zR_y) = 0$ is equivalent to $[[xy]z] = 0$, where $[ab] = ab - ba$. Let now $x \in \mathfrak{F}$, $y \in \mathbb{C}_3(\mathfrak{F})$. Since $\mathfrak{F}$ is a subalgebra, $x \circ x = 2x^2 \in \mathfrak{F}$, and $x^2 \in \mathfrak{F}$ so that $[[xy]z] = 0$ and $[x^2y]z] = 0$ for all $z \in \mathfrak{J}$. Since $\mathfrak{A}$ is the enveloping algebra of $\mathfrak{J}$, $[xy]$ and $[x^2y]$ are in the center of $\mathfrak{A}$. But $[x^2y] = [xy]x + [x^2y] = 2x[xy]$ since $[xy]$ is
in the center of \( \mathfrak{A} \). \([x^2y] \in \text{the center of } \mathfrak{A} \) implies that
\[
0 = [y[x^2y]] = 2[y, (x[xy])] = 2[yx][xy] + 0 = -2[xy]^2.
\]
Thus \([xy]^2 = 0\), so by hypothesis on \( \mathfrak{A} \), \([xy] = 0\). Conversely, if \([xy] = 0\), then \([xy]z = 0\) so that \(x\) o-commutes with \(y\). The statements on \( G_3(\mathfrak{A}) \) now follow.

Let \( \mathfrak{A} \) be a possibly non-associative algebra with multiplication denote by \( xy \). We again introduce the new multiplication \( x \circ y = xy + yx \). Let \( \mathfrak{B} \) be a subspace of \( \mathfrak{A} \) closed under \( x \circ y \), then we denote by \( R_y \) the operation \( x \rightarrow x \circ y = xR_y \) acting in \( \mathfrak{B} \), where \( x, y \) are elements of \( \mathfrak{B} \). As before we say \( x \) and \( y \) o-commute if \( R_xR_y = R_yR_x \).

We can make a remark in case \( \mathfrak{A} \) is a matrix algebra with canonical involution and \( \mathfrak{B} \) is the set of self-adjoint elements (see [9]), i.e. \( \mathfrak{A} \) is a matrix algebra \( D_n \) over an algebra \( D \) with identity 1 and involution \( d \rightarrow \bar{d} \) in \( D \), and \( \mathfrak{A} \) has involution \( a = \sum_{i,j} \bar{d}_{ij} e_{ij} \rightarrow \sum_{i,j} \bar{\gamma}_i \bar{\gamma}_j \bar{d}_{ij} e_{ij} \) where the \( e_{ij} \) are matrix units, \( \gamma_1 = 1, \gamma_2, \ldots, \gamma_n \) are self-adjoint elements of the nucleus of \( D \) having inverses, and \( n \geq 2 \); \( \mathfrak{B} \) is the set of self-adjoint matrices, denoted by \( H(D_n) \). Such algebras have been studied in [9], and include all simple Jordan algebras of degree greater than two over algebraically closed fields.

**Lemma.** Let \( \mathfrak{A} = D_n \) be a matrix algebra with canonical involution, \( \mathfrak{B} = H(D_n) \), \( x, y \) elements of \( \mathfrak{B} \). If \( x \) and \( y \) o-commute, then \([xy] = d \cdot I \), where \( d \) is a skew element of \( D \), and \( I \) is the unit matrix.

**Proof.** Since \( x \) and \( y \) are self-adjoint, \([xy] \) is skew. \( \mathfrak{B} \) contains the elements \( e_{ij} \) and \( d[i, j] = de_{ij} + \bar{\gamma}_i \bar{\gamma}_j \bar{d}_{ij} e_{ij} \) for \( i \neq j \). Since \( x \) and \( y \) o-commute, we have \((e_{ij} \circ x) \circ y = (e_{ij} \circ y) \circ x \), which is equivalent to \([e_{ij}[xy]] = 0, i = 1, \ldots, n \), since \( e_{ii} \) is in the nucleus of \( \mathfrak{A} \). The matrix \([xy] \) thus has zeros off the main diagonal. The elements \( 1[ij] = e_{ij} + \bar{\gamma}_i \bar{\gamma}_j e_{ij} \) are in the nucleus since the \( \gamma_i \) and \( e_{ij} \) are, so that
\[
[(e_{ij} + \bar{\gamma}_i \bar{\gamma}_j e_{ij}), [xy]] = 0, \quad i \neq j
\]
or
\[
e_{ij}[xy] + \bar{\gamma}_i \bar{\gamma}_j e_{ij}[xy] = [xy]e_{ij} + [xy]e_{ij} \bar{\gamma}_i \bar{\gamma}_j e_{ij}.
\]
Denote by \([xy]_{ij} \) the \( i,j \) entry of \([xy] \) for \( i, j = 1, \ldots, n \). Then
\[
[xy]_{ij}e_{ij} + \bar{\gamma}_i \bar{\gamma}_j [xy]_{ij}e_{ij} = [xy]_{ij}e_{ij} + [xy]_{ij}e_{ij} \bar{\gamma}_i \bar{\gamma}_j e_{ij} \quad \text{for } i \neq j.
\]
Since the coefficients of \( e_{ij} \) in the above equation must be equal,
\[
[xy]_{ij} = [xy]_{ij} = d \quad \text{for all } i, j.
\]
Thus \([xy] = dI, \quad \bar{d} = -d \), which completes the proof.

From this lemma we can derive conditions for the centralizer of a
subalgebra of $H(D_n)$ to consist of the matrices commuting with the matrices of the subalgebra. We denote by $Z$ the set of elements of $D$ commuting with every element of $D$, and by $N$ (nucleus) the set of elements of $D$ associating with every pair of elements of $D$.

**Proposition 1.3.** Let $\mathfrak{B} = H(D_n)$, $n \geq 2$.

(a) Let $n$ not be divisible by the characteristic of $F$. If $x$ and $y$ are two matrices of $\mathfrak{B}$ such that the coefficients of $x$ commute with those of $y$ and if $x$ and $y$ o-commute, then they commute. In particular if $x$ has coefficients in $Z$ and $y$ o-commutes with $x$, then $xy = yx$.

(b) Let $\mathfrak{C}$ be a subalgebra of $H(D_n)$ such that every element of $\mathfrak{C}$ has coefficients in $N$, the nucleus of $D$. If $Z$ contains no skew-elements whose squares are zero then $y$ is in $C_\mathfrak{B}(\mathfrak{C})$ if and only if $xy = yx$ for all $x$ in $\mathfrak{C}$, so $C_\mathfrak{B}(\mathfrak{C})$ is a subalgebra. In particular, if $D$ is associative with no central skew elements of square zero, the conclusion holds for any subalgebra $\mathfrak{K}$ of $H(D_n)$. If $\mathfrak{B}$ is an exceptional simple Jordan algebra, then $D$ is a Cayley algebra and $Z = N = F \cdot 1$, $F$ the base field, so that the conclusion holds for subalgebras $\mathfrak{K}$ whose elements have coefficients in $F$.

**Proof.** (a) By the lemma, if $y$ o-commutes with $x$, then $[xy] = dI$, $d \in D$, $I =$ identity matrix. Let us now take the trace of the elements on each side of this equation. If the coefficients of $x$ commute with those of $y$, then $tr(xy) = tr(yx)$ so $tr([xy]) = 0 = tr(dI) = nd$. Since $nd = 0$ implies $d = 0$, $xy = yx$.

(b) Let every $x$ in $\mathfrak{C}$ have coefficients in $N$. Then $(xy)z = x(yz)$ for all $y, z \in D_n$. Let now $y \in C_\mathfrak{B}(\mathfrak{C})$. Then $(x \circ z) \circ y = (y \circ z) \circ x$ for all $z$ in $\mathfrak{B}$, which is equivalent to: $[[xy]z] = 0$ for all $z$ in $\mathfrak{B}$. $[xy] = dI$, so $dz_{ij} = z_{ij}d$ for each coefficient $z_{ij}$ of $z$. Since $n \geq 2$, for any $a \in D$, there is a $z$ in $\mathfrak{B}$ with $z_{11} = a$. Thus $d$ is in $Z$. Since $x^2$ is in $\mathfrak{C}$ also, $[x^2y] = fI$ where $f$ is a skew element of $Z$. The calculation of Proposition 1.2 is still valid since $x$ and $x^2$ associate with any two elements of $\mathfrak{B}$, and we conclude that $d^2 = 0$ and so $d = 0$, or $xy = yx$. The remaining statements of the proposition are now obvious.

**Proposition 1.4.** Let $\mathfrak{M}$ be an exceptional central simple Jordan algebra, and $\mathfrak{K}$ a separable subalgebra of $\mathfrak{M}$ containing the identity. Then $C_\mathfrak{M}(\mathfrak{K})$ is separable, and, if the base field is algebraically closed, $\mathfrak{M}$ can be represented as an $H(C_3)$ such that $C_\mathfrak{M}(\mathfrak{K})$ consists of the matrices in $\mathfrak{M}$ commuting with those in $\mathfrak{K}$.

**Proof.** We first assume the base field $F$ algebraically closed, and $\mathfrak{K}$ semi-simple. $\mathfrak{M}$ is then of degree 3, i.e. if $1 = e_1 + \cdots + e_r$, $e_i$ primitive mutually orthogonal idempotents in $\mathfrak{M}$, then $r = 3$, and $\mathfrak{M}$ is
a vector space sum \( \sum_{i,j} \mathcal{M}_{ij}, \ i \leq j, \ i, j = 1, 2, 3 \) where
\[
\mathcal{M}_{ij} = \{ x \in M | e_i \circ x = (1/2)x = e_j \circ x \} \text{ for } i \neq j, \text{ and }
\mathcal{M}_{ii} = \{ x \in M | e_i \circ x = x \} = F e_i.
\]

These facts limit \( \mathcal{S} \) to a few possibilities:

1. \( \mathcal{S} \) not simple: then \( \mathcal{S} = \mathcal{S}^1 \oplus \cdots \oplus \mathcal{S}_r, \mathcal{S}_i \) simple and \( r = 2 \) or \( 3 \), since the identity element 1 of \( \mathcal{M} \) is also in \( \mathcal{S} \), and \( 1 = u_1 + \cdots + u_r, u_i \) the identities of \( \mathcal{S}_i \).

   (a) \( r = 3 \). Then \( u_1, u_2, u_3 \) are primitive (in \( \mathcal{M} \)) orthogonal idempotents and each \( \mathcal{S}_i \) is of degree 1 so that we may take \( e_i = u_i \). We now represent \( \mathcal{M} \) as \( H(C_3) \) with \( e_i = (1/2)e_{ii} \). We have \( \mathcal{S}_i = F e_i \) and \( \mathcal{C}(\mathcal{M}) = \cap_i \mathcal{C}(e_i) \). But \( \mathcal{C}(e_i) = \mathcal{M}_{ii} + \mathcal{M}_{ij} + \mathcal{M}_{ji} + \mathcal{M}_{kk}, \) where \( j, k \neq i \) since with respect to \( e_i, \mathcal{M}_i = \mathcal{M}_{ii} \) and \( \mathcal{M}_0 = \sum_j e_{ji} \mathcal{M}_{jj} \). Hence \( \mathcal{C}(\mathcal{M}) = \mathcal{M}_{11} + \mathcal{M}_{22} + \mathcal{M}_{33} = \mathcal{S} \). It is clear that the matrices of \( \mathcal{C}(\mathcal{M}) \) commute with those of \( \mathcal{S} \). Conversely, any matrix commuting with \( e_1, e_2, e_3 \) is a linear combination of \( e_1, e_2, e_3 \), and thus in \( \mathcal{C}(\mathcal{M}) \).

   (b) \( r = 2 \). Then \( \mathcal{S} = \mathcal{S}_i \oplus \mathcal{S}_2 \) and \( \mathcal{S}_i \) has identity \( u_i \). Since \( 1 = u_1 + u_2, \) one of the \( u_i \) must be primitive in \( \mathcal{M} \), say \( u_i \), and the other one not: \( u_i = e_1, u_2 = e_2 + e_3, e_i \) primitive orthogonal idempotents. Again write \( \mathcal{M} = H(C_3), (1/2)e_{ii} = e_i \). Here there are two cases

   (i) \( \mathcal{S}_2 \) is of degree one: \( \mathcal{S}_2 = F u_2 \). Since \( \mathcal{S}_i = F u_i \),
\[
\mathcal{C}(\mathcal{M}) = \mathcal{C}(u_i) \cap \mathcal{C}(u_2) \]
\[
= (\mathcal{M}_{11} + \mathcal{M}_{22} + \mathcal{M}_{33}) \cap (\mathcal{M}_{11} + \mathcal{M}_{22} + \mathcal{M}_{33} + \mathcal{M}_{33})
\]
\[
= \mathcal{M}_{11} + \mathcal{M}_{22} + \mathcal{M}_{33} + \mathcal{M}_{33}.
\]

But \( \mathcal{M}_{22} + \mathcal{M}_{33} + \mathcal{M}_{33} \) is a simple Jordan algebra \( \mathcal{M}_{11} \) of degree two, so that \( \mathcal{C}(\mathcal{M}) = \mathcal{M}_{11} \oplus \mathcal{M}_{11} \) is semi-simple. The matrices of \( \mathcal{C}(\mathcal{M}) \) are evidently just those matrices commuting with \( e_1, e_2, e_3 \) and therefore with the matrices of \( \mathcal{S} \).

   (ii) \( \mathcal{S}_2 \) is of degree two: \( u_2 = e_1 + e_3 \) where both \( e_1 \) and \( e_3 \) are in \( \mathcal{S}_2 \). Then \( \mathcal{S}_2 \) is a simple Jordan algebra of degree two, and so contains an element \( a \) with \( a \circ a = 4(e_1 + e_3), a \in \mathcal{M}_{33} \). Since \( e_1, e_2, e_3 \) all belong to \( \mathcal{S}, \mathcal{C}(\mathcal{M}) \subseteq Fe_1 + Fe_2 + Fe_3 \). Also, since \( \mathcal{C}(e_i) = \mathcal{M}_{ii} + \mathcal{M}_{ii} + \mathcal{M}_{23} + \mathcal{M}_{33} \subseteq \mathcal{S}, \) we see that \( Fe_1, o \)-commutes with \( \mathcal{S}, \) i.e. \( Fe_1 \subseteq \mathcal{C}(\mathcal{M}) \). Let now \( \alpha e_1 + \beta e_3 \) belong to \( \mathcal{C}(\mathcal{M}) \): then this element \( o \)-commutes with \( a, \) so
\[
[e_1 \circ (\alpha e_1 + \beta e_3)] \circ a = \alpha e_1 \circ a = (1/2)a \alpha = (e_2 \circ a) \circ (\alpha e_1 + \beta e_3)
\]
\[
= (1/2)a \circ (\alpha e_1 + \beta e_3) = (1/4)(\alpha + \beta)a.
\]

Thus \( \alpha = \beta, \) i.e. \( \mathcal{C}(\mathcal{M}) \subseteq Fe_1 + F(e_1 + e_3) \). On the other hand, \( (e_1 + e_3) \in \mathcal{C}(\mathcal{M}) \) since \( \mathcal{S} \subseteq \mathcal{M}_{11} + \mathcal{M}_{11}, \) so \( \mathcal{C}(\mathcal{M}) = Fe_1 + F(e_1 + e_3), \) and evidently these matrices commute with the matrices in \( \mathcal{S} \). Conversely, let \( x = \sum_{i,j} x_{ij}, x_{ij} \in \mathcal{M}_{ij}, \) commute with the matrices of \( \mathcal{S}. \) Since \( e_1, e_2, e_3 \)
are in \( S \), \( x = \alpha e_1 + \beta e_2 + \gamma e_3 \). Letting \( e_{ij} \), \( i \neq j \) denote the matrix units, the element \( a \) of \( S \) can be written as \( a = d e_{23} + d e_{32} \), \( d \) an element of \( C \), and \( a \circ a = 4(d e_{23} + d e_{32}) = 4(e_2 + e_3) \), thus \( dd = dd = 1 \).

\[
ax = (d e_{23} + d e_{32})(\alpha e_1 + \beta e_2 + \gamma e_3) = (1/2)(\alpha d e_{23} + \beta d e_{32}); \quad \alpha, \beta, \gamma \in F .
\]

\[
xa = (\alpha e_1 + \beta e_2 + \gamma e_3)(d e_{23} + d e_{32}) = (1/2)(\beta d e_{23} + \gamma d e_{32}) .
\]

Since we are supposing \( ax = xa \), we have \( \beta d = \gamma d \), but \( d \gamma = d e_1 \) as \( \gamma \) \in \( F \), so \( x = \alpha e_1 + \beta(e_2 + e_3) \) and \( x \) is in \( C(M(S)) \).

2. \( S \) is simple; then \( S \) has degree one, two, or three

(a) \( S \) has degree one: \( S = F \cdot 1 \). Then \( C_M(S) = M \), and the matrices of \( M \) commuting with those of \( S \) are just the elements of \( C_G(S) \).

(b) \( S \) has degree two: we show this is impossible. For let \( 1 = u_1 + u_2 + u_3 \) primitive idempotents in \( S \). Then, as in case 1b, we may assume \( u_1 \) is primitive in \( M \) and \( u_2 \) not, so that \( u_1 = e_1 \), \( u_2 = e_2 + e_3 \). Since \( S \) is simple of degree two, it contains an element \( x \) such that \( x \circ x = 2x^2 = u_1 + u_2 \) and \( u_1 \circ x = (1/2)x = u_2 \circ x \). Let \( x = \sum x_{ij}, x_{ij} \) in \( M_{ij} \). Since \( e_1 \circ x = (1/2)x \), \( x = x_{12} + x_{13} \), therefore \( x \circ x = x_{12} \circ x_{12} + x_{13} \circ x_{13} + 2x_{12} \circ x_{13} \). But

\[
x_{12} \circ x_{12} = \lambda_1(e_1 + e_2), \quad x_{13} \circ x_{13} = \lambda_2(e_1 + e_3), \quad \lambda_i \in F, \quad x_{12} \circ x_{13} \in M_{23}
\]

so \( x \circ x = (\lambda_1 + \lambda_2)e_1 + \lambda_1 e_2 + \lambda_2 e_3 + 2x_{12} \circ x_{13} = u_1 + u_2 = e_1 + e_2 + e_3 \). Since \( M \) is a direct sum of the \( M_{ij} \), \( 2x_{12} \circ x_{13} = 0 \), \( \lambda_1 + \lambda_2 = 1 \), \( \lambda_1 = 1 \), \( \lambda_2 = 1 \), a contradiction.

(c) \( S \) has degree three: Then \( S \) contains idempotents \( e_1, e_2, e_3 \) and the subspaces \( S_{ij} = S \cap M_{ij} \) are all non-zero. \( S \) contains the subalgebra \( S_{11} + S_{22} + S_{33} \) of the type considered in 1b (ii), and the centralizer of this subalgebra, as well as the set of matrices commuting with its elements, is \( Fe_1 + F(e_2 + e_3) \). Arguing the same way but replacing the index 1 by 2 and then 3, we see that \( C_M(S) = F(e_1 + e_2 + e_3) = F \cdot 1 \), and that any matrix commuting with the elements of \( S \) is in \( F \cdot 1 \). Conversely, the matrices in \( F \cdot 1 \) obviously commute with those in \( S \). We have shown that in each case \( C_M(S) \) is semi-simple.

If now \( F \) is not necessarily algebraically closed, the centralizer of \( S \) in \( M \) remains semi-simple on extending \( F \) to its algebraic closure, so that \( C_M(S) \) is separable. Also, in the algebraically closed case, we have shown that for every \( S \) there is a matrix representation of \( M \) such that the elements of \( C_M(S) \) are represented by the matrices commuting with the matrices representing the elements of \( S \). This concludes the proof.

2. Subalgebras Generated by a Single Element. In this section we study the centralizer and double centralizer in a central simple Jordan
algebra of the subalgebra generated by one element, and generalize to Jordan algebras some of the known results on simple associative algebras contained in, say, [6], Chapter 3.

If \( x \) is an element of \( \mathfrak{A} \), we denote by \((x)\) the subalgebra generated by \( x \) and 1. The following facts are known about \( C_\mathfrak{A}(x) \) if \( \mathfrak{A} = \mathfrak{A}_x \) and \( \mathfrak{A} \) is the associative algebra of all \( n \times n \) matrices over a field \( F \):

1. Let \( x \) have invariant factors \( \delta_1, \ldots, \delta_r \) of respective degrees \( d_x \geq 2 \), \( d_x \geq 2 \), \( \delta_r \). Let \((F[\lambda])\), be the algebra of all \( r \times r \) matrices with coefficients polynomials in an indeterminate \( \lambda \), \( (\delta) \) the matrix diag \((\delta_1(\lambda), \ldots, \delta_r(\lambda))\) and \( \mathfrak{B} \) the subalgebra of matrices \((a)\) in \((F[\lambda])\), such that \( (a)'(\delta) = (\delta)(\beta) \) for some \( (\beta) \) in \((F[\lambda])\), which condition we will also write as \((\delta)^{-1}(\delta)(a)' = (\delta) \in (F[\lambda])\), \( (a)' \) denoting the transpose of \((a)\). Let \( \mathfrak{M} \) be the ideal in \( \mathfrak{B} \) of matrices of the form \((\beta)(\delta)\). Then \( C_\mathfrak{A}(x) \) is isomorphic to \( \mathfrak{A}/\mathfrak{M} \), so that by the results of section 1, \( C_\mathfrak{A}(x) \) is isomorphic to \( \mathfrak{B}/\mathfrak{M} \). From 1. easily follows the following theorem of Frobenius:

2. Let \( x \) be as above with invariant factor degrees \( d_1 \geq \cdots \geq d_r \). Then \( C_\mathfrak{M}(x) \) is of dimension \( \sum_{k=1}^{r-1}(2k+1)d_{k+1} \).

3. Finally, \( C_\mathfrak{M}(C_\mathfrak{M}(x)) = (x) \).

We will give appropriate generalizations of these results for Jordan algebras. The method will be to examine one by one the various types of simple algebras. In this way we will obtain some information on each of the various types of simple Jordan algebras, but it would also be interesting to have a general method which works for all the algebras at once.

Since all the special algebras \( \mathfrak{Y} \) that occur will have semi-simple enveloping associative algebras, we will be able to apply Proposition 1.2 to obtain that \( C_\mathfrak{A}(x) \) is just the set of elements of \( \mathfrak{Y} \) commuting with \( x \). Proposition 1.3b will be used in a similar way for the exceptional algebras.

In most proofs the key case will be that of a nilpotent element \( x \), and the reduction to that case will be made by using a special case of the decomposition of an associative algebra over a perfect field into a direct sum of a semi-simple algebra and the radical: if we consider the associative commutative subalgebra \((x)\) of \( \mathfrak{Y} \) and decompose it, then we can write \( x = s + n, s \) a linear combination of orthogonal idempotents \( e_i \) in \( (x) \) and \( n \) a sum of nilpotent elements \( n_i \) in \( (x) \) such that \( e_in_i = n_i, e_jn_i = 0 \) for \( j \neq i \).

The known theorems about the algebra of all linear transformations quoted above are best proved by considering the vector space \( V \) on which the given transformation \( x \) acts as a module over a principal ideal
ring and decomposing it into a direct sum of cyclic modules. If we are interested in vector spaces with inner product we have to try to obtain orthogonal decompositions into cyclic subspaces. This is done in the first two lemmas (which are essentially known, see e.g. [13], last chapter, for algebraically closed fields, but hard to find in the literature in a form useful for us).

Let $V$ be a finite dimensional left vector space over an involutorial division ring $D$. We will use the letters $x, y, \ldots$ for elements of $V$, $\alpha, \beta, \ldots$ for scalars in $D$, $\alpha \mapsto \alpha'$ denoting the involution, and $A, N, \ldots$ for linear transformations. We will assume $V$ is a self-dual space, i.e. it has a non-degenerate scalar product $(x, y)$ which is either hermitian: $(y, x) = (x, y)'$, $(\alpha x, \beta y) = \alpha (x, y) \beta'$, or else alternate: $(x, y) = -(y, x)$ and $D$ is a field with $\alpha' = \alpha$. $V$ will be called hermitian or alternate, respectively. The characteristic is assumed to be different from two.

**Lemma 2.1.** Let $V$ be a finite dimensional self-dual hermitian space over $D$, and $F$ the subfield of self-adjoint elements of $D$. Let $A$ be a self-adjoint linear transformation which is algebraic over $F$, i.e. $A$ satisfies a polynomial equation over $F$, and assume also that if $D \neq F$ then the roots of this equation lie in $F$. Then $V$ can be decomposed into a direct sum of mutually orthogonal non-isotropic spaces which are indecomposable cyclic for $A$. If $A$ is nilpotent, then each cyclic subspace has a basis of the form $\{x, xA, \ldots, xA^{n-1}\}$ such that $(xA^i, xA^j) = \mu$ for all $i, \mu$ a self-adjoint non-zero element of $D$.

**Proof.** If the minimum polynomial of $A$ over $F$ has distinct prime factors, then corresponding to these there exist mutually orthogonal idempotents $E_i$ with sum 1 which are polynomials in $A$ with coefficients in $F$, and so are self-adjoint. Then $V = \bigoplus VE_i$, and $(VE_i, VE_j) = (VE_iE_j, VE_j) = 0$ for $i \neq j$. Thus the $V_i = VE_i$ are mutually orthogonal and so are themselves hermitian self-dual spaces, and the linear transformation induced by $A$ on each of these satisfies a primary polynomial $p(\lambda)^n$ over $F$. Thus it is sufficient to assume the minimum polynomial of $A$ over $F$ is of the form $p(\lambda)^n$, and by assumption $p(\lambda) = \lambda - \alpha$, $\alpha$ in $F$, if $D$ is not equal to $F$. Moreover, if $p(\lambda) = \lambda - \alpha$, then it is sufficient to prove the first statement of the lemma for $A - \alpha I$ instead of $A$, that is, we may assume $A$ nilpotent if $D$ is not $F$. In what follows we will often write $p$ or $p^r$ for $p(\lambda)$ or $p(\lambda)^r$, and if $m(\lambda)$ is a polynomial over $F$ in the indeterminate $\lambda$, we will write $zm(\lambda)$ or $zm$ for $zm(A)$, if $z$ is in $V$.

If $x$ is a vector of order $p^r$, that is, $xp(A)^r = 0$ and $xm(A) = 0$ implies that $p^r$ divides $m$, then the vectors $xA^0 = x$, $xA^1, 0 < s < \deg
of $p^r$, form a basis for the cyclic subspace generated by $x$. This is well known if $D = F$, and if $D \neq F$, then $p(\lambda) = \lambda$ and so $xA^r = 0$, $xA^{r-1} \neq 0$, and it is easy to check that the vectors $x, xA, \ldots, xA^{r-1}$ are linearly independent over $D$. We also note that $p(\lambda)$, the minimum polynomial of $A$ over $F$, is also the minimum polynomial of $A$ with coefficients in $D$, since if $p(\lambda) = \lambda^r$, the only monic factors of $p(\lambda)$ are the polynomials $\lambda$ which have coefficients in $F$. From now on all polynomials we will consider will be assumed to have coefficients in $F$.

Since $p(\lambda)$ is the minimum polynomial of $A$ over $D$, there is an $x$ in $V$ of order $p^n$. Let $U$ be the cyclic subspace generated by $x$, and suppose $U$ is isotropic. We show that this implies $(xp^{n-1}, x) = 0$ : first let $D = F$, and let $xq(A)$ be a non-zero vector in the radical of $U$. Then $(xq(A), xt(A)) = 0 = (xq(A)t(A), x)$ for all $t = t(\lambda)$. Since $xq(A) \neq 0$, there is a $t$ such that $xq(A)t(A) = xp(A)^{n-1}$. If $D \neq F$, let $z = \sum_{i=1}^{n-1} \gamma_i xA^i$ be non-zero and in the radical of $U$. Suppose $\gamma_k \neq 0$, and $\gamma_j = 0$ for $j < k$. Then $0 = (z, xA^{n-1-k}) = \gamma_k (xA^k, xA^{n-1-k}) = \gamma_k (xA^{n-1-k}, x)$. We now show that we can find a non-isotropic cyclic subspace $U$ of maximum order : once we have it, its orthogonal complement $U^\perp$ will also be invariant for $A$, and will satisfy the same hypotheses as $A$ but will have lower dimension, and we can use induction. Therefore, suppose $(x, xp^{n-1}) = 0$. There exists $y$ in $V$ such that $(y, xp^{n-1}) = 1 = (yp^{n-1}, x)$. Thus $yp^{n-1} \neq 0$, and we may assume $(y, yp^{n-1}) = 0$, otherwise $y$ generates the desired cyclic space. Consider now the cyclic subspace spanned by $x + y$:

\[(x + y, (x + y)p^{n-1}) = (x, xp^{n-1}) + (y, yp^{n-1}) + (x, yp^{n-1}) + (y, xp^{n-1}) = 0 + 0 + 1 + 1 = 2 \neq 0 .\]

Thus, in particular, $x + y$ has order $p^n$, and it generates a non-isotropic cyclic space of order $p^n$. This completes the proof of the first statement of the lemma.

Suppose $A$ is nilpotent and $V$ is cyclic of dimension $n$. Let $x, xA, \ldots, xA^{n-1}$ be a basis for $V$. Clearly $(xA^{n-1}, xA^i) = 0$ for $i \geq 1$, so we may assume $(x, xA^{n-1}) = \mu \neq 0$. If $n = 1$, there is nothing to prove, so let $n \geq 2$. Suppose $k$ is some integer such that $0 \leq k < n - 1$ and $(x, xA^r) = 0$ for all $r$ satisfying $k < r < n - 1$. We show that $x$ may be replaced by another cyclic generator $y$ such that $(y, yA^r) = 0$ for $k - 1 < r < n - 1$: Let $y = x + \alpha xA^{n-1-k}$, $\alpha$ an element of $D$ to be specified shortly. For $k < r \leq n - 1$, $yA^r = \alpha xA^{n-1+r-k} + xA^r = xA^r$ since $A^n = 0$; in particular $yA^{n-1} \neq 0$ so $y$ is a cyclic generator also. Further, for $k < r < n - 1$,

\[(y, yA^r) = (y, xA^r) = (x + \alpha xA^{n-1-k}, xA^r) = (x, xA^r) + \alpha(x, xA^{n-1+r-k}) = (x, xA^r) \text{ since } r - k > 1 .\]
Finally,

\[(y, yA^k) = (x + axA^{n-1-k}, xA^k + axA^{n-1})
= (x, xA^k) + \alpha(x, xA^{n-1}) + (x, xA^{n-1})\alpha' + \alpha(xA^{n-1-k}, xA^{n-1})\alpha'.\]

The last term is zero since \(n - 1 - k \geq 1\), and \((x, xA^{n-1}) = \mu \neq 0\). Let \(\alpha = -(1/2)(x, xA^k)\mu^{-1}\), then \(\alpha(x, xA^{n-1}) = \alpha\mu = -(1/2)(x, xA^k) = (x, xA^{n-1})\alpha'\) since \(\mu' = \mu\), and so \((y, yA^k) = 0\) also. This completes the proof.

This last type of basis can be used to give a relation between the index of the hermitian form and the index of nilpotency of a nilpotent self-adjoint linear transformation. Let \(V\) have dimension \(m\) and index \(r\), that is, \(r\) is the dimension of any maximal totally isotropic subspace, so that \(m \geq 2r\). Let \(N\) be nilpotent of index \(n\), i.e. \(N^n = 0, N^{n-1} \neq 0\), and self-adjoint. Then : \(n \leq \text{Min}(m, 2r + 1)\), (i.e. if \(m = 2r\) then \(n \leq 2r\) and if \(m > 2r\) then \(n \leq 2r + 1\), and equality is achieved for some \(N\)). To see this, choose a set of vectors \(x, xN, \ldots, xN^{n-1}\) satisfying \((xN^j, xN^k) = 0\) for \(j + k \neq n - 1\), \((xN^j, xN^{n-1-j}) \neq 0\). The vectors \(xN^j\) for \(j < (n - 1)/2\) then span a totally isotropic subspace of dimension \([n/2]\) (greatest integer \(\leq n/2\)) so \([n/2] \leq r\) and \(n \leq 2r + 1\). The condition \(n \leq m\) is always satisfied. Conversely, let \(V\) have index \(r\). Then we can find vectors \(x_i, \ldots, x_r\) and \(y_i, \ldots, y_r\) spanning totally isotropic spaces respectively and satisfying \((x_i, y_j) = \gamma\delta_{ij}, \gamma\) any preassigned element of \(D\). First assume \(m > 2r\); then we can find a vector \(z\) orthogonal to the space spanned by the \(x_i\) and \(y_i\) such that \((z, z) = 0\). We may assume \((x_i, y_i) = \gamma = (z, z)\) for all \(i\). Now define a linear transformation \(N\) as follows:

\[x_1N = x_2, x_2N = x_3, \ldots, x_{r-1}N = x_r, x_rN = z,
zN = y_r, y_rN = y_{r-1}, \ldots, y_2N = y_1, y_1N = 0.\]

Let \(U\) be the space spanned by the \(x_i, y_i, z\); \(U\) is non-isotropic, so \(U + U^\perp = V, U^\perp\) denoting the orthogonal complement of \(U\). Define \(N\) to be zero on \(U^\perp\). It is clear that \(N\) is nilpotent of index \(2r + 1\) with cyclic subspace \(U\), and self-adjoint. If \(m = 2r\), we merely omit \(z\) and define \(N\) by : \(x_1N = x_2, \ldots, x_{r-1}N = x_r, x_rN = y_r, y_rN = y_{r-1}, \ldots, y_2N = y_1, y_1N = 0\), where \((x_i, y_i) = \delta_{ij}\).

Lemma 2.1 is a generalization of the result that a hermitian self-dual finite-dimensional space has an orthogonal basis, the one-dimensional orthogonal subspaces being replaced by cyclic subspaces of a self-adjoint linear transformation. We obtain an analogous generalization of a symplectic basis (i.e. \((x_i, y_i) = \delta_{ij} = -(y_i, x_i), (x_i, x_j) = 0 = (y_i, y_j)\)) for a symplectic space:

**Lemma 2.2.** Let \(V\) be a symplectic space and \(A\) a self-adjoint linear transformation in \(V\). Then \(V\) can be decomposed into a direct sum of
indecomposable cyclic subspaces $U_i, U_i^\prime$ such that $U_i$ and $U_i^\prime$ are isomorphic as $(A)$ modules and totally isotropic and $U_i + U_i^\prime$ is non-isotropic and orthogonal to $U_j + U_j^\prime$ if $i \neq j$. If $A$ is nilpotent and $U, U'$ are a pair of isomorphic cyclic subspaces with $U + U'$ non-isotropic, then we can find bases of the form $\{x, xA, \cdots, xA^{r-1}\}$, $\{y, yA, \cdots, yA^{r-1}\}$ for $U, U'$ respectively such that $(xA^i, yA^{r-i-1}) = 1 = -(yA^i, xA^{r-i-1})$, and all other scalar products are zero.

Proof. As in the hermitian case, we can immediately reduce the proof to the case of a primary minimum polynomial $p(\lambda)^n$ for $A$. We note that every cyclic subspace is totally isotropic, for $(xA^i, xA^j) = -(xA^i, xA^j)$ since $V$ is symplectic, but $(xA^i, xA^j) = (xA^i, xA^j)$ since $A$ is self-adjoint, so $(xA^i, xA^j) = 0$. This implies that if $U$ and $U'$ are cyclic subspaces such that $U + U'$ is non-isotropic, then their intersection contains just the zero vector, since any vector in the intersection is orthogonal to both $U$ and $U'$ and so is orthogonal to $U + U'$.

As in the proof of Lemma 2.1, it will suffice to find isomorphic cyclic subspaces $U, U'$ such that $U + U'$ is non-isotropic (and therefore the sum is automatically direct).

Let $x$ be a vector of maximum order $p^n$ in $V$, and let $U$ be the cyclic subspace generated by $x$. $xp^n$ is not zero, so there exists $y$ in $V$ such that $(xp^{n-1}, y) = 1$. Then also $(x, yp^{n-1}) = 1$, so $yp^{n-1} \neq 0$ and $y$ also has order $p^n$. Let $U'$ be the cyclic subspace generated by $y$: then $U'$ has order $p^n$ and so is isomorphic to $U$. Suppose $z$ is in the radical of $U + U'$, and let $z = xf(A) + yg(A)$, $f, g$ polynomials. If $f(A)$ is not zero, then $f$ is not divisible by $p^n$, and so there is a polynomial $h$ such that $f(A)h(A) = p(A)^{n-1}$. Then

$$0 = (z, yh(A)) = (zh(A), y) = (xp(A)^{n-1} + yg(A)h(A), y) = 1$$

since $(xp(A)^{n-1}, y) = 1$ and $(yg(A)h(A), y) = 0$,

a contradiction. Thus $f(A) = 0$, and since $(yp(A)^{n-1}, x) = -1$, we obtain in the same way $g(A) = 0$, so $z = 0$. Thus $U + U'$ is non-isotropic.

Now assume $A$ is nilpotent, and $U, U'$ are isomorphic cyclic subspaces such that $U + U'$ is non-isotropic. Let $x, xA, \cdots, xA^{r-1}$, and $y, yA, \cdots, yA^{r-1}$ be bases for $U, U'$ respectively, and $A' = 0$. $(yA^{r-i}, xA^i) = (yA^{r+i-1}, x) = 0$ if $i > 1$, and also $(yA^{r-1}, z) = 0$ for every $z$ in $U'$, thus we must have $(yA^{r-1}, x) \neq 0$ since otherwise $yA^{r-1}$ is in the radical of $U + U'$. Replacing $x$ by a scalar multiple if necessary, we may assume $(x, yA^{r-1}) = 1$.

Fix $k$, $0 \leq k < r - 1$, and assume that $(x, yA') = 0$ for $k < j < r - 1$. Let $x' = x + \alpha xA^{r-1-k}$, $\alpha$ a scalar to be specified shortly. Then $x'$ is also a cyclic generator of $U$, and

$$(x', yA^{r-1}) = (x, yA^{r-1}) + \alpha(xA^{r-1-k}, yA^{r-1}) = (x, yA^{r-1}) = 1$$
since $r - 1 - k \geq 1$. Also, for $k < j < r - 1$,
\[
(x', yA^j) = (x, yA^j) + \alpha(xA^{r-1-k}, yA^j) = (x, yA^j) + \alpha(x, yA^{r-1+j-k}) = (x, yA^j)
\]
since $j - k \geq 1$, so $(x', yA^j) = 0$ for $k < j < r - 1$. Finally,
\[
(x', yA^k) = (x, yA^k) + \alpha(x, yA^{r-1}) = (x, yA^k) + \alpha.
\]
Let $\alpha = -(x, yA^k)$, then $(x', yA^k) = 0$ also. Proceeding in this way we can obtain a cyclic generator $x''$ of $U$ such that
\[
(x'', yA^{n-1}) = 1 = -(y, x''A^{n-1}), \text{ and } (x'', yA^j) = 0 \text{ for } j \neq n - 1.
\]
This completes the proof.

The above lemma has several immediate consequences:
1. The invariant factors $\delta_1, \cdots, \delta_r$ of a self-adjoint linear transformation in a symplectic space come in pairs: $\delta_1 = \delta_2, \cdots, \delta_{r-1} = \delta_r$ (and $r$ is even).
2. If $V$ has dimension $m$ there is a self-adjoint nilpotent linear transformation of index of nilpotency $m$.
3. If the base field is algebraically closed, two self-adjoint linear transformations are conjugate by an isometry of $V$ if and only if they have the same invariant factors.

The last statement, 3., is also valid for a space $V$ with symmetric scalar product over an algebraically closed field. This follows easily from Lemma 2.1.

In order to extend the theorem of Frobenius mentioned above to arbitrary central simple Jordan algebras, we have to define now invariant factor degrees, and preferably also invariant factor polynomials, for an element $x$ of such a Jordan algebra. For characteristic zero, there is a general method for doing this, due to Professor Jacobson (unpublished), based on Lie algebra methods: it is proved that if $x$ is a nilpotent element, then there exists another nilpotent element $y$ such that $x, y$ and the identity element of $\mathcal{J}$ generate a semisimple subalgebra which is a direct sum of simple algebras $H_i$, where $H_i$ is the Jordan algebra of all self-adjoint linear transformations in a vector space of dimension $n_i$ with non-degenerate symmetric scalar product of maximal index, and if $n_i \geq n_i \geq \cdots \geq n_r$, then $n_i$ is the index of nilpotency of $x$. It is then natural to define $\delta_i(x) = l^{n_i}, \delta_i = n_i$. We shall use the full statement of the above theorem only for the exceptional Jordan algebra over an algebraically closed field. In this case of the exceptional algebra the theorem has also been proved for characteristic $p \neq 2$ or 3, based on (unpublished) work of Professor Jacobson on the representation theory of a simple 3-dimensional Lie algebra, so that we have to assume characteristic not 2 or 3 for the exceptional Jordan algebra in Theorems 2.2, 2.4.
To avoid the difficulties of Lie algebra arguments in characteristic $p$, we will define the $d_i$ differently, and will use the above theorem of Professor Jacobson only in some of the proofs for the exceptional algebra.

Definition of the $d_i$: Let $Z$ be central simple, and extend the base field to its algebraic closure. If $Z$ becomes the algebra of all $n \times n$ symmetric matrices (Type $B$) or all $n \times n$ matrices, Type $A$, take the usual definition of $d_i$, $\delta_i$ for the $n \times n$ matrix $x$. For Type $C$, the "symplectic-symmetric" matrix $x$ has invariant factors equal in pairs, and we take for $\delta_i$ one member of each pair, and for $d_i$ the degree of $\delta_i$. For type $D$, the element $x$ satisfies a minimum polynomial $\mu$ of degree one or two; let $\delta_2 = \mu = \delta_1$, $d_1 = d_2 = 1$ if $\mu$ is of degree one, and $\delta_1 = \mu$, $\delta_2 = 0$, $d_1 = 2$, $d_2 = 0$ if $\mu$ is of degree two. Finally, if $Z$ is an exceptional algebra, every element satisfies a minimum polynomial of degree at most 3 ([5]): set $d_i = 3$, $d_2 = d_i = 0$, or $d_1 = 2$, $d_2 = 1$, $d_3 = 0$, or $d_1 = d_2 = d_3 = 1$ according as the degree is 3, 2, or 1; set $\delta_i$ = minimum polynomial of $x$. Finally, if $Z$ is of degree one, then $Z = F \cdot 1$, and we can set $d_i = 1$, $d_i = 0$ for $i > 1$. In the following proofs the case of $Z$ of degree one will not be mentioned because of its triviality.

The $d_i$, $\delta_i$ as defined above have the following properties:

(a) $\delta_i = \text{minimum polynomial of } x$ in $Z$. $d_i \geq d_{i+1}$ and $d_{i+1}$ divides $d_i$ whenever defined.

(b) $d_i \leq \text{degree of } Z$ (defined as the maximum number of orthogonal idempotents in a decomposition of the identity when the base field is extended to its algebraic closure). $\sum d_i = \text{degree of } Z$.

(c) If $Z$ is special (Types $A$-$D$) and the base field is algebraically closed, two elements are taken into one another by an automorphism of $Z$ leaving the center fixed if and only if they have the same invariant factors. The same thing is true for $Z$ an exceptional algebra, at least for characteristic zero, as will become apparent from some of the later proofs. However, we will not use this, and so do not give the details of a proof.

The next theorem describes the structure of $C_Z((x))$ if $Z$ is central simple over an algebraically closed field and special. The exceptional algebra is studied during the proof of the succeeding theorem, but we cannot give a simple statement for it.

**Theorem 2.1.** (a) Let $Z$ be the Jordan algebra of all $n \times n$ symmetric matrices over an algebraically closed field $F$, $N$ a nilpotent element of $Z$ with invariant factors $\delta_1, \delta_2, \cdots, \delta_r$ where $\delta_{i+1}$ divides $\delta_i$. Let $(F[\lambda])$, be the algebra of all $r \times r$ matrices with coefficients polynomials in the indeterminate $\lambda$, $R$ the subalgebra of matrices $(\beta) = (\beta_i(\lambda))$ satisfying $(\delta)^{-1}(\beta)'(\delta) = (\beta)$ where $(\delta) = \text{diag}(\delta_1, \cdots, \delta_r)$ and $(\beta)'$ is the transpose of $\beta$, and $R$ the ideal in $S$ of matrices $(\beta)$ of the form $(\beta) = (\alpha)(\delta)$ for some
(c) Let $\mathfrak{Z}$ be the algebra $(F_n)$ of all $n \times n$ matrices over $F$; $A$ an element of $\mathfrak{Z}$ with invariant factors $\delta_1, \ldots, \delta_r$. Let $\mathfrak{R}$ be the subalgebra of $(F[\lambda])_r$ of all $(\beta)$ such that $(\delta)^{-1}(\beta)(\delta) = (\beta)$, $\delta = \delta_1(e_{12} - e_{21}) + \delta_2(e_{34} - e_{43}) + \cdots + \delta_r(e_{r-1,r} - e_{r,r-1})$ (the $e_{ij}$ matrix units in $(F[\lambda])_r$), and $\mathfrak{R}$ is the ideal in $\mathfrak{R}$ of matrices of the form $(\beta) = (\alpha)(\delta)$.

(d) Let $\mathfrak{Z}$ be central simple of Type D. Then $\mathfrak{C}_3((\alpha)) = \mathfrak{S}$ if $x$ is not in the center of $\mathfrak{Z}$, and $\mathfrak{C}_3((\alpha)) = \mathfrak{Z}$ otherwise.

Proof. (a) We take $\mathfrak{Z}$ to be the set of all self-adjoint linear transformations in a hermitian self-dual space $V$, and $N$ a nilpotent element of $\mathfrak{Z}$. Let $x_i, \ldots, x_r$ generate cyclic non-isotropic mutually orthogonal subspaces of orders $d_i$ = degree of $\delta_i$, $i = 1, \ldots, r$ and satisfy $(x_i, x_i N^{d_i}) = \delta_i \neq 0$ if $j = d_i - 1$, $(x_i, x_i N^{d_i}) = 0$ otherwise.

Let $B$ be any linear transformation commuting with $N$ and write $x_i B = \sum_{j=1}^r x_j \beta_{ij}(N)$, $\beta_{ij}$ polynomials. Since $x_i \delta_i(N) = 0$, $\delta_i \beta_{ij} = 0$ (mod $\delta_i$). Also, since $BN = NB$, $(x_i N^kB, x_j N^q) = (x_i N^kB, x_j)$, so that $B$ is self-adjoint if and only if $(x_i N^kB, x_j) = (x_i N^k, x_j B)$ for all $i, j, k$.

Now fix $i, j, 1 \leq i \leq j \leq r$ and let

\[
\beta_{ij}(\lambda) = \mu_0 + \mu_1 \lambda + \cdots + \mu_{p-1} \lambda^{p-1}, \quad p = d_j
\]

\[
\beta_{ji}(\lambda) = \nu_0 + \nu_1 \lambda + \cdots + \nu_{q-1} \lambda^{q-1}, \quad q = d_i.
\]

Since $(x_j, x_i N^q) = \alpha_j$, $(x_i, x_i N^q) = \alpha_i$, and $(x_i, x_i N^k) = 0$ for $k \neq q$, we have the condition :

$(x_i N^kB, x_j) = (x_i B N^k, x_j) = \mu_{p-1-k}(x_j N^{d_i-1}, x_j) = \alpha_j \nu_{q-1-k} N^k, x_j)$

$(x_i N^k, x_j B) = \nu_{q-1-k}(x_i N^{d_i-1}, x_j) = \alpha_i \nu_{q-1-k}$

for all $k$, that is $\alpha_i^{-1} \mu_{p-1-k} = \alpha_j^{-1} \nu_{q-1-k}$ or $\alpha_i^{-1} \beta_{ij}(\lambda) = \lambda^{d_j-q} \alpha_j^{-1} \beta_{ji}(\lambda)'$
\( \beta_{ij}(\lambda) = [\alpha_i^{-1} \delta_i(\lambda)]^{-1} \beta_{ij}(\lambda)'(\alpha_i^{-1} \delta_i(\lambda)) \)

\( \beta_{ij}(\lambda)' \) denoting the conjugate of \( \beta_{ij}(\lambda) \).

Since \( \delta_i(\lambda) \beta_{ij}(\lambda) \equiv 0 \) (mod \( \delta_j(\lambda) \)) is a consequence of the condition (1), every matrix \( (\beta) \) satisfying the above condition (1) defines a \( B \) in \( \mathbb{C}_\mathfrak{S}(\mathfrak{S}(N)) \) if we define for all \( i, k \)
\( x_i N^k B = \sum x_j \beta_{ij}(N) N^k \), and conversely every \( B \) in \( \mathbb{C}_\mathfrak{S}(N) \) gives rise to such a matrix. Since \( \delta_i \) is the order of \( x_j \), it is clear that \( B \) is zero if and only if \( \beta_{ij} \equiv 0 \) (mod \( \delta_i \)). This proves the isomorphism for \( N \) nilpotent. If \( A \) is an arbitrary element of \( \mathfrak{S} \), in the symmetric case, and all the characteristic values \( \lambda_i \) of \( A \) lie in \( F \), then we can write \( A = \sum \lambda_i E_i + N_i \), the \( E_i, N_i \) being the idempotent and nilpotent elements of \( A \). Set \( V_i = V E_i \), then \( \mathbb{C}_\mathfrak{S}(A) \) is the direct sum of \( \mathbb{C}_\mathfrak{S}(E_i) \), \( \mathfrak{S}_i \) the symmetric linear transformations on \( V_i \). If \( F \) is algebraically closed, we may assume \( \alpha_i = 1 \) for \( V \) symmetric.

(b) We denote by \( A \) the nilpotent symplectic-symmetric matrix under consideration. Regarding the elements of \( \mathfrak{S} \) as self-adjoint linear transformations in \( V \), we can choose a canonical basis \( \{ x_i A^k, y_i A^k \} \) as in Lemma 2.2: \( (x_i A^k, y_i) = 1 = -(y_i A^k, x_i) \) if \( k = d_i - 1 \), all other scalar products are zero. Let \( B \) be a linear transformation in \( V \) commuting with \( A \), and let
\[
\begin{align*}
x_i B &= \sum x_j \varphi_{ij}(A) + y_i \psi_{ij}(A) \\
y_i B &= \sum x_j \gamma_{ij}(A) + y_i \rho_{ij}(A)
\end{align*}
\]
Then
\[
\begin{align*}
(x_i A^k B, y_j) &= (x_j \varphi_{ij}(A) A^k, y_j) \\
(x_i A^k, y_i B) &= (x_i A^k, y_i \rho_{ij}(A)) = (x_i \rho_{ij}(A) A^k, y_i) \\
(x_i A^k B, x_j) &= (y_i \varphi_{ij}(A) A^k, x_j) = -(x_j \varphi_{ij}(A) A^k, y_j) \\
(x_i A^k, x_j B) &= (x_i A^k, y_i \psi_{ij}(A)) = (x_i \psi_{ij}(A) A^k, y_i) \\
(y_i A^k B, y_j) &= (x_j \gamma_{ij}(A) A^k, y_j) \\
(y_i A^k, y_i B) &= (y_i A^k, x_i \gamma_{ij}(A)) = -(x_i \gamma_{ij}(A) A^k, y_i).
\end{align*}
\]
Thus \( B \) is self-adjoint if and only if
\[
\begin{align*}
(x_j \varphi_{ij}(A) A^k, y_i) &= (x_j \varphi_{ij}(A) A^k, y_i) \\
(x_j \psi_{ij}(A) A^k, y_i) &= -(x_j \psi_{ij}(A) A^k, y_i). \\
(x_j \gamma_{ij}(A) A^k, y_i) &= -(x_j \gamma_{ij}(A) A^k, y_i).
\end{align*}
\]
Since \( (x_i A^k, y_i) = 1 \) if \( k = d_i - 1, = 0 \) otherwise, we have, exactly as in the symmetric case,
\[
\begin{align*}
\varphi_{ij} &= \delta_i^{-1} \rho_{ji} \delta_j, \\
\psi_{ij} &= -\delta_i^{-1} \psi_{ji} \delta_j, \\
\gamma_{ij} &= -\delta_i^{-1} \gamma_{ji} \delta_j.
\end{align*}
\]
To \( B \) we now assign the \( 2r \times 2r \) matrix \((\beta_{ij}(\lambda))\) where
\[
\beta_{2i-1,2j-1} = \varphi_{i,j}
\]
\[
\begin{align*}
\beta_{i1-i, j} &= \varphi_{i, j} \\
\beta_{i2, j-i} &= \eta_{i, j} \\
\beta_{i2, j} &= \varphi_{i, j} \\
\end{align*}
\]
i.e. we arrange the elements \(\varphi, \psi, \eta, \rho\) in \(2 \times 2\) blocks

\[
\begin{pmatrix}
\varphi_{i j} & \psi_{i j} \\
\eta_{i j} & \rho_{i j}
\end{pmatrix}
\]

If now \(\delta\) is the matrix with the blocks

\[
\begin{pmatrix}
0 & \delta_i \\
-\delta_i & 0
\end{pmatrix}
\]
on the main diagonal and zeros elsewhere, condition (2) in matrix form is \((\delta)^{-1}(\beta)'(\delta) = (\beta)\).

If \(B\) corresponds to \((\beta)\), clearly \(B = 0\) if and only if \(\varphi_{i j}, \psi_{i j}, \eta_{i j}, \rho_{i j}\) are all \(\equiv 0 \pmod{\delta_i}\), i.e. \((\beta) = (\alpha)(\delta)\) for some \((\alpha)\) in \((F[\lambda])_r\). It is now clear that the map \(B\) into \(\beta\) gives an isomorphism of \(\mathbb{C}\mathfrak{S}(\langle A \rangle)\) and \(\mathfrak{K}/\mathfrak{N}\).

(c) This case is treated in [6], Chapt. 3, where however the defining relation for \(\mathfrak{K}\) is

\[
(3) \quad \delta_i \beta_{ij} \equiv 0 \pmod{\delta_i}.
\]
However, the condition \(\delta_i \beta_{ij} \equiv 0 \pmod{\delta_i}\) is clearly equivalent to \((\delta)^{-1}(\beta)'(\delta)\) being in \((F[\lambda])_r\), i.e. to the existence of \((\gamma)\) in \((F[\lambda])_r\), such that \((\beta)'(\delta) = (\delta)(\gamma)\).

(d) Let \(\mathfrak{J}\) of be type \(D\), then \(\mathfrak{J} = F^1\oplus V\), 1 the identity element and \(V\) a vector space of dimension at least two and with non-degenerate symmetric scalar product \((x, y)\). \(\mathfrak{J}\) can be considered as a subspace of the Clifford algebra \(C\) determined by \(V\), and the product in \(\mathfrak{J}\) can be written as \(x \circ y = xy + yx\), where \(xy\) is the product in \(C\). The vector space \(C\) can be identified with the vector space of the exterior algebra \(E\) over \(V\), with multiplication \(x \wedge y\), in such a way that \(xy = x \wedge y + (x, y)1\) for \(x, y\) in \(V\) (See [3]). Let now \(a = \alpha 1 + v, \alpha \in F\), \(v \in V\) be an element of \(\mathfrak{J}\). Clearly \(\mathbb{C}\mathfrak{S}((a)) = \mathbb{C}\mathfrak{S}((v))\), and \(\mathbb{C}\mathfrak{S}((a)) = \mathfrak{J}\) if \(v = 0\). Let now \(v \neq 0\); we have to show \(\mathbb{C}\mathfrak{S}((v)) = (v)\). Let \(w \in V\) and \(w \in \mathbb{C}\mathfrak{S}((v))\). As shown in § 1, \(vw = wv\), but \(vw = v \wedge w + (v, w)1\), so \(v \wedge w = w \wedge v = 0\), thus \(w\) is in \(v\). This proves \(\mathbb{C}\mathfrak{S}((v)) = (v)\) if \(v\) is not zero, and completes the proof of the theorem.

**Corollary 2.1.** If \(\mathfrak{J}\) is a central simple Jordan algebra of type \(B\) with enveloping associative algebra \(\mathfrak{A}\) and \(x\) is any element of \(\mathfrak{J}\), then the enveloping associative algebra of \(\mathbb{C}\mathfrak{S}((x))\) is \(\mathbb{C}\mathfrak{A}(x)\). The same statement does not hold if \(\mathfrak{J}\) is of type \(C\).
Proof. As usual, we assume the base field $F$ is algebraically closed, and consider first the case of a nilpotent element $x$. Then, in the notation of previous theorem, $C_\mathfrak{A}(x)$ can be identified with the associative algebra $\mathfrak{A}/\mathfrak{R}$, the subalgebra of $(F[\lambda])_\mathfrak{A}$ of matrices $(a)$ such that $(\delta)^{-1}(a)(\delta)$ is in $(F[\lambda])_\mathfrak{A}$, and $\mathfrak{R}$ the ideal of matrices of the form $(\alpha)(\delta)$, while $C_\mathfrak{A}(x)$ is the Jordan subalgebra $(H + \mathfrak{R})/\mathfrak{R}$ of $\mathfrak{A}/\mathfrak{R}$, $H$ denoting the matrices $(a)$ such that $(\delta)^{-1}(a)(\delta) = (\alpha)$. It is sufficient to prove that the enveloping algebra of $H$ in $(F[\lambda])_\mathfrak{A}$ contains every element of $\mathfrak{A}$. If $r > 1$, $H$ contains elements $\varphi e_{ij}$ and $\varphi e_{ij} + \delta_i \delta_j^* \varphi e_{ij}$ for $1 \leq i < j \leq r$ and any polynomial. Thus the enveloping algebra contains $e_{ij} (\varphi e_{ij} + \delta_i \delta_j^* \varphi e_{ij}) = \varphi e_{ij}$ for $i < j$ and also $\delta_i \delta_j^* \varphi e_{ij} = (\varphi e_{ij} + \delta_i \delta_j^* \varphi e_{ij}) e_{ij}$ as well as $\varphi e_{ij}$ for all $i$; however the elements $\varphi e_{ij}$, $i \leq j$, and $\delta_i \delta_j^* \varphi e_{ij}$, $i > j$, clearly are a basis for $\mathfrak{A}$. Note that if $r = 1$, then $C_\mathfrak{A}(x) = C_\mathfrak{A}(x)$). If now $x$ is not nilpotent, we write $x = \sum \lambda_i e_i + n$, $e_i$ idempotent and $n_i$ nilpotent as before, and set $\mathfrak{A}_i = e_i \mathfrak{A} e_i$, $\mathfrak{A}_n = e_n \mathfrak{A} e_i$. Then $C_\mathfrak{A}(x) = \sum_i C_\mathfrak{A}(e_i)$. $C_\mathfrak{A}(x) = \sum_i C_\mathfrak{A}(e_i)$, therefore the enveloping algebra of $C_\mathfrak{A}(x)$ is $C_\mathfrak{A}(x)$. If $\mathfrak{A}$ is of type C, and $A$ is a nilpotent $2n \times 2n$ symplectic-symmetric element of $\mathfrak{A}$ of index of nilpotency $n$, i.e. $r = 1$, $\delta_i = \lambda^n$, then it is easy to see that $C_\mathfrak{A}(x) = (x)$ and is a commutative associative algebra, whereas $C_\mathfrak{A}(x)$ is not commutative.

Theorem 2.2. Let $\mathfrak{A}$ be a central simple Jordan algebra, $n$ its degree and $n + (1/2)n(n - 1)s$ its dimension [thus $s = 1, 2, 4, 8$ if $n \geq 3$, $s = 1, 2, 4$ if $n > 3$, $s \geq 1$ if $n = 2$]. Let $x$ be an element of $\mathfrak{A}$ with invariant factor degrees $d_i \geq d_j \geq \cdots \geq d_r$, as defined before. Then $C_\mathfrak{A}(x)$ has dimension $\sum_{k=1}^r (sk + 1)d_{k+1}$. If $s = 8$, we assume characteristic $\neq 2$ or 3.

Proof. We may assume the base field is algebraically closed.

(a) Let $\mathfrak{A}$ be of type A: this is the theorem of Frobenius and follows from Th. 2.1, part C). Here $s = 2$.

(b) $\mathfrak{A}$ of type B. First let $x$ be nilpotent. We merely have to calculate the dimension of the space of matrices $(\beta)$ with $(\delta)^{-1}(\beta)(\delta) = (\beta)$ and subtract the dimension of the $(\beta)$ of the form $(\alpha)(\delta)$, i.e. reduce $\beta_{ij} \bmod \delta_i$. Clearly $(\beta)$ is determined by the elements $\beta_{ij}$ with $i \leq j$ and $\beta_{ij}$ of degree $\leq d_j$, thus the dimension is $d_i + 2d_j + \cdots + rd_r$, and here $s = 1$. If $x$ is not nilpotent, $x = \sum \lambda_i e_i + n$, and $C_\mathfrak{A}(x)$ is a direct sum of the algebras $C_\mathfrak{A}(n))$, $\mathfrak{A} = \mathfrak{A}(e_i)$ and $n = n_i$. The $\mathfrak{A}(e_i)$ are again algebras of all symmetric matrices (of degree $\geq 1$), and the invariant factor degree $d_k$ of $x$ is the sum of the $d_k(n_i)$ of $x$. Thus the formula holds also for $x$.

(c) Type C. Again we need only consider nilpotent elements, and
the calculation of the dimension is like that for symmetric matrices, using Th. 2.1 b and its proof.

(d) $\mathfrak{g}$ of type $D$. Let $x = \alpha 1 + v, \; v \in V$, using the notation of the proof of Cor. 2.1. If the minimum polynomial $\delta$ has degree one, then $v = 0, \; d_1 = d_2 = 1$, and $C_3((x)) = \mathfrak{g}$. Here $2 + s = \text{dimension of } \mathfrak{g}$, so $\sum_{k=0}^{n} (sk+1)d_{k+1} = d_1 + (s+1)d_2 = s + 2$. Let now the minimum polynomial have degree two, then $d_1 = 2, \; d_2 = 0$, and $v$ is not zero, so $C_3((x)) = (x)$ has dimension $2 = \sum_{k=0}^{n} (sk+1)d_{k+1}$.

(e) $\mathfrak{g}$ the exceptional algebra, type $E$. We use the previously mentioned result of Professor Jacobson that if $x$ is a nilpotent element of $\mathfrak{g}$, with $x^n = 0, \; x^{n-1} \neq 0$, then $(x)$ can be imbedded in a direct sum of algebras $H^{(i)}$ of all $n_i \times n_i$ symmetric matrices with $n = n_1 \geq n_2 \geq \cdots \geq n_r$. The identity element of $\mathfrak{g}$ is in $(x)$ and $\mathfrak{g}$ has degree 3, so $r$ is at most 3, and $x$ satisfies a cubic polynomial over the center $F$. Thus we have only a small number of cases to consider. Let the cubic polynomial be $(\lambda - \alpha_1)(\lambda - \alpha_2)(\lambda - \alpha_3), \; \alpha_i \in F$.

(1) The $\alpha_i$ are all equal, say to $\alpha_1$. Since $C_3((x - \alpha_1 1)) = C_3((x))$, we may replace $x$ by $x - \alpha_1 1$, and thus have $x$ nilpotent.

(i) Let $x^3 = 0, \; x^2 \neq 0$. Since no element of a $2 \times 2$ or $1 \times 1$ matrix algebra can satisfy this condition, $H^{(i)}$ must be of degree 3, and $H^{(i)} = 0$ for $i > 1$. Then $H^{(i)}$ contains primitive orthogonal idempotents $e_i$ with sum 1, and elements $u_{i2}, \; u_{i3}, \; u_{32}$ with $u_{i2} \circ u_{i3} = 4(e_i + e_j), \; u_{i3} \circ u_{j2} = u_{ik}$ for $i, j, k$ distinct, and $e_i \circ u_{i3} = (1/2)u_{i3}$. By Theorem 9.1 of [9], $\mathfrak{g}$ can be represented as $H(C_3)$ with these elements as matrix units and involution $\sum c_{ij}e_{ij} \to \sum c_{ij}e_{ij} \; (c_{ij} = 2e_i + e_{ij} + e_{ji} = u_{ij})$. The element $x$ is represented by a matrix $N$ with elements in $F$. Since $N^3 = 0, \; N^2 \neq 0$, and $N$ is a $3 \times 3$ symmetric matrix, it follows from the remarks after Lemma 2.1 that there is an orthogonal matrix $T$ with elements in $F$ such that $TNT^{-1} = M$,

$$M = \begin{pmatrix} 0 & 0 & 1 \\ 0 & 0 & \alpha \\ 1 & \alpha & 0 \end{pmatrix} \; \alpha \in F \; \text{and} \; \alpha^2 = -1$$

since also $M^3 = 0, \; M^2 \neq 0$. The matrix $T$ is in the nucleus of $C_3$ (i.e. associates with all elements), and so $X \to TXT^{-1} = X^4$ is an automorphism $A$ of $H(C_3)$. Using the matrix units $e_i^*, u_{ij}^*$, by Th. 9.1 of [9] we may represent $\mathfrak{g}$ as $H(C_3)$ with involution the ordinary conjugate transpose operation with $x$ being represented by $M$. Since $M$ has coefficients in the center of $C$, by Proposition 1.3b, $C_3((M))$ is just the set of matrices commuting with $M$: these turn out to be all matrices
of the form
\[ X = r_1 e_{11} + r_2 e_{22} + r_3 e_{33} + x_3 e_{12} + \bar{x}_3 e_{21} + y_1 e_{13} + \bar{y}_1 e_{31} + z_1 e_{23} + \bar{z}_1 e_{32} \]
such that the \( r_i \) are in \( F \), \( x_{12} = x_{i2} \), \( y_{13} = y_{31} \), \( z_{12} = z_{13} \), and \( \alpha x_{22} = \gamma \).

Thus the \( x_1, y_1, z_1 \) are in \( F \), and \( X = (r_1 + \alpha x_{22}) I + \alpha z M + y_1 M^t \). Hence \( \mathbb{C}_3((x)) = (x) \). Also, \( d_1 = 3, d_2 = d_3 = 0 \) and \( \sum (8k + 1)d_{k+1} = 3 = \text{dimension of } (x) \).

(ii) \( x^2 = 0 \) : then \( H^{(1)} \) is of degree two, so \( H^{(1)} \) must be of degree one and equal to \( F e \), \( e \) a primitive idempotent. We note for future reference that \( H^{(1)} \oplus H^{(2)} \) is contained in \( \mathfrak{g}(1) + \mathfrak{g}(0) = \{ a \text{ in } \mathfrak{g} \text{ such that } e \circ a = a \text{ or } e \circ a = 0 \} \) and so \( e \) is in \( \mathbb{C}_3((x)) \). \( H^{(1)} \) contains primitive orthogonal idempotents \( e, e_2 \) and an element \( u_{12} \) with \( u_{12} \circ u_{12} = 4(e_1 + e_3) \). Write \( e_3 \) for \( e_3 \), then there are elements \( v_{13}, w_{23} \) in \( \mathfrak{z} \) such that \( v_{13} \circ v_{13} = 4(e_1 + e_3), w_{23} \circ w_{23} = 4(e_2 + e_3), u_{12} \circ v_{13} = w_{23}, u_{12} \circ w_{23} = v_{13}, \) and \( v_{13} \circ w_{23} = u_{12} \) (this can be seen, for instance, by writing \( \mathfrak{z} \) as \( H(C_3) \) with \( 2e_i = e_i \), so that \( u_{12} = ce_{12} + \bar{c} e_{21} \) where \( c \bar{c} = 1 \) in \( C \), and setting \( v_{13} = ce_{13} + \bar{c} e_{31}, w_{23} = e_{33} + e_{32} \)). As before we can write \( \mathfrak{g} \) as \( H(C_3) \) using the \( e_i, u_{12}, v_{13}, w_{23} \) as matrix units : then \( x \) is a linear combination of \( e_1, e_2, u_{12}, \) and \( e_3 \) and so is represented by a matrix with elements in \( F \). Since \( x^3 = 0 \), the coefficient of \( e_3 \) must be zero, and as before the \( 2 \times 2 \) symmetric matrix \( \gamma_1 e_1 + \gamma_2 e_2 + \gamma_3(e_{12} + e_{21}) \), \( \gamma_i \) in \( F \), may be transformed to the form \( \alpha (e_1 - e_3) + e_{12} + e_{21} \) by a \( 2 \times 2 \) orthogonal matrix \( T \) with coefficients in \( F \). Then the \( 3 \times 3 \) orthogonal matrix \( T = \begin{pmatrix} 1 & \alpha & 0 \\ 0 & 1 & \alpha \\ 0 & 0 & 1 \end{pmatrix} \) induces an automorphism of \( H(C_3) \), taking \( x \) into
\[ N = \begin{pmatrix} \alpha & 1 & 0 \\ 1 & -\alpha & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad \alpha^2 = -1. \]

Again we have only to find the matrices commuting with \( N \), which turn out to have the form
\[ \begin{pmatrix} \beta_1 & (1/2)\alpha(\beta_3 - \beta_1) & \alpha z_3 \\ (1/2)\alpha(\beta_3 - \beta_1) & \beta_3 & z_3 \\ \alpha \bar{z}_3 & \bar{z}_3 & \bar{\beta}_3 \end{pmatrix}, \quad \beta_i \text{ in } F, z_3 \text{ in } C. \]

Thus the dimension of \( \mathbb{C}_3((x)) \) is \( 3 \cdot \dim F + \dim C = 11 \); also \( d_2 = 2, d_1 = 1, d_3 = 0 \) so \( \sum (8k + 1)d_{k+1} = 2 + 9 = 11 \).

(2) The cubic polynomial of \( x \) has two distinct roots. Then \( (x) \) contains two orthogonal idempotents \( e, f \) with sum 1, which we may write as \( e = e_3, f = e_1 + e_2 \), where the \( e_i \) are orthogonal primitive
idempotents in \( \mathfrak{Z} \). Then \( x = \gamma_1 f + n + \gamma_3 e \), where \( n \) is nilpotent, in fact \( n^2 = 0 \), \( e \circ n = 0 \), \( f \circ n = n \), and \( e, f, n \) are all in \( (x) \). Note that \( (x) \subseteq J_e(0) + J_e(1) \) and \( e \) is in \( \mathcal{C}_3((x)) \). Suppose first that \( n = 0 \). Then \( \mathcal{C}_3((x)) = \mathcal{C}_3(e) = \mathcal{C}_3(f) = \mathfrak{Z}_e(0) + \mathfrak{Z}_e(1) \) and has dimension 11, while \( d_0 = 2 \), \( d_2 = 1 \) and \( \sum (8k + 1)d_{k+1} = 11 \). Now suppose \( n \neq 0 \), and let \( \beta \) be in \( \mathcal{C}_3((x)) \). Since \( \beta \circ\text{-commutes} \) with \( e \), \( \beta = \beta_0 + \psi_0 \) in \( \mathfrak{Z}_e(0) \). Since \( \mathfrak{Z}_e(0) \) is an algebra, \( \beta_0 \circ\text{-commutes} \) with \( n \) in \( \mathfrak{Z}_e(0) \)—a simple algebra of degree two; thus by part (d) of this theorem, \( \beta_0 \) is a linear combination of \( f \) and \( n \) since \( n \) is not in the center of \( \mathfrak{Z}_e(0) \). Also, \( \psi_0 \) is a scalar multiple of \( e \) since \( \mathfrak{Z}_e(1) = e^2 \) thus \( \psi_0 = \psi_1 \) belongs to \( \mathcal{C}_3((x)) = (x) \) and has dimension 3. \( d_1 = 3 \), \( d_2 = 0 \) and \( \sum (8k + 1)d_{k+1} = 3 \).

(3) The cubic polynomial has 3 distinct roots. Then \( (x) = Fe_1 + Fe_2 + Fe_3 \), mutually orthogonal, and \( \mathcal{C}_3((x)) \), being the intersection of the \( \mathfrak{Z}_e(0) + \mathfrak{Z}_e(1) \) for \( e = e_1, e_2, e_3 \) respectively, equals \( (x) \). Here \( d_0 = 3 \), \( d_2 = 0 \), and \( \sum (8k + 1)d_{k+1} = 3 = \dim \mathcal{C}_3((x)) \). Incidentally, we also note that for each \( x \) in \( \mathfrak{Z} \) there is a representation of \( \mathfrak{Z} \) as \( \mathcal{C}_3(C_n) \) such that the matrices of \( \mathcal{C}_3((x)) \) are just those commuting with the matrices of \( (x) \).

COROLLARY 2.2. Let \( \mathfrak{Z} \) be a central simple Jordan algebra of degree \( n \), \( n \geq 1 \), \( x \) an element of \( \mathfrak{Z} \). Then the minimum polynomial of \( x \) in \( \mathfrak{Z} \) has degree at most \( n \), and equals \( n \) if and only if \( \mathcal{C}_3((x)) = (x) \). Elements \( x \) with minimum polynomial of degree \( n \) always exist.

Note. such elements with minimum polynomial of degree equal to the degree of the algebra are a natural generalization of non-derogatory \( n \times n \) matrices in the Jordan algebra \( (F_n) \).

Proof of the Corollary. Since the dimension of \( (x) \) is \( d_1 \), the degree of the minimum polynomial of \( x \), and \( (x) \) is always contained in \( \mathcal{C}_3((x)) \), we see that \( \sum_{k=0}^{d_1-1}(sk + 1)d_{k+1} = d_1 \) if and only if \( d_1 = \cdots = d_r = 0 \). But since \( d_1 + \cdots + d_r = n \), this means \( d_1 = n \). If the base field is algebraically closed, hence infinite, and \( e_1, \cdots, e_n \) are primitive orthogonal idempotents with sum 1, then \( x = \alpha_1 e_1 + \cdots + \alpha_n e_n \) is of degree \( n \) if the \( \alpha_i \) are distinct. Since the degree of the minimum polynomial is unaffected by field extension, there must exist elements with \( d_1 = n \) in a central simple \( \mathfrak{Z} \) over any base field.

We next consider the double centralizer \( \mathcal{C}_3(\mathcal{C}_3(x)) \), and prove that it is always equal to \( (x) \): a known theorem for \( \mathfrak{Z} \) the algebra of all \( n \times n \) matrices over a field. We can also prove this for \( \mathfrak{Z} \) a Jordan algebra analogous to a finite dimensional Jordan algebra of type A, B, or C but obtained from a simple ring with minimum condition instead of a simple algebra.
THEOREM 2.3. Let \( \mathfrak{A} \) be an involutorial simple ring with minimum condition, \( F \) the set of self-adjoint elements of the center of \( \mathfrak{A} \), and \( \mathfrak{Z} \) the set of self-adjoint elements of \( \mathfrak{A} \), regarded as a Jordan algebra over \( F \). Let \( x \) be an algebraic element of \( \mathfrak{Z} \), i.e. \( (x) \) is finite dimensional over \( F \). Then \( \mathfrak{C}_\mathfrak{Z}(\mathfrak{C}_\mathfrak{Z}(x))) = (x) \).

Proof. We can also consider \( \mathfrak{A} \) as an algebra over \( F \), and if \( K \) is a finite extension field of \( F \) containing the eigenvalues of \( x \), form \( \mathfrak{A} \otimes F K \), noting that the involution in \( \mathfrak{A} \) can be extended to \( \mathfrak{A} \otimes K \) by letting it be the identity on \( K = 1 \otimes K \) and that \( \mathfrak{Z} \otimes K \) is then the set of self-adjoint elements of \( \mathfrak{A} \otimes K \). We then need only prove that if \( x \) is an algebraic element of \( \mathfrak{Z} \otimes K \) with eigenvalues in \( K \), then \( (x) \) is its own double centralizer.

Case 1. Let \( E \), the center of \( \mathfrak{A} \), equal \( F \). Then \( \mathfrak{A} \otimes K \) is again an involutorial simple ring with minimum condition so that we may as well assume \( F \) already contained the eigenvalues of \( x \). We may represent \( \mathfrak{A} \) as the algebra (over \( F \)) of all linear transformations on a finite dimensional vector space \( V \), over an involutorial division ring \( D \) with center \( F \), with a non-degenerate scalar product which either is hermitian or else is symplectic and \( D = F \).

(a) Hermitian scalar product. We use the following lemma:

**Lemma 2.3.** Let \( V \) be a vector space of dimension \( n \geq 1 \) with non-degenerate hermitian scalar product over a division ring \( D \). Let \( F \) be the subfield of self-adjoint elements of \( D \), \( \mathfrak{Z} \) the Jordan algebra, over \( F \), of self-adjoint linear transformations in \( D \). Let \( A \) be an element of \( \mathfrak{Z} \) such that \( A^n = 0, A^{n-1} \neq 0 \) (set \( A^0 = 1 \)). Then \( \mathfrak{C}_\mathfrak{Z}(\mathfrak{C}_\mathfrak{Z}(A))) = (A) \).

Proof. First consider the case \( n = 1 \), that is \( V = D \) (as left \( D \) space). Then \( (A) = F \), \( \mathfrak{C}_\mathfrak{Z}(A)) = \mathfrak{Z} \). Now it is known that either \( \mathfrak{Z} \) generates \( D \) or else \( \mathfrak{Z} = F \) ([7], p. 187). In either case, \( \mathfrak{C}_\mathfrak{Z}(\mathfrak{Z}) = \mathfrak{C}_\mathfrak{Z}(\mathfrak{C}_\mathfrak{Z}(A))) = (A) = center of \mathfrak{Z} = F \). Let now \( n > 1 \). By Lemma 2.1 we can find a basis for \( V \) of the form \( (v, vA, \ldots, vA^{n-1}) \) such that \( (vA^i, vA^j) = \lambda_{ij} \) for \( i + j = n - 1 \), and \( (vA^i, vA^j) = 0 \) otherwise. Let \( B \) be a self-adjoint linear transformation commuting with \( \mathfrak{A} \), and let \( vB = \beta_0 v + \beta_1 vA + \cdots + \beta_{n-1} vA^{n-1}, \beta_i \) in \( D \). Then

\[
(vB, vA^{n-1-i}) = \beta_i (vA^i, vA^{n-1-i}) = \beta_i \lambda
\]

\[
(v, vA^{n-1-i}B) = (v, \beta_i vA^{n-1}) = \lambda \beta_i
\]

for all \( i \), and conversely, any linear transformation \( B \) commuting with \( A \) such that the \( \beta_i \) satisfy \( \beta_i \lambda = \lambda \beta_i \) is self-adjoint, \( (i = 0, 1, \cdots, n-1) \). For \( \gamma \) in \( D \), let \( \gamma^* = \lambda \gamma' \lambda^{-1} \). Then \( \gamma \rightarrow \gamma^* \) is an involution in \( D \), and \( \beta_i^* \)
The self-adjoint elements of this new involution either generate $D$ or else lie in the center of $D$. First suppose they lie in the center of $D$: then $\beta_i^* = \beta_i = \beta_i$ so the $\beta_i$ are in $F$, and $B$ is in $(A)$, $(B = \beta_1 A + \cdots + \beta_{n-1} A^{n-1})$ i.e. $C_3((A)) = (A)$ so $C_3(\mathbb{C}_3((A))) = C_3((A)) = (A)$. Next suppose that the self-adjoint elements of $*$ generate $D$, and let $M$ be in $C_3(\mathbb{C}_3((A)))$. Since $A$ is in $C_3((A))$, $M$ commutes with $A$ and so $vM = \mu_0 v + \cdots + \mu_n v A^{n-1}$. Also $M$ commutes with the linear transformation $B(\beta) : \rho v A^i \rightarrow \rho \beta v A^i$ $(i = 1, n - 1, \text{in } D)$ for every $\beta$ such that $\beta = \beta^*$. Thus $vB_\beta M = \beta \mu_0 v + \cdots + \beta \mu_n v A^{n-1} = vMB_\beta = \mu_0 v + \cdots + \mu_n v A^{n-1}$ so that the $\mu_i$ commute with all such $\beta$, and since the latter generate $D$, every $\mu_i$ is in the center of $D$, so $\mu_i^* = \mu_i = \mu_i$ and the $\mu_i$ are in $F$. Thus $B$ is in $(A)$. This completes the proof of the lemma.

Let now $A$ be an algebraic element of $\mathfrak{F}$ with eigenvalues in $F$: thus $A = \sum \lambda_i E_i + N_i$ with $\lambda_i$ distinct, in $F$, and $N_i$ nilpotent, $E_i, N_i$ being in $(A)$. First let the degree of the minimum polynomial of $A$ on $V$ equal the dimension of $V$. Then $V$ is a direct sum of the non-isotropic mutually orthogonal subspaces $V_i = V E_i$ and the index of nilpotency of $N_i = E_i N_i$ equals the dimension of $V_i$. Since the $E_i$ are in $(A)$ and so in $C_3(\mathbb{C}_3((A)))$, every element of $C_3(\mathbb{C}_3((A)))$ maps each $V_i$ into itself, commutes with $N_i$ on $V_i$, and is self-adjoint on $V_i$. By the lemma the induced transformation on $V_i$ is a polynomial $\varphi_i(A)$ with coefficients in $F$. Since the minimum polynomials of $A$ in $F$ equals the dimension of $V$, there is a polynomial $\varphi(x)$ such that $\varphi(A) E_i = \varphi_i(A) E_i$, that is $\varphi(A)$ induces $\varphi_i(A)$ on $V_i$. Thus every element of $C_3(\mathbb{C}_3((A)))$ is a polynomial in $A$. Finally, consider the general case. Then $V$ is a direct sum of cyclic mutually orthogonal subspaces $W_i$ such that $W_{i+1}$ is a homomorphic image of $W_i$ as $A$-space and the minimum polynomial of $A$ on $W_i$ has degree equal to the dimension of $W_i$. Since the orthogonal projections of $V$ on $W_i$ are self-adjoint and in $C_3((A))$, every element $C$ of $C_3(\mathbb{C}_3((A)))$ maps each $W_i$ on itself. Let $S_i$ be a self-adjoint linear transformation of $W_i$ into itself which commutes with $A$ on $W_i$. $S_i$ can be extended to $V$ by letting it act as zero on the $W_j$ with $j \neq i$, and will then belong to $C_3((A))$. Thus $C$ commutes with $S_i$, and so on each $W_i$, $C$ is equal to a polynomial $\varphi_i(A)$. Finally, we must show that all the $\varphi_i(A)$ may be assumed equal. Let $x_i$ be a cyclic generator of $W_i$, and $x_i$ its image under an $A$-homomorphism of $W_i$ onto $W_i$. Then $x_i$ is a cyclic generator of $W_i$. Denote by $T$ the mapping of $W_1$ on $W_2$ with $x_1 T = x_2$, and define $T = 0$ on $W_i$ for $i \geq 2$. Let $T'$ be the adjoint of $T$. Since $(W_j T, W_i) = 0$, $(W_j, W_i T') = 0$ for all $j$, so $W_i T' = 0$. Let $S = T + T'$, then $S = T$ on $W_i$, $S$ is self-adjoint and since $T A = A T$, also $T' A = A T'$ and $S A = A S$. Thus $S$ is in $C_3((A))$, $S C = C S$, and $x_i S = x_2$. For all $i$, $x_i C = x_i \varphi_i(A)$. Since $x_i = x_i S, x_i \varphi_i(A) = x_i C = x_i SC = x_1 CS = x_i \varphi_i(A) S = x_2 S \varphi_i(A) = x_2 \varphi_i(A)$. Thus $\varphi_i(A) = \varphi_i(A)$ on $W_i$, and in the same way
\[ \phi_i(A) = \phi_i(A) \] on \( W_i \) for all \( i \). Thus \( C = \phi_i(A) \) on \( V \).

(b) Skew-symmetric scalar product: We now write \( A \) for the element \( x \) of \( \mathfrak{g} \). By Lemma 2.2, we can write \( V \) as a direct sum of cyclic totally isotropic spaces \( W_i, W'_i \) such that \( W_i + W'_i \) is non-isotropic and orthogonal to \( W_j + W'_j \) for \( i \neq j \). \( W_i \) is isomorphic to \( W'_i \), and \( W_{i+1} \) is a homomorphic image of \( W_i \) as \( (A) \) modules. Let \( V_i = W_i + W'_i \) and \( A_i \) the restriction of \( A \) to \( V_i \). Let \( \mathfrak{g}_i \) be the algebra of self-adjoint linear transformations on \( V_i \); by Corollary 2.2, \( \mathbb{C}_3((A_i)) = (A_i) \), since the degree of \( \mathfrak{g}_i \) equals the dimension of \( W_i \). Let \( E_i \) be the self-adjoint projection on \( V_i \), and let \( C \) be in \( \mathbb{C}_3((A_i)) \); then \( C \) commutes with the \( E_i \) and maps \( V_i \) on itself, inducing \( C \) on \( V_i \). Since \( C \) is in \( \mathbb{C}_3((A_i)) \), \( C \) is a polynomial \( \phi_i(A) \). To show the \( \phi_i \) are all equal, we choose cyclic generators \( x_i, x'_i \) of \( W_i, W'_i \) and define a linear transformation \( T \) by:

\[ TA = AT, \quad x_iT = x_{i+1}, \quad x'_iT = x'_{i+1}, \quad \text{and } T \text{ is zero on } V_j \text{ for } j \neq i. \]

As in the symmetric case, the adjoint \( T' \) of \( T \) is zero on \( V_i \), so if we set \( S = T + T' \), then \( x_iS = x_{i+1}, x'_iS = x'_{i+1} \) and \( S \) is in \( \mathbb{C}_3((A)) \). Then

\[ x_iSC = x_{i+1}C = x_{i+1}\phi_{i+1}(A) = x_iCS = x_{i+1}\phi_i(A), \]

and similarly, \( x'_{i+1}\phi_{i+1}(A) = x'_{i+1}\phi_i(A) \). Thus \( C = \phi(A) = \phi_i(A) \) on all of \( V \). This completes the proof of Case 1.

Case 2. \( E \), the center of \( \mathfrak{g} \), is a quadratic extension of \( F \). Just as in the case of finite dimensional algebras, the ring \( \mathfrak{g} \otimes_F E \) is a direct sum of two copies \( \mathfrak{g}, \mathfrak{g}_1 \) of \( \mathfrak{g} \) and if we extend the involution of \( \mathfrak{g} \) to \( \mathfrak{g} \otimes_F E \) by letting it be the identity on \( 1 \otimes E \) (i.e. if \( a \rightarrow a' \) is the involution in \( \mathfrak{g} \), we set \( (a \otimes e)' = a' \otimes e \) for \( e \) in \( E \)) then the involution maps \( \mathfrak{g}_1 \) on \( \mathfrak{g}_1 \), \( \mathfrak{g}_1 \) on \( \mathfrak{g}_1 \). Thus the Jordan algebra \( \mathfrak{g} \otimes_F E \) of self-adjoint elements of \( \mathfrak{g} \otimes_F E \) is isomorphic to the set of elements \( a_\perp a'_\perp \) of \( \mathfrak{g}_1 \otimes \mathfrak{g}_1 \), where \( a_\perp \) is in \( \mathfrak{g}_1 \) and \( a'_\perp \) the image of \( a_\perp \) under the involution; as \( \mathfrak{g}_1 \) is isomorphic to \( \mathfrak{g} \), \( \mathfrak{g} \otimes_F E \) is also isomorphic to \( \mathfrak{g} \), (i.e. \( \mathfrak{g} \) with the Jordan product). In \( \mathfrak{g}_1 \), the set of elements \( \sigma \)-commuting with an element \( x \) is just the set of elements commuting with it in the ordinary multiplication, and the double centralizer of \( (x) \) for an algebraic element \( x \) (over the base field \( E \)) is \( (x) \): the usual proof for matrices over a field goes over for a division ring, since we can quickly reduce it to the case of a cyclic nilpotent matrix \( x \) and note that for such an \( x \), every matrix commuting with it is a polynomial in \( x \) and 1 with coefficients in the division ring, and every matrix commuting with these is a polynomial in \( x \) with coefficients in the center \( E \) of the division ring. This completes the proof.

**Theorem 2.4.** Let \( \mathfrak{g} \) be a central simple Jordan algebra and \( x \) an element of \( \mathfrak{g} \). Then \( \mathbb{C}_3(\mathbb{C}_3((x))) = (x) \). If \( \mathfrak{g} \) is exceptional we assume the characteristic is not 2 or 3.
Proof. Theorem 2.3 covers algebras of types $A, B, C$. Let $\mathcal{A}$ be of type $D$; then, by Th. 2.1 d, if $x$ is not in the center of $\mathcal{A}$ then $\mathcal{A}(x) = (x)$ so $\mathcal{A}(\mathcal{A}(x)) = \mathcal{A}(x) = (x)$, whereas if $x$ is in the center of $\mathcal{A}$, then $\mathcal{A}(x) = \mathcal{A}$, and $\mathcal{A}(\mathcal{A}(x)) = \text{Center of } \mathcal{A} = (x)$.

It remains to consider the exceptional Jordan algebra $\mathcal{X}$ over an algebraically closed field $F$. If the minimum polynomial of $x$ is of degree three, then by Corollary 2.2, $\mathcal{A}(x) = (x)$ so $\mathcal{A}(\mathcal{A}(x)) = (x)$ also. If the minimum polynomial is of degree one, then $(x) = \text{Center of } \mathcal{A}$, so $\mathcal{A}(\mathcal{A}(x)) = (x)$. Finally, let the minimum polynomial be of degree two: then there are two cases—minimum polynomial has one root or distinct roots.

Let the minimum polynomial of $x$ be $(x - \gamma 1)^2$. Replacing $x$ by $x - \gamma 1$ does not change $(x)$, and so we may assume $x^2 = 0, x \neq 0$. In the proof of Theorem 2.2, we showed that there is a representation of $\mathcal{X}$ as $H(C_3)$ such that $x$ is represented by the matrix $\alpha(e_1 - e_2) + e_3 + e_4$, where $\alpha$ is in $F$ and $\alpha^2 = -1$, and so the elements of $H(C_3)$ o-commuting with $x$ are exactly the matrices commuting with the matrix of $x$. We also showed that $e_3 = (1/2)e_3$ is in $\mathcal{A}(x))$. Let $y$ be in $\mathcal{A}(\mathcal{A}(x))$: then $y$ o-commutes with $e_3$ and $y$ is also in $\mathcal{A}(x))$ so that its matrix is as in the proof of Theorem 2.2, and the element $z_3$ is zero since $y$ o-commutes with $e_3$. Thus $y$ also belongs to the simple subalgebra $\mathfrak{K}$ of $H(C_3)$ of elements with coefficients in $F$. Since $y$ o-commutes on $\mathcal{X}$ with every element of $\mathcal{A}(x))$ and since $\mathcal{A}(\mathcal{A}(x)) \subseteq \mathcal{A}(x))$ (each consists of the matrices, in $\mathfrak{K}$ or $\mathcal{X}$ respectively, commuting with $x$), $y$ o-commutes on $\mathcal{X}$ with every element of $\mathcal{A}(x))$, and in particular $y$ o-commutes on $\mathfrak{K}$ with every element of $\mathcal{A}(x))$. As $y$ is in $\mathfrak{K}$, we have shown that $y$ is in $\mathcal{A}(\mathcal{A}(x))$, that is, that $\mathcal{A}(\mathcal{A}(x)) \subseteq \mathcal{A}(\mathcal{A}(x))$. But $\mathfrak{K} = H(F_3)$ is a simple Jordan algebra of degree three and type $B$, and we have already proved for such algebras that $\mathcal{A}(\mathcal{A}(x)) = (x)$. Thus also $\mathcal{A}(\mathcal{A}(x)) = (x)$.

The only case left is that of a minimum polynomial of degree two and distinct roots. Here $x = \alpha e + \beta(1 - e)$, $e$ a primitive idempotent and $\alpha \neq \beta$. Clearly $(x) = (e)$, so we may assume $x = e$. $\mathcal{A}(x)) = \mathcal{A}(e)) = \mathcal{A}(0) + \mathcal{A}(1)$. Let $y$ be in $\mathcal{A}(\mathcal{A}(e)).$ Then, since $y$ is in $\mathcal{A}(e)$, $y$ is in $\mathcal{A}(0) + \mathcal{A}(1)$ and $y$ o-commutes on $\mathcal{X}$, and therefore on $\mathcal{A}(0) + \mathcal{A}(1)$ also, with every element of $\mathcal{A}(0) + \mathcal{A}(1)$. Thus $y$ is in the center of this algebra which is the sum of the centers of $\mathcal{A}(0)$ and $\mathcal{A}(1)$, central simple algebras with respective identities $1 - e$ and $e$. Thus $y = \gamma(1 - e) + \delta e$ belongs to $(e)$, and $\mathcal{A}(\mathcal{A}(x)) = (x)$. This completes the proof.

Section 3. Centralizers of Simple Algebras. In this section we study the centralizer and double centralizer of a simple subalgebra in a central
simple Jordan algebra. We are also able to study the centralizer theory in certain infinite dimensional Jordan algebras, namely the algebras of all self-adjoint linear transformations on a self-dual vector space which may be infinite dimensional, such as a Hilbert space. The method is much simpler than that of the last section: we use the enveloping associative algebra and the known centralizer theory of simple associative algebras (see [7] and [15]).

We shall prove analogues of the following theorems on associative algebras ([15]): Let \( M, N \) be left and right vector spaces, respectively, over a division ring \( D \), dually paired by an inner product \((x, y)\) (i.e. if \((x, z) = 0\) for all \( z \) in \( N \), then \( x = 0 \), and similarly \((u, y) = 0\) for all \( u \) in \( M \) implies \( y = 0 \)). Denote by \( \mathcal{A} = L(M, N) \) the ring of all linear transformations on \( M \) having adjoints on \( N \), regarded as an algebra over its center. \((M = N, \text{ that is, } M \text{ is self-dual, if and only if } \mathcal{A} \text{ has an involution} ([6]). \) The involution can be assumed to be the adjoint map.) Let \( \mathcal{B} \) be a simple subalgebra of \( \mathcal{A} \) containing the identity element. Then:

1. \( C_{\mathcal{B}}(\mathcal{B}) \) is also isomorphic to a ring \( L(V, W) \) for a pair of dual spaces \( V \) and \( W \). If \( \mathcal{A} \) is a simple finite dimensional algebra then so is \( C_{\mathcal{B}}(\mathcal{B}) \).
2. \( C_{\mathcal{B}}(C_{\mathcal{B}}(\mathcal{B})) = \mathcal{B} \).

Actually we will also generalize the above associative theorems from rings \( L(M, N) \) to the more general primitive rings with minimal ideals, and obtain a corresponding generalization for Jordan algebras. In what follows the term "simple algebra" will be used only for finite-dimensional algebras.

**Theorem 3.1.** Let \( \mathfrak{J} \) be a special central simple Jordan algebra, \( \mathfrak{A} \) a semi-simple subalgebra containing the identity of \( \mathfrak{J} \). Then \( C_{\mathfrak{A}}(\mathfrak{A}) \) is semi-simple. The same result holds for \( \mathfrak{J} \) an exceptional algebra provided \( \mathfrak{A} \) is separable.

**Proof.** If \( \mathfrak{J} \) is of degree one then \( \mathfrak{A} = \mathfrak{J} \) and \( C_{\mathfrak{A}}(\mathfrak{A}) = \mathfrak{J} = \mathfrak{A} \). Next let \( \mathfrak{J} \) be of degree two. Then \( \mathfrak{J} = F \cdot 1 + V \), \( V \) a vector space with symmetric scalar product. Since \( F \cdot 1 \) is in \( \mathfrak{A} \), \( \mathfrak{A} = F \cdot 1 + \mathfrak{A} \cap V \). If \( \mathfrak{A} \cap V \) is one-dimensional, then \( C_{\mathfrak{A}}(\mathfrak{A}) = \mathfrak{A} \); if \( \mathfrak{A} \cap V \) has dimension greater than one, then \( C_{\mathfrak{A}}(\mathfrak{A}) = F \cdot 1 \), and if \( \mathfrak{A} \cap V = (0) \) then \( C_{\mathfrak{A}}(\mathfrak{A}) = \mathfrak{J} \); these statements follow immediately from Theorem 2.1d. Thus \( C_{\mathfrak{A}}(\mathfrak{A}) \) is semi-simple.

Finally, let \( \mathfrak{J} \) have degree three or more, and be special. If \( \mathfrak{J} \) is of type \( A_n \), i.e. isomorphic to \( \mathfrak{A} \), for a central simple associative algebra \( \mathfrak{A} \), and \( \mathfrak{A} \) has enveloping associative algebra \( \mathcal{B} \) in \( \mathfrak{A} \), then \( C_{\mathfrak{A}}(\mathfrak{A}) = C_{\mathfrak{B}}(\mathfrak{B}) \). But \( \mathcal{B} \) is a semi-simple associative algebra, therefore \( C_{\mathfrak{B}}(\mathfrak{B}) \) is also semi-
simple, and so $G(B)$ is a semi-simple Jordan algebra. The only remaining possibility is that $J = H(A)$, $A$ a simple involutorial algebra. Let $B$ be the enveloping algebra of $A$. Then $G(B) = G(A) \cap J =$ set of self-adjoint elements of $G(A)$. But $B$ and $G(A)$ are semi-simple, and $G(A)$ is a self-adjoint subalgebra of $A$ since $B$ is self-adjoint. Therefore the set of self-adjoint elements of $G(A)$ is a semi-simple Jordan algebra: $G(A)$ is a direct sum of simple ideals which are either self-adjoint or interchanged in pairs by the involution, their self-adjoint elements are simple Jordan algebras of types $A, B, C$ or type $A_2$, respectively. This completes the proof for special algebras $J$. The exceptional algebra case was proved at the end of Section 1.

As we saw in the above proof, if $J$ is of type $A_2$, i.e. $J = \mathbb{A}$, $\mathbb{A}$ a central simple associative algebra, and $\mathbb{A}$ is a simple subalgebra of $J$ with enveloping algebra $B$, then $G(A) = G(B)$; also, if $J$ is central simple and $\mathbb{A}$ contains the identity, then $G(A) = B$, so that $G(A) = B$. Thus $G(G(A)) = B$ if and only if $B = B$, is also an algebra of type $A_2$, and the centralizer theory here is identical with the associative theory. The theory for algebras of degree two is not very interesting, since we will always have $G(A) = J, B$, or center of $J$, as we have seen in the proof of the above theorem.

The remaining type, $J = H(A)$, $A$ an involutorial ring of linear transformations, is the only interesting one. We note first of all that the double centralizer of a simple subalgebra $J$ may be actually larger than $A$, as is shown by the following examples:

1. Let $\mathbb{A} = F \cdot 1 + V$, $V$ even-dimensional, be an algebra of type $D$ and let $\mathbb{A}$ be the Clifford algebra determined by $V$. We may then assume that $\mathbb{A}$ is contained in $\mathbb{A}$. $\mathbb{A}$ has an involution such that the elements of $\mathbb{A}$ are self-adjoint; let $J = H(\mathbb{A})$, then $J$ is a simple Jordan algebra of degree greater than two if $V$ has dimension greater than two, and $J$ properly contains $\mathbb{A}$. $G(A) = F \cdot 1$ since $\mathbb{A}$ generates $\mathbb{A}$, and $G(G(A)) = J$. We may also embed $V$ in a larger space $W$ with symmetric non-degenerate scalar product, and take $\mathbb{A}$ to be the Clifford algebra of $W$, $J = H(\mathbb{A})$. If $B$ is the enveloping algebra of $\mathbb{A}$, then $G(B)$ will contain $H(B)$, so will be larger than $\mathbb{A}$. To exclude this possibility we will at least have to assume that if $B$ is the enveloping algebra of $\mathbb{A}$, then $H(B) = B$, that is, that $\mathbb{A}$ is not of type $D$.

2. Let $J = H(Q_n)$, the algebra of $n \times n$ hermitian matrices with quaternion coefficients, $n \geq 3$, and $A$ the subalgebra of $n \times n$ symmetric matrices, $H(F_n)$. It is easy to see that $G(A) = \text{center of } J = F \cdot 1$, and $G(G(A)) = J$. Here $J$ is the set of self-adjoint linear transformations on an $n$-dimensional space and $A$ generates an irreducible algebra of linear transformations on the same space, i.e. $A$ is almost all of $J$. 

To rule out such a case we will have to assume the dimension of the vector space on which $\mathcal{F}$ operates is not too small relative to $\mathfrak{F}$.

3. Let $\mathcal{F} = H(C_n)$, ordinary $n \times n$ complex-hermitian matrices for a suitably large $n$—an algebra over the field of real numbers, and $\mathfrak{F}$ the subalgebra of matrices with $r$ equal $s \times s$ symmetric (i.e. with real coefficients) matrix blocks on the main diagonal and zeros elsewhere ($rs = n$). Then $\mathfrak{F}$ is isomorphic to $H(R_r)$, and if $r, s \geq 2$, $C_3(\mathfrak{F})$ is isomorphic to $H(C_r)$, and $C_3(C_3(\mathfrak{F}))$ to $H(C_s)$ which properly contains $\mathfrak{F}$. To exclude this, we will assume that the center of the enveloping associative algebra of $K$ contains the center of the enveloping associative algebra of $\mathcal{F}$.

We start with a discussion of centralizers of simple subalgebras of a primitive ring with minimal ideals and identity element. Let $M, N$ be dual left and right spaces over the division ring $D$ with center $F$. Then $F \cdot 1$ is the center of the ring $L(M, N)$. Let $F(M, N)$ be the socle of $L(M, N)$, i.e. the linear transformations whose range is finite-dimensional. We will consider primitive rings $\mathfrak{R}$ containing $F \cdot 1$ and such that $L(M, N) \supseteq \mathfrak{R} \supseteq F(M, N)$.

**Lemma 3.1.** Let $\mathfrak{A}$ be a ring of endomorphisms of a module $M$, and $\mathfrak{C}$ a right ideal in $\mathfrak{A}$ such that $M \mathfrak{C} = M$. If $e$ is an endomorphism of $M$ commuting with every element of $\mathfrak{C}$, then $e$ commutes with every element of $\mathfrak{A}$.

**Proof.** Let $s, a$ belong to $\mathfrak{C}, \mathfrak{A}$ respectively. Then $s(ea - ae) = esa - sae$ since $es = se$, but since $sa$ is in $\mathfrak{C}$, $e(sa) = (sa)e$, so $s(ea - ae) = 0$ for all $s$ in $\mathfrak{C}$. Since $M \mathfrak{C} = M$, $M(ea - ae) = M\mathfrak{C}(ea - ae) = 0$. Thus $ea = ae$.

**Theorem 3.2.** Let $\mathfrak{A} = L(M, N) \supseteq \mathfrak{R} \supseteq F(M, N) + F \cdot 1$, and let $\mathfrak{B}$ be a simple finite-dimensional subalgebra, over $F$, of $\mathfrak{R}$ which contains $F \cdot 1$. Then $\mathfrak{C} = C_3(\mathfrak{B})$ is also a primitive ring with minimal ideals and identity element, and $C_3(C_3(\mathfrak{B})) = \mathfrak{B}$.

**Proof.** The above theorem is a generalization of a result of Rosenberg, [15], but follows immediately from his result and the above lemma. $C_3(\mathfrak{B}) = C_3(\mathfrak{B}) \cap \mathfrak{R}$, since $\mathfrak{R} \subseteq \mathfrak{A}$. As shown in [15], $C_3(\mathfrak{B})$ is a ring of the form $L(V, W)$ for dual spaces $V$ and $W$, and the socle $\mathfrak{C}$ of $C_3(\mathfrak{B})$ is contained in $F(M, N)$. Since $F(M, N) \subset \mathfrak{R}$, $\mathfrak{C} \subset \mathfrak{R}$, and so $\mathfrak{C} \subset C_3(\mathfrak{B}) \subset C_3(\mathfrak{B}) = L(V, W)$. Thus $C_3(\mathfrak{B})$ is a primitive ring with minimal ideals and identity, since $\mathfrak{B}$ and $\mathfrak{R}$ contain the identity of $\mathfrak{A}$. This proves the first statement.

It is known that $M \mathfrak{C} = M$ ([15]). Since $\mathfrak{C}$ is a two-sided ideal in $C_3(\mathfrak{B})$, it follows from the lemma that $C_3(\mathfrak{C}) = C_3(C_3(\mathfrak{B}))$, and $C_3(C_3(\mathfrak{B})) = \mathfrak{B}$.
by [15]. Thus $C_{3}(Z) \subseteq C_{3}(Y) = B$. Since $Z \subseteq C_{3}(Y)$, $C_{3}(C_{3}(Y)) \subseteq C_{3}(Z) \subseteq B$, but $C_{3}(C_{3}(Y)) \supseteq B$ always, so $C_{3}(C_{3}(Y)) = B$, which we had to prove.

The method of the above proof can be used to extend the Galois theory of rings $L(M, N)$, contained in [16], to primitive rings with minimal ideals.

We state now the main result of this section:

**Theorem 3.3.** Let $M$ be a self-dual space (see § 2 for the definition) over a division ring $D$, $E$ the center of $D$, and $F$ the subfield of self-adjoint elements of $E$. Let $A = L(M, N)$, $\mathfrak{F} = H(A)$, the Jordan algebra (over $F \cdot 1$) of self-adjoint linear transformations, and $\mathfrak{K}$ a simple subalgebra of $\mathfrak{F}$ of degree greater than two containing $F \cdot 1$ and finite dimensional over it. Assume that $B$, the enveloping associative algebra of $\mathfrak{K}$ in $A$, contains $E \cdot 1$. Then:

1. If $\mathfrak{K}$ is of type $A_2$, thus is isomorphic to $L(V, W)$, for a pair of dual spaces $V$ and $W$, then $C_{3}(\mathfrak{K})$ is isomorphic to $L(P, Q)$, for a pair of dual spaces $P, Q$.
2. If $\mathfrak{K}$ is of type $A_1$, $B$ or $C$, i.e. is isomorphic to $H(L(V, V))$ for a self-dual space $V$, then $C_{3}(\mathfrak{K})$ isomorphic to $H(L(P, P))$, $P$ self-dual.
3. $C_{3}(C_{3}(\mathfrak{K})) = \mathfrak{K}$, provided the dimension of $M$ is greater than twice the dimension over $D$ of any minimal right ideal of $B \cdot D$, the ring of endomorphisms of $M$ generated by $B$ and the scalar multiplications by elements of $D$.

**Proof.** Let $\mathfrak{K}$ be of type $A_2$. Then its enveloping associative algebra $B$ is a homomorphic image of the "universal" enveloping algebra $U$ of $\mathfrak{K}$, and $U = U_1 \oplus U_2$ where $U_2$ is anti-isomorphic to $U_1$, and $U_1$ and $U_2$ are simple algebras. Thus either $B$ is isomorphic to $U_1$, or else $B$ is isomorphic to $U$. $B$ is a self-adjoint subalgebra of $A$ since $\mathfrak{K}$ consists of self-adjoint elements. Moreover the dimensions over $F$ of $U_1$ and $\mathfrak{K}$ are the same, so if $B$ is isomorphic to $U_1$, then $B = \mathfrak{K}$. Since $\mathfrak{K}$ has degree at least three, $B$ is not commutative and so cannot consist only of self-adjoint elements. Thus $B = B_1 \oplus B_2$, where $B_1$ is isomorphic to $U_1$. Since $B$ is self-adjoint, either $B_1$ and $B_2$ are also self-adjoint, or else $B_2 = B_1$, the image of $B_1$ under the involution in $A$. But if the $B_1$ are self-adjoint we again get a contradiction: for each $k$ in $\mathfrak{K}$, write $k = k_1 + k_2$, $k_1$ in $B_1$ and self-adjoint. Then the map $k$ into $k_1$ is a homomorphism of Jordan algebras and so is either zero or an isomorphism since $\mathfrak{K}$ is simple. If it is an isomorphism it is onto $B_1$ since $B_1$ and $\mathfrak{K}$ have the same dimension over $F$. But then $B_1$ consists of self-adjoint elements and this is impossible, as before. If the map $k$ into $k_1$ is zero then the map $k$ into $k_2$ must be onto, which is equally impossible. Hence $B = B_1 \oplus B_2$. 
Let $e_i$ be the identity of $\mathcal{B}_i$, $i = 1, 2$. Then $e_i = e'_i$ and $e_i + e_i = 1$, $e_i e_j = 0$. Let $M_i = M_{e_i}$: then $M = M_1 \bigoplus M_2$ and the $M_i$ are each totally isotropic, for $(M_{e_i}, M_{e_i'}) = (M_{e_i e_i'}, M_{e_i}) = 0$ since $e_i e_i' = 0$. As $M$ is self-dual, $M_1$ and $M_2$ are dually paired by the scalar product in $M$.

Let $\mathcal{C} = \mathcal{C}_3(\mathcal{B})$. Since $\mathcal{B}$ contains $e_1$ and $e_2$, clearly

$$\mathcal{C} = \mathcal{C} \cap e_1 \mathcal{M}_1 + \mathcal{C} \cap e_2 \mathcal{M}_2 = \mathcal{C}_1 + \mathcal{C}_2$$

= centralizer of $\mathcal{B}_1$ in $e_1 \mathcal{M}_1 + $ centralizer of $\mathcal{B}_2$ in $e_2 \mathcal{M}_2$.

Since $\mathcal{B}_2 = \mathcal{B}_1'$, $\mathcal{C}_2 = \mathcal{C}_1'$. Also, by § 3.20 of [16], $e_i \mathcal{M}_i$ is isomorphic to $L(M_{e_i}, M_{e_i}) = L(M_1, M_2)$ and in the same way $e_2 \mathcal{M}_2$ is isomorphic to $L(M_2, M_1)$. $\mathcal{C}_i$, being the centralizer in $L(M_i, M_i)$ of the simple subalgebra $\mathcal{B}_i$ which contains the center $E \cdot 1$, is a ring $L(N_i, N_i)$, by [15], and $\mathcal{C}_2 = \mathcal{C}_1'$. Thus $\mathcal{C}_3(\mathcal{B}) = H(\mathcal{C}_1 + \mathcal{C}_2)$ is isomorphic to $(\mathcal{C}_1)'$, i.e. to $L(N_i, N_i)'$. This proves statement 1.

Let $\mathcal{K}$ be of type $A_2$ as above, and let $M$ satisfy the dimensionality condition of 3. Since $E$ is the center of $D$ and $\mathcal{B}$ contains $E \cdot 1$, $D \cdot D$ is isomorphic to $\mathcal{B} \bigotimes \pi D$ and so $\mathcal{B} \cdot D = \mathcal{B}_1 \cdot D + \mathcal{B}_2 \cdot D = \mathcal{B}_1 \bigotimes \pi D + \mathcal{B}_2 \bigotimes \pi D$. As the $\mathcal{B}_i$ are simple and contain $E \mathcal{B}_i$ in their centers, $\mathcal{B}_i \cdot D$ is a simple ring with minimum condition operating on $M_i$ and therefore $M_i$ is completely reducible and homogeneous as $\mathcal{B}_i \cdot D$ (right) module. By the dimensionality assumption, $M_i$ is a direct sum of at least two irreducible submodules. Let $M$ be finite dimensional, then $\mathcal{C}_i$ is the ring of all endomorphisms of $M$ commuting with $\mathcal{B} \cdot D$ and so is a matrix ring $G_n$ over a division ring $G$ with $n \geq 2$, i.e. $\mathcal{C}_i = L(N_i, N_i)$ and $N_i$ is a vector space of dimension greater than one. If $M$ is infinite dimensional, so is $N_i$.

From this it follows that the enveloping ring in $\mathcal{A}$ of $\mathcal{C} \cap \mathcal{F}$ contains the socles of $\mathcal{C}_1$ and $\mathcal{C}_2$: for $\mathcal{C}_1$ is not commutative and so contains elements $a$ and $b$ with $ab \neq ba$. Then $a + a', b + b'$ and $ba + a'b'$ all belong to $\mathcal{C} \cap \mathcal{F}$, so $(a + a')(b + b') - (ba + a'b') = ab - ba$ is in the enveloping ring of $\mathcal{C} \cap \mathcal{F}$. Also $(ab - ba)(g + g') = (ab - ba)g$ and $(g + g')(ab - ba) = g(ab - ba)$ are in this enveloping ring for all $g$ in $\mathcal{C}$ (since $\mathcal{C} \cap \mathcal{F} = (0) = \mathcal{C} \cap \mathcal{F}$), and so this ring contains a non-zero two-sided ideal in $\mathcal{C}_i$. Since every two-sided ideal contains the socle, the enveloping ring does also. If $V$, $W$ are dual spaces and $\mathcal{F}$ is a subalgebra of $L(V, W)$ which is the centralizer of a simple finite dimensional subalgebra, then the socle $F$ of $\mathcal{F}$ satisfies $VF = V$ (see [15]). Therefore if $F_1$ is the socle of $\mathcal{C}_1$, $M F_1 = M_1$. By Lemma 3.1, the centralizer of $F_1$ in $L(M_1, M_1)$ is also the centralizer of $\mathcal{C}_1$. Thus $\mathcal{C}_3(\mathcal{C}_3(\mathcal{F})) = \mathcal{F} \cap \mathcal{C}_3(\mathcal{C})$. But $\mathcal{C}_3(\mathcal{C})$ is just $\mathcal{C}(\mathcal{C}_1 + \mathcal{C}_2)$ and the latter is $\mathcal{B}_1 + \mathcal{B}_2$, since $\mathcal{B}_i$ is the centralizer of $\mathcal{C}_i$ in $e_i \mathcal{M}_i = L(M_i, M_i)$ and similarly for $\mathcal{B}_2$. Therefore $\mathcal{C}_3(\mathcal{C}_3(\mathcal{F})) = \mathcal{B} \cap \mathcal{F}$ and it is known that $\mathcal{B} \cap \mathcal{F} = H(\mathcal{B}_1 + \mathcal{B}_2) = \mathcal{K}$ since $\mathcal{K}$ is of type $A_2$.

Next let $\mathcal{K}$ be of type $A_1$, $B$, or $C$. Then $\mathcal{B}$ is simple and $\mathcal{K} = H(\mathcal{B})$. $\mathcal{C}_3(\mathcal{K}) = \mathcal{C}_3(\mathcal{B}) \cap \mathcal{F}$. But $\mathcal{C}_3(\mathcal{B})$ is self-adjoint and so is of the form
$L(P, P)$ for a self-dual space $P$, since $\mathcal{B}$ is simple and contains the center $E \cdot 1$ of $\mathfrak{H}$. This proves statement 2.

Let now $M$ satisfy the dimension condition of 3. $\mathcal{B} \cdot D$ is a simple ring with minimum condition since $\mathcal{B}$ is simple and contains $E \cdot 1$, and so is homogeneous completely reducible on $M$, and $M$ is a direct sum of at least three irreducible submodules, i.e. $P$ has dimension at least three. Write $\mathcal{C}$ for $\mathfrak{C}(\mathcal{B})$ and $F$ for the socle of $\mathcal{C}$. Then $F$ is locally canonically matrix of degree $\geq 3$, [12], and so is generated by its self-adjoint elements—i.e. the enveloping ring of $\mathfrak{C}(\mathfrak{R}) = H(\mathcal{C})$ contains $F$. Therefore $\mathfrak{C}(F) = \mathfrak{C}(\mathcal{C}) = \mathfrak{C}(\mathfrak{C}(\mathfrak{R}))$ and $\mathfrak{C}(\mathcal{C}) = \mathfrak{B}$. Thus $\mathfrak{C}(\mathfrak{C}(\mathfrak{R})) = \mathfrak{C}(\mathfrak{C}) \cap \mathfrak{R} = \mathfrak{B} \cap \mathfrak{R}$, and finally $\mathfrak{B} \cap \mathfrak{R} = \mathfrak{K}$ since $\mathfrak{R}$ is of type $A$, $B$ or $C$. Thus $\mathfrak{C}(\mathfrak{C}(\mathfrak{R})) = \mathfrak{K}$. This concludes the proof.
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