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1. Introduction. The present paper is an extension and continuation of our earlier paper "Additive Functionals of a Markov Process" [5] which will be referred to in the sequel as AF. Roughly speaking we consider a temporally homogeneous Markov process, \( x(t) \), in a locally compact, separable, metric space and certain other processes derived from it. We always assume \( x(t) \) has right continuous paths and we consider processes obtained by stopping \( x(t) \) at the boundary of an open set, \( G \), and subjecting \( x(t) \) to a local "death rate", \( V(x) \), in \( G \). Our main study is the relationships between the infinitesimal generators of certain semi-groups naturally associated with these processes.

Actually we use a function space approach to stochastic processes and so our results are of an analytic nature (i.e. relations between the transition probabilities and infinitesimal generators) rather than of a measure theoretic nature (i.e. statements above sample functions, etc.). The use of a function space approach simplifies many measure theoretic difficulties associated with conditional probabilities and expectations, but introduces the difficulty that if \( G \) is open then \( G(t) = \{ x(\cdot): x(\tau) \in G; 0 \leq \tau \leq t \} \) is not in general measurable with respect to the \( \sigma \)-algebra \( \mathcal{B}(\mathfrak{X}) \) defined in § 2. It is known [7] that under certain restrictions (implied by our assumptions in § 2) \( G(t) \) is measurable with respect to the appropriate completion of \( \mathcal{B}(\mathfrak{X}) \). However, we do not choose to complete \( \mathcal{B}(\mathfrak{X}) \) as this introduces the other difficulties mentioned above; instead we consider the set \( \{ x(\cdot): x(\tau) \in \bar{G}; 0 \leq \tau \leq t \} \) (\( \bar{G} \) denotes the closure of \( G \)) which is obviously in \( \mathcal{B}(\mathfrak{X}) \) and impose a regularity condition on \( G \) that insures us that these two sets are roughly the same. (Theorem 2.1 and the ensuing development.)

In § 2 we develop the preliminary machinery that is needed throughout the remainder of the paper. We show in § 2 that all the results of AF are valid without the assumption \((P_3)\) of AF. In § 3 we investigate the behavior at the boundary of \( G \) of the semi-groups introduced in § 2. In § 4 we consider the special case in which the infinitesimal generator of the semi-group associated with \( x(t) \) is a local operator. The results of this section also extend and complement those of AF. In the remaining three sections of the paper we study the spectral properties of the semi-groups introduced in the earlier part of the paper.

I would like to take this opportunity to thank Dr. R. M. Blumenthal

Received May 20, 1958.
for the many enlightening discussions I had with him during the course of this work.

2. Preliminaries. Let $X$ be a locally compact separable metric space with metric $\rho$ and $\mathcal{B}(X)$ the Borel sets of $X$; that is, the smallest $\sigma$-algebra of subsets of $X$ containing the compact subsets of $X$. Let $\mathcal{K}$ be the set of all functions from $[0 \leq t < \infty]$ to $X$ which are right continuous; that is, $x(t) \to x(t_0)$ as $t \to t_0$ for all $t_0 \geq 0$. Let $\mathcal{B}(\mathcal{K})$ be the $\sigma$-algebra of subsets of $\mathcal{K}$ generated by sets of the form

$$\mathcal{A} = \{x(\cdot) \mid x(t_j) \in A_j; \ 0 = t_0 < t_1 < \cdots < t_n; A_j \in \mathcal{B}(X), \ j = 0, 1, \cdots, n\}.$$

Let $p(t, x, A)$ be a transition probability function defined for $t > 0, x \in X$, and $A \in \mathcal{B}(X)$, such that given an arbitrary probability measure, $\mu$, on $\mathcal{B}(X)$ there exists a countably additive probability measure, $P_\mu$, on $\mathcal{B}(\mathcal{K})$ for which

$$P_\mu(\mathcal{A}) = \int_{A_0} \int_{A_1} \cdots \int_{A_n} \mu(dx_0)p(t_1, x_0, dx_1) p(t_2 - t_1, x_1, dx_2) \cdots p(t_n - t_{n-1}, x_{n-1}, dx_n)$$

where $\mathcal{A}$ is of the form (2.1). If $\mu$ assigns mass one to a single point, $x$, we write $P_x$ for $P_\mu$.

We make the following assumption throughout the present paper.

(P) There exists a Radon measure, $m$, on $X$ whose support is $X$ and a non-negative function $f(t, x, y)$ defined for $t > 0, x \in X, y \in X$ which is jointly measurable (measurability conditions in $t$ refer to the ordinary Borel sets of $[0 \leq t < \infty]$) in $(t, x, y)$ such that

$$p(t, x, A) = \int_A f(t, x, y)dm(y) \text{ for all } A \in \mathcal{B}(X).$$

To be explicit we assume

$$\int f(t, x, y)dm(y) = 1$$

for all $t > 0, x \in X$ and

$$f(t + s, x, y) = \int f(t, x, z)f(s, z, y)dm(z)$$

for all $t, s > 0$ and $x, y \in X$. Finally we assume

$$\int f(t, x, y)dm(x) \leq Me^{at}$$

where $M$ and $\alpha$ are constants independent of $y$ and $t$. 
We remark that condition (P) is equivalent to conditions (P₁) and (P₂) of AF and hence the results of §2 of of AF are applicable. We intend to use the same notation as in AF but for the convenience of the reader we repeat the basic definitions. If \( A \in \mathcal{B}(X) \) we define \( A_t = \{ x(\cdot) : x(t) \in A \} \in \mathcal{B}(\mathfrak{F}) \). For \( \mathfrak{A} \in \mathcal{B}(\mathfrak{F}) \), \( A \in \mathcal{B}(X) \), \( t > 0 \), and \( x \in X \) we define \( P(\mathfrak{A}; t, x, A) = P_x(\mathfrak{A} \cap A_t) \). Clearly \( P(\cdot; t, x, A) \) is a finite measure on \( \mathcal{B}(\mathfrak{F}) \) for fixed \( t, x, A \) and \( P(\mathfrak{A}; t, x, A) \) is a finite measure on \( \mathcal{B}(X) \) for fixed \( \mathfrak{A}, t, x \). It was shown in AF (Theorem 2.1) that \( P[\mathfrak{A}; \cdot, \cdot, A] \) is a measurable function of \((t, x)\) for fixed \( \mathfrak{A}, A \). If \( \phi[\cdot(\cdot)] \) is a complex valued measurable functional on \( \mathfrak{F} \) we write \( \eta[\phi; t, x, A] \) for the integral of \( \phi \) over \( \mathfrak{F} \) with respect to the measure \( P[\cdot; t, x, A] \) provided the integral exists. If \( \phi \geq 0 \) then \( \eta \) is a measure on \( \mathcal{B}(X) \) for fixed \( t, x \) and is measurable in \((t, x)\) for fixed \( A \). (AF Theorem 2.3) Finally if \( \phi \) is a measurable functional on \( \mathfrak{F} \) we denote its integral over \( \mathfrak{F} \) with respect to the measure \( P_x \) by \( E\{ \phi \mid x(0) = x \} \).

If \( A \) is any set let \( I[A; \cdot] \) (or \( I_x \)) denote its characteristic function.

**Lemma 2.1.** If \( A \in \mathcal{B}(X) \) then \( I[A_x; \cdot] \) is jointly measurable in \((t, x(\cdot))\) where \( A_x \) was defined above.

**Proof.** We first consider the case in which \( A \) is open, thus if \( G \) is an arbitrary open set we define \( F(t, x(\cdot)) = I[G; \cdot] \). Since \( F \) only takes on two values, namely 0 and 1, to show \( F \) is jointly measurable in \((t, x(\cdot))\) it is sufficient to show that

\[
\Lambda = \{(t, x(\cdot)) \mid F(t, x(\cdot)) = 1 \} \in \mathcal{B} \times \mathcal{B}(\mathfrak{F})
\]

where \( \mathcal{B} \) is the \( \sigma \)-algebra of the ordinary Borel sets on \([0, \infty)\). Let \( \{j^{(n)}\} = \{j/2^n\} \) where \( n = 1, 2, \cdots \) and \( j = 0, 1, 2, \cdots \) and define

\[
\mathfrak{A}_{j^{(n)}} = \{ x(\cdot) : F((j + 1)/2^n, x(\cdot)) = 1 \}
\]

and

\[
I_{j^{(n)}} = \{ t : j/2^n \leq t < (j + 1)/2^n \}.
\]

Clearly \( \mathfrak{A}_{j^{(n)}} \) \( \in \mathcal{B}(\mathfrak{F}) \) and \( I_{j^{(n)}} \) \( \in \mathcal{B} \), and using the right continuity of the paths \( x(\cdot) \) and the fact that \( G \) is open it follows that

\[
(2.7) \quad \Lambda = \bigcup_{k=1}^{\infty} \bigcap_{n \geq k} \bigcup_{j=0}^{\infty} (I_{j^{(n)}} \times \mathfrak{A}_{j^{(n)}})
\]

and hence \( F \) is jointly measurable.

Moreover since \( I[A_x; \cdot(\cdot)] = 1 - I[(A')_x; \cdot(\cdot)] \) where \( A' \) denotes the complement of \( A \), and \( I[(A \cap B)_x; \cdot(\cdot)] = I[A_x; \cdot(\cdot)] I[B_x; \cdot(\cdot)] \) it follows that \( I[A_x; \cdot(\cdot)] \) is jointly measurable if \( A \) is open or closed and the class of sets for which the lemma holds is closed under finite intersections and
unions. This class of sets is clearly monotone and thus the lemma follows.

We now introduce some notation that we will use throughout the paper. Let $G$ be an open set in $X$ and let $\bar{G}$ be its closure then for $0 \leq t < s$ we define

$$G(t, s) = \{x(\cdot); x(\tau) \in \bar{G}; \text{for all } \tau \text{ such that } t \leq \tau \leq s\}$$

and let $G(t) = G(0, t)$. Since $\bar{G}$ is closed and each $x(\cdot)$ is right continuous it follows that $G(t, s) \in \mathcal{B}(\mathbb{R})$. We further note that the sets $G(t)$ are increasing as $t$ decreases and hence we define $G(t +) = \bigcup_{s \geq t} G(s)$. Let $\mathcal{B}(t, s)$ be the $\sigma$-algebra of subsets of $\mathbb{R}$ generated by sets of the form $\{x(\cdot); x(t_0) \in A; t \leq t_0 \leq s\}$ and $\mathcal{B}(t) = \mathcal{B}(0, t)$. Since the $\sigma$-algebras $\mathcal{B}(t)$ are decreasing as $t$ decreases we define $\mathcal{B}(t +) = \bigcap_{s \geq t} \mathcal{B}$. Clearly $G(t, s) \in \mathcal{B}(t, s)$ for each pair $0 \leq t < s$ and $G(t +) \in \mathcal{B}(t +)$.

**Lemma 2.2.** Let $G$ be an open set then the function $I[G(t, s); x(\cdot)]$ is jointly measurable in $(t, s, x(\cdot))$.

**Proof.** We introduce the set $G(t, s-) = \{x(\cdot); x(\tau) \in \bar{G}; \text{for all } \tau \text{ such that } t \leq \tau < s\}$ and clearly $G(t, s-) \in \mathcal{B}$. Moreover $I[G(t, s); x(\cdot)] = I[G(t, s-); x(\cdot)] I[G]; x(\cdot)]$ and thus using Lemma 2.1 it suffices to prove $I[G(t, s-); x(\cdot)]$ jointly measurable in $(t, s, x(\cdot))$. Let $\{t^n_j\}$ be as in the proof of Lemma 2.1 then for each $n$ we define $F_n(t, s, x(\cdot)) = I[G(t^n_j, t^n_{j+1}); x(\cdot)]$ if $t^n_j \leq t < t^n_{j+1}, t^n_k \leq s < t^n_{k+1}$ and $k > j$; while if $k = j$ (the only other possibility since $t < s$) we define $F_n(t, s, x(\cdot)) = 0$. Clearly each $F_n$ is jointly measurable in $(t, s, x(\cdot))$ and using the fact that each $x(\cdot)$ is right continuous it is easy to see that $F_n(t, s, x(\cdot)) \to I[G(t, s-); x(\cdot)]$ as $n \to \infty$. This establishes Lemma 2.2.

Let $G$ be an open subset of $X$ and $V$ a non-negative measurable function on $X$. We define the functional

$$\phi(t, x(\cdot)) = \exp\left[-\int_0^t V[x(\tau)]d\tau\right]I[G(t); x(\cdot)]$$

for each $t > 0$ and $x(\cdot) \in \mathbb{R}$. From Lemma 2.2 and Theorem 3.1 of (AF) it follows that $\phi$ is jointly measurable in its variables and moreover it is clear that $\phi(t, \cdot)$ is measurable with respect to $\mathcal{B}(t)$ for fixed $t$. We define

$$K(V, G; t, x, A) = \tau[\phi(t, x(\cdot)); t, x, A]$$

that is the integral of $\phi[t, \cdot]$ with respect to the measure $P[\cdot; t, x, A]$. This integral certainly exists since the integrand is measurable, non-negative, and bounded by one. Theorem 2.5 of (AF) implies that
$K(V, G; \cdot, A)$ is jointly measurable in $(t, x)$ and as before $K(V, G; t, x, \cdot)$ is a measure on $\mathcal{B}(X)$.

**Lemma 2.3.**

$$\int K(V, G; t, x, dy)K(V, G; s, y, A) = K(V, G; t + s, x, A).$$

**Proof.** Let $S_t$ be the mapping from $x$ into $x$ defined by $S_t(x(\cdot)) = x(t + \cdot)$ and let $S_t\phi[x(\cdot)] = \phi[S_t x(\cdot)]$ for any functional $\phi$, then Lemma 2.3 is an immediate consequence of Theorem 2.4 of (AF) provided we show that $\phi[t, x(\cdot)] S_t \phi[s, x(\cdot)] = \phi[t + s, x(\cdot)]$. But

$$S_t \phi[s, x(\cdot)] = S_t \left\{ \exp \left[ - \int_0^s V[x(\tau)] d\tau \right] I[G(s); x(\cdot)] \right\} = \exp \left[ \int_t^{t+s} V[x(\tau)] d\tau \right] I[G(s); S_t x(\cdot)].$$

Moreover $I[G(s); S_t x(\cdot)] = 1$ if and only if $S_t x(\cdot) \in G(s)$, or equivalently $x(\cdot) \in S^{-1}_t G(s) = G(t, t + s)$. Thus $S_t \phi[s, x(\cdot)] = \exp \left[ - \int_t^{t+s} V[x(\tau)] d\tau \right] I[G(t, t + s); x(\cdot)]$ and the desired result is now obvious.

Of particular importance is the case $V = 0$ and we write $K_\theta(t, x, A)$ for $K(0, G; t, x, A)$. Clearly

$$(2.11)\quad 0 \leq K(V, G; t, x, A) \leq K_\theta(t, x, A) \leq p(t, x, A).$$

We next show that $G$ is the relevant set in considering $K$.

**Lemma 2.4.** (i) $K(V, G; t, x, A) = 0$ if $x \not\in G$.

(ii) $K(V, G; t, x, A) = K(V, G; t, x, A \cap \bar{G})$.

**Proof.** (i) In light of (2.11) it is sufficient to show this for $K_\theta$. For any arbitrary set $A \in \mathcal{B}(\bar{x})$ let $\mathcal{A}_0$ be the set of values of $x(0)$ as $x(\cdot)$ ranges over $A$, then $P_x[\mathcal{A}_0] = 0$ if $x \not\in \mathcal{A}_0$. Moreover $K_\theta(t, x, A) = r[I[G(t); \cdot]; t, x, A] = P[G(t); t, x, A] = P_x[G(t) \cap A_i] = 0$ if $x \not\in \bar{G}$ since $x \not\in \bar{G}$ implies $x \not\in (G(t) \cap A).$

(ii) Again it is sufficient to consider the case $K_\theta$. As above $K_\theta(t, x, A) = P_x[G(t) \cap A_i]$ but $G(t) \cap A_i = G(t) \cap (A \cap \bar{G})$, and thus $K_\theta(t, x, A) = P_x[G(t) \cap (A \cap \bar{G})] = K_\theta(t, x, A \cap \bar{G})$.

Lemma 2.4 states that the support of the measure $K(V, G; t, x, \cdot)$ is contained in $\bar{G}$ and that the support of the function $K(V, G; t, \cdot, A)$ is contained in $\bar{G}$, thus we can write Lemma 2.3 as

$$(2.12)\quad \int K(V, G; t, x, dy)K(V, G; s, y, A) = K(V, G; t + s, x, A).$$
In the sequel we will consider $K$ as only being defined for $x \in \bar{G}$ and $A \subset \bar{G}$.

We next introduce the transformations that are the main object of this paper:

\begin{equation}
(U_t \varphi)(x) = \int \varphi(y)p(t, x, dy) = \int \varphi(y)f(t, x, y)dm(y)
\end{equation}

\begin{equation}
T_t[V, G] \varphi(x) = \int \varphi(y)K(V, G; t, x, dy).
\end{equation}

We will write $T_t$ instead of $T_t[V, G]$ if there is no chance of confusion.

In view of assumption (P), (2.12), and Theorem 3.3 of AF it follows that \{${U_t; t > 0}$\} and \{${T_t; t > 0}$\} are semi-groups of bounded operators on $L_2(\mathcal{X}, m)$ and $L_2(\bar{G}, m)$ respectively. Moreover

\begin{equation}
\| T_t \|_2 ^2 \leq \| U_t \|_2 ^2 \leq M e^{\alpha t}
\end{equation}

for $t > 0$.

We wish to prove that these semi-groups are strongly continuous for $t \geq 0$ (with $T_0 = U_0 = I$). In order to do this we introduce two conditions which we will assume throughout the remainder of this paper. The first of these is merely a regularity condition on $G$; if $\partial G$ denotes the boundary of $G$, we assume

\begin{equation}
(R_1) \quad m(\partial G) = 0.
\end{equation}

The second condition is an assumption on the size of $V$ on $G$, explicitly we assume

\begin{equation}
(R_2) \quad \lim_{t \to 0} \int_0^t \int_0^t f(\tau, x, y) V(y) dm(y)d\tau = 0
\end{equation}

for almost all $x$ in $G$. We remark that (R$_1$) is certainly satisfied if for some $\varepsilon > 0$ we have $\int_0^t \int_0^t f(\tau, x, y) V(y) dm(y)d\tau < \infty$ for almost all $x$ in $G$. We now state and prove the main theorem of this section ($T_0 = U_0 = I$).

**Theorem 2.1.** The semi-group \{${U_t; t \geq 0}$\} is strongly continuous for $t \geq 0$ and if (R$_1$) and (R$_2$) hold then the semi-group \{${T_t[V, G]; t \geq 0}$\} is strongly continuous for $t \geq 0$.

**Proof.** We prove the theorem for \{${T_t[V, G]; t \geq 0}$\} as the result for \{${U_t; t \geq 0}$\} is a special case (take $V = 0$ and $G = \mathcal{X}$, clearly (R$_1$) and (R$_2$) are satisfied with this choice of $V$ and $G$). We write $T_t$ for $T_t[V, G]$. As is well known (see [11], p. 242) it is sufficient to prove that $T_t \varphi \to \varphi$ weakly as $t \to 0$ for all $\varphi \in L_2(G)$. Suppose $\varphi$ is continuous with compact support then using Theorem 2.3 of AF we see that
(2.16) \((T_t\phi)(x) = \int \phi(y)K(V, G; t, x, dy)\)

\[= E\left\{ \phi(x(t)) \exp\left(-\int_0^t V[x(\tau)]d\tau \right) I[G(t); \cdot] | x(0) = x \right\}.\]

Clearly \(\phi(x(t)) \to \phi(x(0))\) as \(t \downarrow 0\) and \(I[G(t); x(\cdot)] \to I[G(0^+); x(\cdot)]\) as \(t \downarrow 0\) for all \(x(\cdot)\).

We next investigate the behavior of the exponential in (2.16). In (2.16) there is no loss of generality in considering \(V = 0\) on the complement of \(\overline{G}\). With this simplification, since the integrand is non-negative and jointly measurable in \(\tau\) and \(x(\cdot)\), we obtain

\[E\left\{ \int_0^t V[x(\tau)]d\tau | x(0) = x \right\} = \int_0^t E\left\{ V[x(\tau)] | x(0) = x \right\}d\tau \]

\[= \int_0^t \int_{\overline{G}} f(\tau, x, y)V(y)d\mu(y)d\tau.\]

Using (R_1) and (R_2) it now follows that there exists an \(m\)-null set \(S \subset G\) such that \(\int_0^t V[x(\tau)]d\tau \to 0\) as \(t \to 0\) as a function of \(x(\cdot)\) in \(P_x\) measure provided \(x \in G - S\) as \(t \to 0\). Finally the monotoneity of the integral implies that \(\int_0^t V[x(\tau)]d\tau \to 0\) as \(t \to 0\) for almost all \(x(\cdot)\) relative to \(P_x\) measure if \(x \in G - S\) (the exceptional set will, of course, depend on \(x\)). Thus for \(x \in G - S\) the exponential in (2.16) approaches one as \(t \to 0\) for almost all \(x(\cdot)\) with respect to \(P_x\) measure. Hence if \(x \in G - S\) we obtain using the bounded convergence theorem

(2.17) \((T_t\phi)(x) \to E\{\phi(x(0))I[G(0^+); x(\cdot)] | x(0) = x \}\)

as \(t \downarrow 0\). For such \(x\) the right continuity of \(x(\cdot)\) implies that the right hand side of (2.17) reduces to \(\phi(x)\). Since \(m(S) = m(\partial G) = 0\) we obtain that \((T_t\phi)(x) \to \phi(x)\) almost everywhere on \(\overline{G}\) as \(t \downarrow 0\).

But \(|(T_t\phi)(x)| \leq \sup |\phi(x)|\) and thus if \(\psi\) is continuous with compact support it follows that \((\psi, T_t\phi) \to (\psi, \phi)\) as \(t \downarrow 0\). Now using the fact that \(|| T_t ||\) is uniformly bounded near \(t = 0\) we easily deduce that \(T_t\phi \to \phi\) weakly as \(t \downarrow 0\) for all \(\phi \in L_2(\overline{G})\). This completes the proof of Theorem 2.1.

As mentioned above we will always assume (R_1) and (R_2) in the sequel. Condition (R_1) implies that \(L_2(\overline{G}) = L_2(G)\) and since \(K(V, G, t, x, \partial G) \leq p(t, x, \partial G) = 0\), we can (and will) write integrals over \(G\) instead of \(\overline{G}\).

Exactly as in § 4 of AF we can derive the Darling-Siegert equations (in AF these were derived only in the case \(G = X\) but the method carries over without any trouble) which are for bounded \(V\)...
\begin{align*}
(2.18) \quad K(V, G; t, x, A) &= K_\sigma(t, x, A) \\
&\quad - \int_0^t ds \int_G V(y) K(V, G; t - s, y, A) K_\sigma(s, x, dy) \\
(2.19) \quad K(V, G; t, x, A) &= K_\sigma(t, x, A) \\
&\quad - \int_0^t ds \int_G V(y) K_\sigma(t - s, y, A) K(V, G; s, x, dy).
\end{align*}

If \( \Omega_\sigma \) and \( \Omega'_\sigma \) denote the infinitesimal generators of \( \{ T_t[0, G]; t \geq 0 \} \) and \( \{ T_t[V, G]; t \geq 0 \} \) respectively it then follows exactly as in AF that

\begin{equation}
(2.20) \quad \Omega'_\sigma = \Omega_\sigma - V
\end{equation}

provided \( V \) is essentially bounded on \( G \). Moreover if \( V \) is not bounded one can show (Theorem 5.2 of AF) that \( \mathcal{D}(\Omega_\sigma) \cap \mathcal{D}(V) \subset \mathcal{D}(\Omega'_\sigma) \) and for \( \varphi \in \mathcal{D}(\Omega_\sigma) \cap \mathcal{D}(V) \) we have \( \Omega'_\sigma \varphi = (\Omega_\sigma - V) \varphi \), where \( \mathcal{D}(\Omega) \) is the domain of \( \Omega \) for any operator \( \Omega \) and \( \mathcal{D}(V) \) is the domain of \( V \) considered as a multiplication operator on \( L_2(G) \). In the case \( G = X \) we will write \( \Omega \) and \( \Omega' \) instead of \( \Omega_X \) and \( \Omega'_X \).

The proof of Theorem 5.2 in AF depends only on the strong continuity for \( t \geq 0 \) of the semi-groups involved. (The use of condition \((P_x)\) in that proof is easily avoided; see the proof of Theorem 4.1 of the present paper.) However, in order to insure the strong continuity of \( \{ T_t[V, G]; t \geq 0 \} \) one needs to assume some condition such as \((R_2)\). This isn’t done explicitly in the hypothesis of Theorem 5.2 in AF and thus the result is only valid if \( V \) satisfies some condition such as \((R_2)\).

In the remainder of this paper integrals involving \( K \) in which the region of integration is not specified are understood to be over \( G \).

3. Behavior near the boundary. In this section we investigate the behavior of the semi-groups \( \{ T_t; t \geq 0 \} \) near the boundary of \( G \). Our approach is a straightforward generalization of the methods of [9] p. 308–309 and hence we just sketch the development omitting proofs. However, in many examples it is necessary to use the results of this section in order to identify the operators we have constructed with certain classical operators.

We would like to prove that \( T_t[V, G] \varphi(x) \to 0 \) as \( x \to \partial G \) at least for a fairly wide class of \( \varphi \)’s. However, even in classical potential theory such statements holds only modulo certain exceptional sets on \( \partial G \). Hence we formulate the concept of a regular point on \( \partial G \) relative to the process defined by \( p(t, x, A) \). We introduce the notation \( S(x_0, \varepsilon) = \{ x | \rho(x, x_0) < \varepsilon \} \) where \( \rho \) is the metric in \( X \).

**Definition.** Let \( G \) be an open set and let \( x_0 \in \partial G \), then \( x_0 \) is called regular provided that there exist positive numbers \( \varepsilon = \varepsilon(x_0), \delta = \delta(x_0) \)}
and an open set $C = C(x_0)$ such that

(i) $C \subset S(x_0, \delta) = S$,
(ii) $C$ and $\bar{G}$ are disjoint,
(iii) $\bar{C} \cap \bar{G} = \{x_0\}$, and
(iv) $p(t, x_0, C) \geq \varepsilon p(t, x_0, S)$ for all sufficiently small $t$.

Using the general form of the zero-one law given in [2] the methods of [9] p. 308-309 are easily modified to yield the following theorem.

**Theorem 3.1.** Let $G$ be an open set and let $x_0 \in \partial G$ be regular. Let $\phi(y)f(t, x, y)dm(y)$ be a bounded continuous function on $X$ whenever $\phi$ is a bounded continuous function on $X$. Under these conditions

$$\lim_{x \to x_0} K(V; G; t, x, A) = 0,$$

and if $\phi$ is a bounded continuous function on $G$ then

$$\lim_{x \to x_0} \int \phi(y)K(V; G; t, x, dy) = 0.$$

4. **Local Operators.** In § 2 we introduced the infinitesimal generators $\Omega$ and $\Omega_\partial$ of $\{U_t; t \geq 0\}$ and $\{T_t[0, G]; t \geq 0\}$ respectively. We intend to call $\Omega_\partial$ the generalized restriction of $\Omega$ to $G$. The purpose of this section is to show that if $\Omega$ is a local operator (to be defined shortly) then $\Omega_\partial$ is the ordinary restriction of $\Omega$ to $G$. In order to attack this problem we first establish an approximation theorem which will also be of use in § 6.

In general $L_a(G)$ can be imbedded in $L_a(X)$ by the map

$$U: L_a(G) \to L_a(X)$$

where

$$(U\phi)(x) = \begin{cases} \phi(x) & x \in G \\ 0 & x \notin G \end{cases}.$$ 

Thus $L_a(G)$ can be regarded as a closed subspace of $L_a(X)$ and in the sequel we will adopt this point of view. We define functions $V_n$ as follows

$$V_n(x) = \begin{cases} 0 & x \in \bar{G} \\ x \notin \bar{G} \end{cases}$$

and we let $\{T_t^{(n)}; t \geq 0\}$ be the semi-group $\{T_t[V_n, X]; t \geq 0\}$, and $\{T_t; t \geq 0\}$ the semi-group $\{T_t[0, G]; t \geq 0\}$. Our approximation theorem can now be stated as follows.
**Theorem 4.1.** For all $\phi \in L_2(G)$ and each $t > 0$ we have

\begin{equation}
\lim_{n \to \infty} T_t^{(n)} \phi = T_t \phi
\end{equation}

where the limit is taken in $L_2(X)$.

**Proof.** Let $K_n(t, x, A) = K(V_n, X; t, x, A) = r \left[ \exp \left( -\int_0^t V_n[x(\tau)] d\tau \right); t, x, A \right]$. Using the right continuity of $x(\cdot)$ we see that $\lim_{n \to \infty} \exp \left( -\int_0^t V_n[x(\tau)] d\tau \right) = I[G(t-); x(\cdot)]$, where $G(t-) = \{x(\cdot): x(\tau) \in G; 0 \leq \tau < t\}$. Thus by the monotone convergence theorem we obtain $\lim_{n \to \infty} K_n(t, x, A) = P[G(t-); t, x, A]$ or if $A \subset G$ that $K_n(t, x, A) \downarrow K_0(t, x, A)$ as $n \to \infty$. It now follows easily that if $\phi \in L_2(G)$ and is continuous with compact support then $(T_t^{(n)} \phi)(x) \to (T_t \phi)(x)$ pointwise as $n \to \infty$. (See proof of Theorem 5.2 in AF.) But

\begin{equation}
| (T_t^{(n)} \phi)(x) | \leq \int | \phi(y) | K_n(t, x, dy) \leq (T_t^{(1)} | \phi |)(x)
\end{equation}

which is in $L_2(X)$ and hence by the Lebesgue bounded convergence theorem $\| T_t^{(n)} \phi - T_t \phi \| \to 0$ if $\phi$ is continuous with compact support. This implies (4.1) since $\| T_t^{(n)} \|$ is uniformly bounded in $n$.

We now define the concept of a local operator in $L_2(X)$. All operators are assumed linear.

**Definition.** An operator, $\Omega$, in $L_2(X)$ will be called a local operator if whenever $\phi \in \mathcal{D}(\Omega)$ and $G$ is any open set with $m(\partial G) = 0$ then $\phi I_g \in \mathcal{D}(\Omega)$ and $I_g \Omega \phi = \Omega(I_g \phi)$ as elements of $L_2(X)$.

The following properties of local operators are immediate. **LI** If $\phi = 0$ a.e. on an open set, $G$, with $m(\partial G) = 0$ and $\phi \in \mathcal{D}(\Omega)$ then $\Omega \phi = 0$ a.e. on $G$.

**L2** If $f, g \in \mathcal{D}(\Omega)$ and $f = g$ a.e. on an open set, $G$, with $m(\partial G) = 0$ then $\Omega f = \Omega g$ a.e. on $G$.

**L3** $\Omega$ is a local operator if and only if for all open sets $G$ with $m(\partial G) = 0$ we have $I_g \Omega = \Omega I_g$ where $I_g$ is being considered as a multiplication operator on $L_2(X)$.

---

1 The condition $m(\partial G) = 0$ is needed if differential operators in $E^n$ are to be local operators under our definition.
If $\Omega$ is a local operator and $G$ an open set with $m(dG) = 0$, then the restriction, $\hat{\Omega}_G$, of $\Omega$ to $G$ is an operator in $L_2(G)$ which is defined as follows (we regard $L_2(G)$ as a subspace of $L_2(X)$):

$$\mathcal{D}(\hat{\Omega}_G) = \{\varphi : \varphi \in L_2(G) \text{ and } \varphi \in \mathcal{D}(\Omega)\} \text{ and for } \varphi \in \mathcal{D}(\hat{\Omega}_G)$$

(4.2) $$\hat{\Omega}_G \varphi = I_G \Omega \varphi \in L_2(G).$$

Note that since $\Omega$ is local (4.2) can be written $\hat{\Omega}_G \varphi = \Omega(I_G \varphi)$ since $\varphi \in L_2(G)$ implies $\varphi = I_G \varphi$ as elements of $L_2(X)$.

We now state and prove the main theorem of the present section.

**Theorem 4.2.** Let $\Omega$ and $\Omega_G$ be the infinitesimal generators of $\{U_t; t \geq 0\}$ and $\{T_t[0, G]; t \geq 0\}$ respectively, then if $\Omega$ is a local operator we have $\Omega_G = \hat{\Omega}_G$, that is, the generalized restriction of $\Omega$ to $G$ equals the ordinary restriction of $\Omega$ to $G$ if $\Omega$ is a local operator. Of course, we are assuming $m(dG) = 0$.

**Proof.** Let $T(t^n) = T_t[V_n, X]$ be the semi-groups constructed in Theorem 4.1 and from Theorem 4.1 we know that $T(t^n) \varphi \to T(t)[0, G] \varphi$ for all $\varphi \in L_2(G)$. Let $I_\lambda, J_\lambda$, and $J^{(n)}_\lambda$ be the resolvents of the semi-groups $\{U_t; t \geq 0\}, \{T_t; t \geq 0\}$ and $\{T(t^n); t \geq 0\}$ respectively, it then follows from Theorem 4.1 that $J^{(n)}_\lambda \varphi \to J_\lambda \varphi$ for all $\varphi \in L_2(G)$. Moreover we know from Theorem 5.1 of AF that the infinitesimal generator of $\{T(t^n); t \geq 0\}$ is $\Omega - V_n$. Let $\varphi \in \mathcal{D}(\Omega)$ then since $\Omega$ is local $I_\varphi \varphi \in \mathcal{D}(\Omega - V_n)$ for all $n$. We recall the fact that for each fixed $\lambda$ the range of the resolvent of a strongly continuous $(t \geq 0)$ semi-group is precisely the domain of the infinitesimal generator of the semi-group [6]. Let $\lambda$ be fixed then for each $n$ there exists $\psi_n \in L_2(X)$ such that

$$I_\varphi \varphi = J^{(n)}_\lambda \psi_n. \quad (4.3)$$

But then

$$\psi_n = [\lambda - (\Omega - V_n)] I_\varphi \varphi = \lambda I_\varphi \varphi - \Omega I_\varphi \varphi + V_n I_\varphi \varphi = I_\varphi (\lambda \varphi - \Omega \varphi)$$

since $V_n I_\varphi = 0$. Hence $\psi_n = \psi = I_\varphi (\lambda \varphi - \Omega \varphi) \in L_2(G)$ and $J^{(n)}_\lambda \psi \to J_\lambda \psi$. But this implies that $I_\varphi \varphi = J_\lambda \psi$ or $I_\varphi \varphi \in \mathcal{D}(\Omega)$ and

$$\Omega(I_\varphi \varphi) = \lambda J_\lambda \psi - \psi = \lambda I_\varphi \varphi - [\lambda I_\varphi \varphi - I_\varphi \Omega \varphi] = \Omega(I_\varphi \varphi).$$

Thus if $\varphi \in \mathcal{D}(\hat{\Omega}_G)$ it follows by definition that $\varphi \in \mathcal{D}(\Omega)$ and $\varphi \in L_2(G)$, hence $\varphi = I_\varphi \varphi \in \mathcal{D}(\Omega)$ and $\hat{\Omega}_G \varphi = \Omega \varphi = \Omega \varphi$, that is $\hat{\Omega}_G \subseteq \Omega$. Conversely suppose $\varphi \in \mathcal{D}(\hat{\Omega}_G)$ then there exists $\psi \in L_2(G)$ such that $\varphi = J_\lambda \psi$. Define $\varphi_n = J^{(n)}_\lambda \psi \in L_2(X)$, then $\varphi_n \in \mathcal{D}(\Omega - V_n)$ and $[\lambda - (\Omega - V_n)] \varphi_n = \psi$. Multiply this last equation by $I_\varphi$ and using the facts that $\Omega$ is local
and \( I_\alpha V_n = 0 \) we obtain \((\lambda - \Omega)I_\alpha \phi_n = \phi \) since \( \phi \in L_2(G) \). But \( \phi_n = J_\lambda^{(\alpha)}\phi \rightarrow J_\lambda \phi = \phi \) and hence \( I_\alpha \phi_n \rightarrow I_\alpha \phi = \phi \) since \( \phi \in L_2(G) \). Combining these results with the fact that \( \Omega \) is closed we see that \( \phi \in \mathcal{D}(\Omega) \) and \( \Omega \phi = \lambda \phi - \psi = \lambda \phi - (\lambda - \Omega_0)\phi = \Omega_0 \phi \). Since \( \phi \in L_2(G) \) this implies \( \phi \in \mathcal{D}(\hat{\Omega}_0) \) and \( \hat{\Omega}_0 \phi = \Omega \phi = \Omega_0 \phi \). That is \( \Omega_0 \subset \hat{\Omega}_0 \). This establishes Theorem 4.2.

Let \( \Omega' \) be the infinitesimal generator of \( \{T_t[V, X]; t \geq 0\} \) then we know that if \( V \) is bounded \( \Omega' = \Omega - V \). In general if \( V \) is not bounded we can only conclude that \( \Omega - V \subset \Omega' \) (Theorem 5.2 of AF). However, if \( \Omega \) is a local operator we can obtain more information about \( \Omega' \), at least if we assume a mild regularity condition on the underlying space \( X \) and the measure \( m \). We introduce the following condition which will be referred to as (R):

(R) There exists a sequence, \( \{G_n\} \), of open sets with compact closure such that \( X = \bigcup G_n \) and \( m(\partial G_n) = 0 \) for all \( n \).

Let \( \Omega \) be a local operator in \( L_2(X) \) and assume (R) holds, then if \( I_{G_n} \phi \in \mathcal{D}(\Omega) \) for all \( n \) we can define a function, \( (\Omega \phi)(x) \), which is determined almost everywhere but which will not in general be in \( L_2(X) \). We define \( (\Omega \phi)(x) = (\Omega I_{G_n} \phi)(x) \) provided \( x \in G_n \) and since \( \Omega \) is local it is clear that \( (\Omega \phi)(x) \) is well defined independently of the particular sequence, \( \{G_n\} \), chosen up to a set of measure zero. The point of the matter is that although \( I_{G_n} \phi \in \mathcal{D}(\Omega) \) for all \( n \) it may happen that \( \phi \mathcal{D} \notin (\Omega) \) because \( (\Omega \phi)(\cdot) \notin L_2(X) \). This is a familiar phenomenon in the case of the best known local operators, i.e., differential operators in Euclidean spaces. We will say that the function, \( V \), is \textit{locally bounded} if it is essentially bounded on compact sets. The following theorem gives precise information about \( \Omega' \) in the case that \( \Omega \) is local, \( V \) is locally bounded, and (R) is satisfied. It should be compared with Theorems 5.1 and 5.2 of AF.

**Theorem 4.3.** Let \( \Omega \) be a local operator, and \( V \) be locally bounded on \( G \), and (R) be satisfied, then for every \( \phi \in \mathcal{D}(\Omega') \) we have

\[ (\Omega'_\phi)(x) = (\Omega \phi)(x) - V(x)\phi(x) \]

almost everywhere. However neither \( (\Omega \phi)(\cdot) \) nor \( V\phi \) need be in \( L_2(G) \).

**Proof.** We prove the theorem in the case \( G = X \), the general result following by a completely analogous argument and an appeal to Theorem 4.2.

Let \( \mathcal{D}(V) = \{ \phi; \phi \in L_2(X) \) and \( V\phi \in L_2(X) \} \). Let \( \phi \in \mathcal{D}(\Omega') \) and \( \{G_k\} \) be the sequence of open sets in (R). We first show that \( I_{G_k} \phi \in \mathcal{D}(\Omega) \cap \mathcal{D}(V) \) for all \( k \). If
then let \( J^{(n)}_\lambda \) be the resolvent of the semi-group \( \{T_t[V_n, X]; t \geq 0\} \) and \( J_\lambda \) the resolvent of \( \{T_t[V, X]; t \geq 0\} \). It was shown in AF (during the proof of Theorem 5.2, see also the proof of Theorem 4.1 of the present paper) that
\[
T_t[V_n, X] \varphi \to T_t[V, X] \varphi \quad \text{and} \quad J^{(n)}_\lambda \varphi \to J_\lambda \varphi \quad \text{for all } \varphi \in L_2(X).
\]
Moreover the infinitesimal generator of \( \{T_t[V_n, X]; t \geq 0\} \) is \( \Omega - V_n \) while that of \( \{T_t[V, X]; t \geq 0\} \) is by definition \( \Omega' \).

Now since \( \varphi \in \mathcal{D}(\Omega') \) there exists \( \psi \in L_2(X) \) such that \( \varphi = J_\lambda \psi \). Define \( \varphi_n = J^{(n)}_\lambda \psi \) and then \( [\lambda - (\Omega - V_n)] \varphi_n = \psi \) or \( \Omega \varphi_n = \lambda \varphi_n + V_n \varphi - \psi \).

Multiplying this last equation by \( I_{G_k} \) and using the fact that \( \Omega \) is local we obtain
\[
\Omega(I_{G_k} \varphi_n) = \lambda I_{G_k} \varphi_n + V_n I_{G_k} \varphi_n - I_{G_k} \psi.
\]
But \( \varphi_n = J^{(n)}_\lambda \psi \to J_\lambda \psi = \varphi \) and hence \( I_{G_k} \varphi_n \to I_{G_k} \varphi \). Moreover since \( G_k \) is compact and \( V \) is locally bounded it follows that \( V_n I_{G_k} \varphi_n \to V I_{G_k} \varphi \) in \( L_2 \).

Combining the fact that \( \Omega \) is close with the above remarks we see that \( I_{G_k} \varphi \in \mathcal{D}(\Omega) \) and hence \( I_{G_k} \varphi \in \mathcal{D}(\Omega) \cap \mathcal{D}(V) \).

From (4.5) we obtain
\[
\Omega(I_{G_k} \varphi) = \lambda I_{G_k} \varphi + V I_{G_k} \varphi - I_{G_k} \psi
\]
\[
= \lambda I_{G_k} \varphi + V I_{G_k} \varphi - I_{G_k} (\lambda - \Omega') \varphi
\]
\[
= V I_{G_k} \varphi + I_{G_k} \Omega' \varphi.
\]

Since \( X = \bigcup G_k \) this last equation can be written
\[
(\Omega' \varphi)(x) = (\Omega \varphi)(x) - V(x) \varphi(x)
\]
almost everywhere on \( X \), where \( (\Omega \varphi)(x) \) is the function defined above. This completes the proof of Theorem 4.3.

5. The Density of K. Since \( K(V, G; t, x, A) \leq p(t, x, A) = \int_A f(t, x, y) \, dm(y) \) it is evident that \( K \) is absolutely continuous with respect to \( m \).

The following theorem shows that the density can be chosen to be jointly measurable in its variables.

**Theorem 5.1.** There exists a function \( k(V, G; t, x, y) = k(t, x, y) \) defined for \( t > 0 \) and \( (x, y) \in G \times G \) such that \( k \) is jointly measurable in all its variables and for fixed \( (t, x) \)
\[
k(V, G; t, x, A) = \int_A k(t, x, y) \, dm(y) \quad \text{for all } A, \quad \text{and}
\]
\[
k(t, x, y) \leq f(t, x, y) \quad \text{for almost all } y.
\]
Proof. In the present proof $V$ and $G$ are fixed and so we will suppress them in our notation. Let $G = \bigcup S_n$ where the $S_n$'s are disjoint measurable sets of finite measure. Since $X$ is a separable metric space $\mathcal{B}(X)$ is countably generated and $m$ restricted to $S_n$ is a finite measure. Under these conditions one can show using a technique due to Doob [3, pp. 343-344] that there exists a function, $k_n(t, x, y)$, defined for $t > 0$, $x \in G$, $y \in S_n$ such that $k_n$ is jointly measurable in $(t, x, y)$ (for this one needs the fact that $K(\cdot, \cdot, A)$ is jointly measurable in $(t, x)$ which was established in §2) and $k_n(t, x, \cdot)$ is a density for $K(t, x, \cdot)$ with respect to $m$ restricted to $S_n$ for each pair $(t, x)$. The details of this construction will be omitted since one merely has to put in $(t, x)$ in the appropriate spots in Doob's construction. (See [1] where the details are give.)

If we define

$$k(t, x, y) = \sum_{n=1}^{\infty} k_n(t, x, y) I[S_n; y]$$

it is clear that $k$ has the desired properties.

6. The Spectral Decomposition: Compact case. We begin with the following simple remarks.

**Theorem 6.1.** If $f(t, x, y) = f(t, y, x)$ almost everywhere, $m \times m$ then each of the operators $T_t[V, G]$ is self-adjoint and $\| T_t[V, G] \| \leq 1$.

**Proof.** The fact that $U_t$ and $T_t[V, X]$ are self-adjoint is contained in the corollary to Theorem 2.5 of AF. Using Theorem 4.1 and the fact that the strong limit of self-adjoint operators is self-adjoint we see that $T_t[V, G]$ is self-adjoint. The symmetry of $f$ implies that $M$ and $\alpha$ can be taken to be 1 and 0 respectively in (2.6). Hence (2.15) yields $\| T_t[V, G] \| \leq 1$.

**Theorem 6.2.** Suppose $G$ and $f$ are such that

$$(K) \int_G \int_G f(t, x, y) dm(x) dm(y) < \infty$$

then each of the operators $T_t[V, G] = T_t$ is an integral operator of finite double norm$^2$. That is

$$(T_t \varphi)(x) = \int k(t, x, y) \varphi(y) dm(y)$$

where $k$ is jointly measurable in its variables and

---

$^2$ The theory of operators of finite double norm (also called Hilbert-Schmidt operators) can be found in [10, sec. 97] and slightly more generally in [12], especially pp. 242-248 and p. 353.
\( \int \int k(t, x, y)dm(x)dm(y) < \infty. \)

(Integrals involving \( k \) are understood to be over \( G \) unless otherwise specified.)

**Proof.** This is an immediate consequence of Theorem 5.1.

**Theorem 6.3.** Let (K) of Theorem 6.2 hold and \( f(t, x, y) = f(t, y, x) \) a.e., then \( T_t[V, G] = T_t \) is a positive definite, self-adjoint operator of finite double norm. Moreover there exists a sequence \( \{\lambda_j\} \) of real numbers such that \( 0 \leq \lambda_1 \leq \lambda_2 \leq \cdots \) with \( \lambda_j \to +\infty \), and a complete orthonormal system \( \{\varphi_j\} \) in \( L_2(G) \) such that

\( T_t \varphi_j = e^{-\lambda_j t} \varphi_j \) for all \( t > 0 \)

and

\( \Omega_0 \varphi_j = -\lambda_j \varphi_j \)

where \( \Omega_0 \) is the infinitesimal generator of \( \{T_t; t \geq 0\} \).

**Proof.** From Theorem 6.1 it follows that each \( T_t \) is self-adjoint and hence it is easy to see that \( k(t, x, y) = k(t, y, x) \) almost everywhere, \( m \times m \) for fixed \( t \) (\( k(t, x, y) \) is the function defined in Theorem 6.2). Thus \( T_t \) is given by an integral operator whose kernel is of finite double norm and symmetric.

We next show that each \( T_t \) is positive definite. Since each \( T_t \) is self-adjoint and \( T_t = T_{t/2} T_{t/2} \) we see that \( (T_t \varphi, \varphi) = \| T_{t/2} \varphi \|^2 \geq 0. \) Suppose \( T_t \varphi = 0, \) then \( \| T_{t/2} \varphi \|^2 = (T_t \varphi, \varphi) = 0 \) or \( T_{t/2} \varphi = 0. \) Repeating this argument we see that \( T_{t/2^n} \varphi = 0 \) for all \( n \) and since the semi-group \( \{T_t; t \geq 0\} \) is strongly continuous it now follows that \( \varphi = 0. \) Thus \( T_t \) is positive definite.

Since \( T_t \) is a compact, self-adjoint, positive definite operator it possesses a discrete set of eigen values \( \{\mu_j\}^3 \) with corresponding eigen functions \( \varphi_j \) such that \( 0 < \mu_j \leq \| T_t \| \leq 1 \) and \( \mu_j \downarrow 0. \) Moreover the \( \varphi_j \) may be taken so that \( \{\varphi_j\} \) is a complete orthonormal system in \( L_2(G) \). Define \( \lambda_j = -\log \mu_j \) then \( \lambda_j \geq -\log \| T_t \| \geq 0 \) and \( \lambda_j \uparrow +\infty. \) We now prove that \( \varphi_j \) is an eigen function of \( T_t \) with eigenvalue \( e^{-\lambda_j t} \) for each \( t > 0. \) Consider

\( 0 = (T_t - \mu_j) \varphi_j = (T_{t/2} - \mu_j^{1/2})(T_{t/2} + \mu_j^{1/2}) \varphi_j \)

and let

\(^3\) Each distinct \( \mu_j \) is, of course, repeated according to its (finite) multiplicity.
\[ \psi = (T_{1/2} - \mu_j^{1/2}) \varphi_j, \]
then
\[ (T_{1/2} + \mu_j^{1/2}) \psi = 0. \]
Hence
\[
0 = \| (T_{1/2} + \mu_j^{1/2}) \psi \|^2 = \| T_{1/2} \psi \|^2 + \mu_j \| \psi \|^2 + 2 \mu_j (T_{1/2} \psi, \psi).
\]
But \( \mu_j > 0 \) and \( T_{1/2} \) is positive definite, thus \( \psi = 0 \) or \( T_{1/2} \varphi_j = \mu_j^{1/2} \varphi_j = e^{-\mu_j t} \varphi_j \). Similarly if \( t = m/2^n \) we see that \( T_t \varphi_j = e^{-\lambda_j t} \varphi_j \) and using the strong continuity of the semi-group this then holds for all \( t > 0 \). Moreover \( \{ \varphi_j \} \) being a complete orthonormal system implies that the numbers \( e^{-\lambda_j t} \) exhaust the eigen values of \( T_t \). Finally the fact that \( T_{t/2} \) is of finite double norm implies that
\[
(6.5) \quad \sum_{j=1}^{\infty} e^{-\lambda_j t} < \infty \quad \text{for each} \quad t > 0.
\]
To complete the proof of Theorem 6.3 we must show that each \( \varphi_j \in \mathcal{D} (\Omega_0) \) and that (6.4) holds. Suppose \( T_t \varphi = e^{-\lambda t} \varphi \) and let \( J_\mu \) be the resolvent of the semi-group \( \{ T_t; t \geq 0 \} \), then
\[
J_\mu \varphi = \int_0^\infty e^{-\mu t} T_t \varphi dt = \int_0^\infty e^{-\mu t} e^{-\lambda t} \varphi dt = \frac{1}{\lambda + \mu} \varphi.
\]
Thus \( \varphi = J_\mu [(\lambda + \mu) \varphi] \) which implies that \( \varphi \in \mathcal{D} (\Omega_0) \). Also
\[
(\mu - \Omega_0) J_\mu \varphi = \varphi = (\mu - \Omega_0) \frac{1}{\lambda + \mu} \varphi
\]
or \( \Omega_0 \varphi = -\lambda \varphi \). This proves (6.4) and again since \( \{ \varphi_j \} \) is a complete orthonormal system \( \Omega_0 \) has a discrete spectrum consisting precisely of the numbers \( -\lambda_j \). This completes the proof of Theorem 6.3.

The \( \varphi_j \)'s are, of course, only determined almost everywhere. We now pick the \( \varphi_j \)'s such that
\[
(6.6) \quad \varphi_j(x) = e^{\lambda_j} \int K(V, G; 1, x, y) \varphi_j(y) = e^{\lambda_j} \int k(1, x, y) \varphi_j(y) dm(y)
\]
for all \( x \), and in the sequel \( \varphi_j(x) \) will denote these functions which are defined everywhere.

**Theorem 6.4** We assume the same hypotheses as in Theorem 6.3 and that \( \varphi_j(x) \) is defined by (6.6), then \( \sum_{j=1}^{\infty} e^{-\lambda_j t} \varphi_j(x) \varphi_j(y) \) converges absolutely for fixed \( t > 0 \), \( x, y \), and
(6.7) \[ k(t, x, \cdot) = \sum_{j=1}^{\infty} e^{-\lambda_j t} \varphi_j(x) \varphi_j(\cdot) \]

for almost all \( y \) for fixed \((t, x)\).

**Proof.** We first remark that since

\[ \int K(V, G; t, x, dz)K(V, G; s, z, A) = K(V, G; t + s, x, A) \]

identically in its variables it easily follows that

(6.8) \[ k(t + s, x, y) = \int k(t, x, z)k(s, z, y)dm(z) \]

for all most all \( y \) for fixed \((t, s, x)\) where the exceptional set, of course, depends on \((t, s, x)\).

We next show that for all \( t > 0 \) and all \( x \)

(6.9) \[ \varphi_j(x) = e^{\lambda_j t} \int k(t, x, y)\varphi_j(y)dm(y) \]

where \( \varphi_j \) is, of course, defined by (6.6). We already know that for each fixed \( t > 0 \) the relation (6.9) holds for almost all \( x \). Thus if \( t < 1 \) we have for all \( x \)

\[ \varphi_j(x) = e^{\lambda_j t} \int k(1, x, y)\varphi_j(y)dm(y) \]

\[ = e^{\lambda_j t} \left[ \int k(t, x, z)k(1 - t, z, y)dm(z) \right] \varphi_j(y)dm(y) \]

\[ = e^{\lambda_j t} \int k(t, x, z)\varphi_j(z)dm(z), \]

where the interchange is justified since the integral exists absolutely in the first order. If \( t > 1 \) we have for all \( x \)

\[ \int k(t, x, y)\varphi_j(y)dm(y) \]

\[ = \int \left[ \int k(1, x, z)k(t - 1, z, y)dm(z) \right] \varphi_j(y)dm(y) \]

\[ = e^{\lambda_j(t-1)} \int k(1, x, z)\varphi_j(z)dm(z) \]

\[ = e^{-\lambda_j t} \varphi_j(x). \]

Thus (6.9) holds for all \( t > 0 \) and all \( x \).

For fixed \( s > 0 \) the Schwarz inequality, (6.2), and (6.9) combine to yield

(6.10) \[ | \varphi_j(x) |^2 \leq e^{2\lambda_j s} \int k(s, x, y)^2dm(y) \| \varphi_j \|^2. \]
By (6.5) we know that \( \sum_{j=1}^{\infty} e^{-\lambda_j t} < \infty \) for all \( t > 0 \), and combining this with (6.10) and the fact that \( \| \varphi_j \| = 1 \) we obtain

\[
(6.11) \quad \sum_{j=1}^{\infty} e^{-\lambda_j t} \varphi_j(x) \varphi_j(y) < \infty
\]

for all \( t > 0 \) and all \( x \). The Schwarz inequality and (6.11) imply that

\[
\sum_{j=1}^{\infty} e^{-\lambda_j t} \varphi_j(x) \varphi_j(y)
\]

converges absolutely for all \( t > 0 \) and all \( (x, y) \). Let us define

\[
h(t, x, y) = \sum_{j=1}^{\infty} e^{-\lambda_j t} \varphi_j(x) \varphi_j(y).
\]

Let \( t > 0 \) and \( x \) be fixed and let \( A \subset G \) with \( m(A) < \infty \). Since

\[
\int_A |\varphi_j(x)| \, dm(x) < [m(A)]^{1/2}
\]

it follows from (6.10) that

\[
\sum_{j=1}^{\infty} e^{-\lambda_j t} |\varphi_j(x)| \int_A |\varphi_j(y)| \, dm(y) < \infty.
\]

Thus by the Fubini theorem (we regard the sum as an integral over the discrete measure space \{1, 2, 3, \ldots\} each point being assigned measure one) and (6.9)

\[
\int_A h(t, x, y) \, dm(y) = \sum_{j=1}^{\infty} e^{-\lambda_j t} \varphi_j(x) (I_A, \varphi_j)
\]

\[
= \sum_{j=1}^{\infty} e^{-\lambda_j t/2} \int_A k(t/2, x, y) \varphi_j(y) \, dm(y) (I_A, \varphi_j).
\]

Applying the Fubini theorem again (the integral and sum exist absolutely) we obtain

\[
\int_A h(t, x, y) \, dm(y) = \int k(t/2, x, y) \sum_{j=1}^{\infty} e^{-\lambda_j t/2} (I_A, \varphi_j) \varphi_j(y) \, dm(y).
\]

This last sum converges absolutely but it also converges in \( L_s(G) \) to \( T_{t/2} I_A \)

and, of course, the \( L_s \) sum and the pointwise sum must agree almost everywhere. Thus we finally have

\[
\int_A h(t, x, y) \, dm(y) = \int k(t/2, x, y) (T_{t/2} I_A)(y) \, dm(y)
\]

\[
= \int k(t/2, x, y) \left( \int_A k(t/2, y, z) \, dm(z) \right) \, dm(y)
\]

\[
= \int k(t, x, z) \, dm(z).
\]

Since \( A \) was an arbitrary set of finite measure it now follows that \( h(t, x, \cdot) = k(t, x, \cdot) \) almost everywhere for each fixed \((t, x)\), that is, \( h(t, x, \cdot) \) is a
density for \( K(t, x, \cdot) \) with respect to \( m \). Clearly \( h(t, x, y) \) is jointly measurable in its variables and since these were the defining properties of \( k \) we may (and will) set \( k(t, x, y) = h(t, x, y) \) for all \( t > 0, x, y \) in the sequel.

**Theorem 6.5.** Under the assumptions of Theorem 6.4

\[
\int k(t, x, y)^2 dm(x) dm(y) = \sum_{j=1}^{\infty} e^{-2\lambda_j t}.
\]

**Proof.** This is a well known property of such operators. See [12; p. 353].

7. The Spectral Decomposition: General Case. In this section we will use the theory of generalized eigenfunction expansions to obtain a spectral decomposition for \( k(t, x, y) \) without assuming \((K) \) of Theorem 6.2. We begin by giving a short outline of this theory.\(^4\)

Let \( T \) be a (possibly unbounded) self-adjoint operator in \( L_2(G) \) and \( E(\lambda) \) its spectral resolution. One version of the spectral theorem asserts that there exists a sequence of elements, \( \{\phi_n\} \), in \( L_2(G) \) such that \( L_2(G) \) is the orthogonal direct sum \( \sum_{n=1}^{\infty} \mathcal{S}_n \) where \( \mathcal{S}_n \) is the closed manifold of all vectors of the form \( F(T)\phi_n \) where \( F \in L_2(\mu_n) \) and \( \mu_n(\cdot) = (E(\cdot)\phi_n, \phi_n) \). In fact the correspondence \( F(T)\phi_n \rightarrow F(\cdot) \) establishes an isomorphism, \( U \), of \( L_2(G) \) onto the direct sum \( \sum_{n=1}^{\infty} L_2(\mu_n) \) which diagonalizes \( T \) in the sense that

\[
(UF(T)\phi_n)(\lambda) = F(\lambda)(U\phi_n)(\lambda)
\]

for \( \phi \in \mathcal{D}(F(T)) \). If \( \phi \in L_2(G) \) then \( (U\phi)_n \) denotes the component of \( U\phi \) in \( L_2(\mu_n) \). Moreover, each \( \mathcal{S}_n \) reduces \( T \) and the support of each \( \mu_n \) is contained in the spectrum of \( T \). The operator \( T \) is said to have a generalized eigenfunction expansion provided that there exist kernels \( W_n(\lambda, x) \) jointly measurable in \((\lambda, x)\) such that for all \( \phi \in L_2(G) \)

\[
(U\phi)_n(\lambda) = \int \phi(x) W_n^{*}(\lambda, x) dm(x)
\]

and

\[
\phi(x) = \sum_{n=1}^{\infty} \int_{-\infty}^{\infty} (U\phi)_n(\lambda) W_n(\lambda, x) d\mu_n(\lambda)
\]

where the precise meaning (7.2) and (7.3) is as follows. In (7.2) there

\(^4\) We follow Garding’s approach to the problem [4]. A set of seminar notes entitled “Generalized Eigenfunction Expansions” giving the details of this subject may be obtained from the author upon request.

\(^5\) If \( \varphi \) is a complex valued function, \( \varphi^* \) denotes its complex conjugate.
exists an increasing sequence, \( \{S_k\} \), of sets of finite measure such that
\[ G = \bigcup_{k} S_k \]
and \( \int_{S_k} \varphi(x) W^*_n(\lambda, x) dm(x) \) exists as a Lebesgue integral for each \( k \) and is an element of \( L_2(\mu_n) \) as a function of \( \lambda \). Moreover, as \( k \to \infty \) this sequence of elements converges in \( L_2(\mu_n) \) to the value of the integral. The integral in (7.3) is defined similarly in \( L_2(G) \) and the sum is then taken in \( L_2(G) \).

A complex valued function, \( b(x, y) \), defined on \( G \times G \) and jointly measurable in \((x, y)\) will be called a Carleman kernel if it satisfies

\[
(7.4) \quad b(x) = \int_G |b(x, y)|^2 dm(y) < \infty \quad \text{a. e.}[m].
\]

That is \( b(x, \cdot) \in L_2(G) \) for almost all \( x \). With the kernel, \( b(x, y) \), we associate the domain, \( \mathcal{D}_0 \), consisting of those elements \( \varphi \in L_2(G) \) satisfying

\[
(7.5) \quad \int |\varphi(x)| |b(x)| dm(x) < \infty
\]

A densely defined operator, \( B \), in \( L_2(G) \) is called a Carleman operator if there exists a Carleman kernel, \( b(x, y) \), such that for all \( \varphi \in \mathcal{D}(B) \) we have

\[
(7.6) \quad (B\varphi)(x) = \int \varphi(y)b^*(x, y) dm(y).
\]

The following theorem was proved by Gårding [4]. (Actually he proved slightly more but this is all that we will need.)

**Theorem 7.1.** Let \( T \) be a densely defined self-adjoint operator in \( L_2(G) \) and we use the notation introduced above. Let \( \phi \) be a complex valued function measurable with respect to all the \( \mu_n \) and such that \( |\phi| > 0 \) almost everywhere with respect to all the \( \mu_n \). If \( \phi(T) \) is a Carleman operator, then \( T \) has a generalized eigenfunction expansion.

In proving this theorem Gårding first showed that there existed functions \( B_n(\lambda, x) \) jointly measurable in \((\lambda, x)\) such that \( B_n(\cdot, x) \in L_2(\mu_n) \) and \( B_n = \{B_n(\cdot, x)\} \in \Sigma \) for all \( x \). If \( b(x, y) \) is the Carleman kernel corresponding to \( \phi(T) \) then \([Ub(x, \cdot)](\lambda) = B_n(\lambda, x)\) as elements of \( L_2(\mu_n) \) for almost all \( x \). Finally we have

\[
(7.7) \quad W_n(\lambda, x) = \phi(\lambda)^{-1}B_n^*(\lambda, x).
\]

Garding also showed that if \( \varphi \in \mathcal{D}_0 \) then

\[
(U\varphi)_n(\lambda) = \int \varphi(x) W_n^*(\lambda, x) dm(x)
\]

exists as an ordinary Lebesgue integral and

\[
A_n(\lambda, \varphi) = \int \varphi(x)B_n(\lambda, x) dm(x) \in L_2(\mu_n)
\]
and \( A(\varphi) = \{ A_n(\cdot, \varphi) \} \in \Sigma \). Also if \( F = \{ F_n \} \in \Sigma \) is such that

\[
\sum_n \int_{-\infty}^{\infty} |\phi(\lambda)^{-1} F_n(\lambda)|^2 d\mu_n(\lambda) < \infty
\]

then

\[
(U^{-1} F)(x) = \sum_n \int_{-\infty}^{\infty} F_n(\lambda) W_n(\lambda, x) d\mu_n(\lambda)
\]
a.e. where the integrals exist as Lebesgue integrals and sum converges absolutely. This completes our review of Gårding's theory and we now return to the problem at hand.

**THEOREM 7.2.** Let \( f(t, x, y) = f(t, y, x) \) a.e. \([m \times m]\) and let

\[
\int_{m} f(t, x, y)^2 dm(y) \leq b(t) < \infty
\]

for almost all \( x \), then there exist finite measures, \( \mu_n \), with support contained in the nonnegative reals and real kernels \( W_n(\lambda, x) \) defined for \( \lambda > 0 \) and \( x \in G \) and jointly measurable in \((\lambda, x)\) such that

\[
h(t, x, y) = \sum_{n=1}^{\infty} e^{-\lambda t} W_n(\lambda, x) W_n(\lambda, y) d\mu_n(\lambda)
\]
exists for all \( t, x, y \). (The integrals exists as Lebesgue integrals and the sum converges absolutely.) Moreover there exists a null set, \( S \), such that for all \( t > 0 \) and \( x \not\in S \) the function \( h(t, x, \cdot) \) is a density for \( K(V, G; t, x, \cdot) \) with respect to \( m \).

**Proof.** Let \( T_t = T_t[V, G] \) then exactly as in Theorems 6.1 and 6.3 it follows that each \( T_t \) is a positive definite self-adjoint operator and \( ||T_t|| < 1 \). Let \( \Omega'_\varphi \) be the infinitesimal generator of \( \{ T_t; t \geq 0 \} \), then \(-\Omega'_\varphi\) is a positive definite self-adjoint (but in general unbounded) operator. Moreover, if \( \phi(\lambda) = e^{-\lambda} \) then \( \phi(-\Omega'_\varphi) = T_1 \). Since \( k(t, x, y) \leq f(t, x, y) \) a.e. it follows that \( T_1 \) is a Carleman operator and thus \(-\Omega'_\varphi\) has a generalized eigenfunction expansion. Because each \( T_t \) and hence \(-\Omega'_\varphi\) is a real operator, the isomorphism, \( U \), between \( L_2(G) \) and \( \Sigma \) can be chosen to be real, i.e., \( U \) commutes with complex conjugation. Thus the kernels \( W_n(\lambda, x) \) in the generalized eigenfunction expansion of \(-\Omega'_\varphi\) can be taken to be real. Since \( U \) diagonalizes \(-\Omega'_\varphi\) we have

\[
(UT_t \varphi)_n(\lambda) = e^{-\lambda t} (U \varphi)_n(\lambda)
\]
for all \( \varphi \in L_2(G) \).

From our general discussion of Gårding's theorem we know that there exists a null set, \( S \), such that (\( S \) independent of \( n \)) \( U[k(1, x, \cdot)]_n(\lambda) = e^{-\lambda} W_n(\lambda, x) \) as elements of \( L_2(t^n) \) for \( x \not\in S \). But

\[\text{If } m(G) < \infty \text{ then the hypothesis of Theorem 7.2 implies (K) of Theorem 6.2. Thus Theorem 7.2 contributes to our knowledge only in the case } m(G) = \infty. \text{ If in Theorem 7.2 we assume } b(t) < \infty \text{ for all } x, \text{ it then follows that } h(t, x, \cdot) \text{ has the required properties for all } t \text{ and } x. \text{ In this connection see, Lemma 2.2 of R. K. Getoor, An Analogue of of Mercer's Theorem, Duke Math. J. 25 (1958), 615-624.} \]
for almost all \( y \) for fixed \((t, s, x)\), see (6.8).

Thus

\[
(Uk(t + 1, x, \cdot))_n(\lambda) = U[Tk(1, x, \cdot)]_n(\lambda) = e^{-\lambda t} [Uk(1, x, \cdot)]_n(\lambda) = e^{-\lambda t} W_n(\lambda, x)
\]

as elements of \( L_2(\mu_n) \) for \( x \notin S \). On the other hand if \( t < 1 \) and \( x \notin S \) we have

\[
e^{-\lambda} W_n(\lambda, x) = [UK(1, x, \cdot)]_n(\lambda) = [UT_{1-t} k(t, x; \cdot)]_n(\lambda) = e^{-\lambda(1-t)} [UK(t, x, \cdot)]_n(\lambda),
\]

or

\[
(7.11) \quad [UK(t, x, \cdot)]_n(\lambda) = e^{-\lambda t} W_n(\lambda, x).
\]

Thus (7.11) holds for all \( t > 0 \) and \( x \notin S \) as elements of \( L_2(\mu_n) \). If we define \( \tilde{W}_n(\lambda, x) = 0 \) for \( x \in S \) (which does not effect the generalized eigenfunction expansion) then

\[
W = \{e^{-\lambda t/2} W_n(\lambda, x)\} = \{[UK(t/2, x, \cdot)]_n(\lambda)\} \in \mathfrak{S}
\]

for \( x \notin S \) and \( W = 0 \) for \( x \in S \) and hence

\[
||W||^2 = \sum_{n=1}^{\infty} \int_0^\infty e^{-\lambda t} |W_n(\lambda, x)|^2 d\mu_n(\lambda) < \infty
\]

for all \( x \). Thus applying the Schwarz inequality twice we see that

\[
h(t, x, y) = \sum_{n=1}^{\infty} \int_0^\infty e^{-\lambda t} W_n(\lambda, x) W_n(\lambda, y) d\mu_n(\lambda)
\]

exists for all \( t, x, y; \) the integrals exist as ordinary Lebesgue integrals and the sum exists absolutely. Moreover

\[
|h(t, x, y)| \leq h(t, x, x)^{1/2} h(t, y, y)^{1/2}.
\]

We next show that \( h(t, x, y) \) has the desired properties. Let \( A \) be a set of finite measure, then

\[
\int_A \sum_{n=1}^{\infty} \int_0^\infty e^{-\lambda t} |W_n(\lambda, x)||W_n(\lambda, y)| d\mu_n(\lambda) dm(y)
\]

\[
\leq h(t, x, x)^{1/2} \int_A h(t, y, y)^{1/2} dm(y)
\]

\[
\leq [m(A)|h(t, x, x)| \int_A \sum_{n=1}^{\infty} \int_0^\infty e^{-\lambda t} |W_n(\lambda, y)|^2 d\mu_n(\lambda) dm(y)]^{1/2}
\]

\[
= [m(A)|h(t, x, x)| \int_A \||e^{-\lambda t/2} W_n(\lambda, y)||^2 dm(y)|^{1/2}
\]

\[
= [m(A)|h(t, x, x)| \int_A \int_0^\infty k(t/2, y, z)^2 dm(z) dm(y)]^{1/2}
\]

\[
\leq [b(t/2)|h(t, x, x)|^{1/2} m(A) < \infty,
\]
where we have used the fact that $U$ is an isomorphism between $L_2(G)$ and $\sum$. Thus we have

$$\int_A h(t, x, y)dm(y) = \sum_{n=1}^{\infty} \int_0^\infty e^{-\lambda t} W_n(\lambda, x) \int_A W_n(\lambda, y)dm(y)d\mu_n(\lambda)$$

where the interchange is easily justified by the preceding calculation and the Fubini theorem. But $I_A \in \mathcal{O}_0$, therefore $\int_A W_n(\lambda, y)dm(y) = (UI_A)_n(\lambda)$ as elements of $L_2(\mu_n)$ and hence for all $t > 0$ and all $x \in X$ we have

$$(7.12) \int_A h(t, x, y)dm(y) = \sum_{n=1}^{\infty} \int_0^\infty e^{-\lambda t} W_n(\lambda, x)(UI_A)_n(\lambda)d\mu_n(\lambda).$$

The right side of (7.12) can be written in the form $(\{e^{-\lambda t} W_n(\lambda, x)\}, \{(UI_A)_n(\lambda)\})_\sigma$ where $(\cdot, \cdot)_\sigma$ is the inner product in $\sum$. According to (7.11) there exists a null set $S$ independent of $t$ such that $e^{-\lambda t} W_n(\lambda, x) = [Uk(t, x, \cdot)]_\sigma(\lambda)$ as elements of $L_2(\mu_n)$ for all $t > 0$ provided $x \notin S$. Combining this with (7.12) and the fact that $U$ is an isomorphism we obtain

$$(7.13) \int_A h(t, x, y)dm(y) = (k(t, x, \cdot), I_A) = \int_A k(t, x, y)dm(y)$$

for all $t > 0$ and all $x \notin S$. We note that $S$ is also independent of $A$. Since (7.13) holds for all sets of finite measure the proof of Theorem 7.2 can now be completed by the standard approximation argument.

As in § 6 we may as well (and do) take $k(t, x, y) = h(t, x, y)$ for all $t > 0$, $y \in G$, and $x \notin S$. Our last theorem in this section shows that $W_n(\lambda, \cdot)$ is actually an eigenfunction (but not necessarily in $L_2$) of an appropriate integral equation.

**Theorem 7.3.** Let the hypotheses of Theorem 7.2 hold, then for each $t > 0$ and $n$ there exists a $\mu_n$ null set, $A_n$, and a $m$ null set, $S$, (both depending on $t$ in general) such that $e^{-\lambda t} W_n(\lambda, x) = \int k(t, x, y)W_n(\lambda, y)dm(y)$ for $\lambda \notin A_n$ and $x \notin S$. That is, $W_n(\lambda, \cdot)$ is an eigenfunction of the integral equation $e^{-\lambda t} f(x) = \int f(y)k(t, x, y)dm(y)$ for almost all $\lambda$ for fixed $t > 0$.

**Proof.** Let $b(t, x) = \int k(t, x, y)dm(y) \leq b(t)$ for almost all $x$, then $\mathcal{O}_0$ is the set of $\varphi \in L_2(G)$ such that $\int b(1, x)|\varphi(x)|dm(x) < \infty$. Let $A$ be a set of finite measure then $I_A \in \mathcal{O}_0$ and $T_t I_A \in \mathcal{O}_0$ since

$$\int b(1, x)|k(t, x, y)dm(x) \leq b(1)\int A k(t, x, y)dm(x) \leq b(1)m(A).$$

where we have used the symmetry of $k$. Thus for almost all $\lambda$
(7.15) \[(UT_t I_A)_n(\lambda) = \int (T_t I_A)(x) W_n(\lambda, x) dm(x)\]

and

(7.16) \[(UT_t I_A)_n(\lambda) = e^{-\lambda t} (UI_A)_n(\lambda) = e^{-\lambda t} \int I_A(x) W_n(\lambda, x) dm(x),\]

where the integrals are ordinary integrals.

Since the integral in (7.15) exists absolutely we can change the order of integration obtaining

\[(UT_t I_A)_n(\lambda) = \int_A \int k(t, x, y) W_n(\lambda, x) dm(x) dm(y)\]

for almost all \(\lambda\). Combining this with (7.16) we see that

\[\int_A \left[ e^{-\lambda t} W_n(\lambda, y) - \int k(t, x, y) W_n(\lambda, x) dm(x) \right] dm(y) = 0\]

for almost all \(\lambda\) where, of course, the exceptional set depends on \(A\).

Using the facts that \(m\) is \(\sigma\)-finite and \(\mathcal{B}(X)\) is countably generated it is a standard matter to conclude that for fixed \(t\) there exists a \(\mu_n\) null set, \(A_n\), and a \(m\) null set, \(S\), (both depending on \(t\) in general) such that

\[e^{-\lambda t} W_n(\lambda, y) = \int k(t, x, y) W_n(\lambda, x) dm(x)\]

provided \(\lambda \notin A_n\) and \(y \notin S\). This completes the proof of Theorem 7.3.
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