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I. I. HIRSCHMAN, JR.

1. Introduction. Let G be a compact topological group with elements
x, %, etec. We denote by dx the Haar measure of G normalized by the
condition that the measure of G is 1. Let the matrices

(1) [o(a, T, 7, )17 52, aec A

be a complete set' of inequivalent unitary representations of G. We
recall that this implies that?

S o, 3, 5, 2)9(8, k, 1, x)*da = 8a, 1,5; 8, k, 1) .
a ()

Here &(a, 4, 5;8,k, 1) is 1 if a=p,7i=1Fk and j = 1l; otherwise it is zero.
Further if f(x) € L¥G) and if

o, i, 3, f) = | f@ola, i, 4, o)de,
then
r(@) .. 1/2
(2) [Sr@ 3 te@ i, 00 = il

Let 1< p=<21/p+ 1/g=1. The object of the present paper is to
demonstrate the inequalities

(%) [sr@] S te@ 5 00 [T = 0
(3" DR I VLR I e T

and to determine for p = 2 all cases in which equality occurs. (If
p = q = 2 then (3') and (3”) reduce to (2) and equality holds for every
f). The inequalities (3’) and (3"”) are an extension to compact groups of
the Young-Hausdorff-Riesz inequalities for Fourier series. The corre-
sponding problem for locally compact Abelian groups has been discussed
by E. Hewitt and the author in [2], and the present paper may be
considered as a continuation of [2]. Closely related results are also
contained in a paper of A. Calderén and A. Zygmund [1].

Note that the »(a) x r(a) matrix [g(a, 7, 7, )] is not uniquely
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supported in part by the Office of Scientific Research and Development Command of the
United States Air Force under contract No. AF18(600)-568.

! For the definitions of the group theoretic terms used here see [3].

2 If v is a complex number then y* denotes its conjugate.
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526 I. 1. HIRSCHMAN, JR.
specified. Indeed if [i(7,7)] is any »(«) x r(«) unitary matrix then
[g(a, 7, 7. 2)] may be replaced by
[9:(a, %, 7, ©)] = [(3, Dlg(a, 7, 5, )L, )17 .
Let
eleid, ) = | f@oei, 4,2 do

We assert that
(@) .. r(a) ..
i%lcl(a, i, 9, /I =i.j?:110(a, v, 3, FIF;

that is the left hand side of (3’) and (3”) remains unchanged if some
representations are replaced by equivalent representations. This is an
immediate consequence of the easily verified matrix equation

lee, %, 3, )] = [¢G, Dle(a, 3, 3, HNLE, DI .

This property, which is eclearly essential if the extremal functions are
to have group theoretic significance, explains the appearance of the terms

T<w) . . 9
> le(ay 1, 4, I
i,5=1

in the inequalities (3') and (3”).

2. The inequalities. We begin by demonstrating the inequality (3')
of §1. Essentially this result is a consequence of the Riesz-Thorin
convexity theorem. However we will give the demonstration in full,
first because the proof differs slightly from the proofs of the previously

known special cases, and secondly because we shall need the apparatus
of the proof in order later to identify the extremal functions.

THEOREM 2a. If f(x)e L*(G)1 < p £ 2 then the inequality (3') of
§ 1 holds.

Let sgn re®® = e if » = 0 and let sgn 0 = 0. Let w be a complex
number. We define’

T,(0)f (@) = | £(@)| ¢+ sgn f(2)
olat, i, 4, Tw)F) = || L) f@)lglet, 7, 4, 2)de .
Let
s, £) =3 let, 4, PP,

3 If flx) #+ 0 we define | f(x)|(»/20+w) to be exp [loglf(x)]—zl—p(l + w)] where log| flz)| is

taken as real,



A MAXIMAL PROBLEM IN HARMONIC ANALYSIS, I 527

Clat, 1,3, ) = [5(at, (@] - e(at, 1,5, )"
S, £) =5 1€ (@i, 4, DI = s(at, £y« r(@y= .
We further define
L)@, 1, 4, ) = [(@)S(at, F)I#=70 - Clat, 1,5, f)

if s(a,f)+0. If s(a,f)=0 we set Ty(w)C(a,1,7,f)=0. Suppose
first that f is a finite simple function; that is, there exist disjoint
measurable sets J,, ---,J, in G such that f(x) =a,+0 for ze J,
E=1,---,m, while f(#) =0 for x e G — (J,UJ,U---UJ,). Then

ofat, i, 3, Tw)f) = S a0 sgna| (e 1,4, o)de

k

Let A, be a finite subset of A and define
r(a) .. ..
Fy(w, 4)) = GE ?‘(a)_jZ le(a, 2, J, To(w) LT w)C(e, <, 7, £] .
@ AO %,j=1

Clearly F.,(w, A,) is an exponential polynomial with real exponents;
that is Fy(w, 4,) is of the form >\, @.e»* with the ¢, real. Thus
Fi(w, 4,) is an entire function of w bounded in every vertical strip
u, < Rw < u,. By Schwarz’s inequality

Fw, A = (5 @S et 3,5, Tw)sy)
(£ 7@ 31w, i, 5,50

Suppose Rw = 0; that is w = 0 + iv. Then we have
| (i) f(@)| = | fz)|¢* .
By Bessel’s inequality
T(w) - - . 3
3 r@ X ety iy, Tn)NF = | 1T @) Pde = 1711

On the other hand

| T(iv)C(ex, 1, 4, )| = | Ca, 4, §, F)I[r(@)]S(e, f£)]E-@®
and hence

<

(@)

3 1Cai, 3, )

=1

31 Tn)C@, i, 5, £ = [r(@)S(a, T
= 7@ (@, ) = (@) s, )

Thus
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1/2

IFy(iv, 4)] < 17137 S rl@r-s(a, /) |
€4y
Next suppose Rw =1, that is w =1 + <v. Then we have

| Ty(1 4 ) f(x)] = | f(@)]” .

Now
ofa,i, 3, T(L + i0)f) = | (7.0 + i) p@lote, 3, 3, 2)do
le(a, 3, 3, Tl + i) f) |
= | 17+ i0)7@) Lo, 3,5, 9de] | T+ @)1 do,
and thus

3l .3, T+ N E S U] 17@P S 0@ i, 5,01
Since
3 lgte, i, 5,008 = r(@)
this implies that
3 Loty i, 4, T+ 0, NP = 1@
On the other hand we have
| T(L+ 0)Clat, 4, 4, )] = r(@]S(e, "1 Cla, i, 5, )1
ST+ 00, i, ) = r(@S(@ £)? = r(e@)-s(@, £)

By Schwarz’s inequality

IR, 4 = 5 {r@ 3 ke, 4,4, T P

a€4,

1/2
’

(@) L.
x {r(@) 3 | Tw)Ce i, 4, I}
and from this it follows that
(@) .. 1/2
Fw, 4)| = {Lub. r@> |e(@, i, 4, Tw)£)F}
a€4, i,J=1

x 5 {rt@r S 1 Tl i, 3, e}
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Using the above estimates we obtain
I FAL+ v, A S SIS rcr-osa, gy}
@€4,
Finally since
N\
T(2 1) f@ = 1@, T(Z—1)C 5. /) = Ol i, , /)

we have

F(% _1, Aa> -

5 1@ S e, 4, 5, )0, 1,4,

@c4dy

€
/r(a/)z'(lﬂ)qs(a/ f)QI2
aer ’

By the three lines theorem, see [1 p. 169],

Fl(% -1, Ao> < [:1ub | Fi(2v, A,) 1]2—2“’[1_11.1). | F.(1 + v, 4)) Ijlzlp-d
Thus if
v =1 5 rrrsa )"
a€ 4y
we find that

ot < {IlF 15} e {11 f |G}

which implies that x < || f)l,. This has been established under the
assumption that f is a simple function ; however this restriction can be
removed as follows. Let {f,(®)};., be a sequence of simple functions
such that ||f — f.ll,— 0 as n—> . We have

{3 rersa et gl =t
®€ 4y
Since ¢(a, 1, 7, fu) > ¢(a, i, j, f) as n — o we obtain in the limit

{(,62‘4‘ ,r(a)z-qlzs(a',f)(l/z)q}llq <Ilifllp.

Finally, A, being an arbitrary finite subset of A this implies the validity
of (3') of §1.

The second of our two inequalities can be deduced from the first
by a familiar duality argument.

THEOREM 2b. If f(x) € LYG)2 < q < o then (3”) of §1 holds.
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Let L? be the class of functions g(x) for which ¢(a, 7, 7, g) is different

from 0 for only a finite number of indices and for which || g(x)]], < 1.
We have if ge L?

T(w) . . . .
[, f@0@yde = 3 1@ 3 e, i, 5, et i, , 9)*
and hence

1/q

[, r@gteyds | = { 3 r@p-msta, py} ] S riay-stse, gy}
= | = r@rresta, e}
since by Theorem 2a
| 5 riaronse, gy < llgll, = 1.

Since L? is dense in the unit ball of L*(G)

171l =Lub. || r@g*

dx ;

it follows that

Al = {wé r(a)="s(q, )PP }1“’

as desired.

It should be noted that the inequality is valid (8’) for p = 1 in the
form

(@) L. 1/2
Lub.[ @ ¥ et i, 4,0 =171,
the (elementary) proof of this result being one of the steps in the

demonstration of Theorem 2a. Similarly (3”) is valid for ¢ = o in the
form

1£ 1k = Sr@] 3 le( 4,5, 0]
Here || f|l. = ess. sup. | f(x)].

3. An order relation. If the group G is commutative then the
following result reduces to the Riemann-Lebesgue lemma.

THEOREM 3. If f(x) e LNG) then s(a, f) = o[r(a)].
This means, of course, that given any & > 0 the set of values «
for which s(a, f) > or(«) is finite. We can write f(x) = fi(x) + fix)
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where fy(x) € LA(G) and where || f.|l, < ¢, ¢ being any positive number

given in advance. A familiar inequality implies that s(a, f) <
2s(av, fy) + 2s(a, f,). Since

> r(a)s(a, f) = L f2 1k

it follows that s(a, f,) = o[r(«)]* and thus a fortiori
s(@, £) = olr(a)] .

On the other hand

ol i, 3, £) = | At i, 4, 0dz

e, i, 3, £ = | 1A@) ot 1,4, @) e 1)) da,

s, £) = WAL L@ S o, 1,4, 98 < 1Al = er .

Thus
s(at, f) < olr(@)] + 2:'7(@) .

4, A duality property. A function f(x) € L*(G) (1 < p < 2)is said
to be maximal in L?(G) if equality obtains in the inequality (3’) of §1;
a function f(x)e LYG) (2 < g < =) is said to be maximal in LYG) if
equality obtains in (3”) of §1.

THEOREM 4a. Let ||fll, = 1 where 1 < p < 2 and let F(x) = | f(x)]**
sgn f(x). If f is maximal in L*(G) then F is maximal wn LY(G) and

c(a’ ?:7 j’ F) = C(a’ ?:! j" f)* .

Let B be the collection of all finite subsets B of A, partially ordered
by inclusion. For B € B we define

(@)
(@, B) = w;B /r(a)i(%;—q Ca, 1,7, f)*g(a’ 1, 7, %) .
By Theorem 2b
l ¢z, B)ll, = {gBr(a)z-U/?)vS(a,f)(l/z)p}”" .

Now
(@)~ rS(a, f)UD? = p(a)=-ADs(a, f)0

from which it follows that
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(e, Blly < |5, rtey-cmmsga, pye} ™ < lipliyr = 1.

Also if B, € B and if B A B, denotes the symmetric difference of B and
B, then

[| p(z, B) — ¢(x, B)|l, < {ae%:&g /r(a)2—(1/2)qs(a,f)q/2}1/p

It follows that the limit in the mean of order ¢ of ¢(x, B) exists. Let
us denote this limit by ¢(z); then

lim || ¢(z) — d(z, B)l, = 0.,
le@l =1,

and

c(a, i, 4, P) = C(a, 1, 3, £)F .
We have

[, 7@, Brde = X r@) S el i, 4, 0@ 5,5, 5)
= 3, r(ap (e, £)eme.

It follows that
|, f@(eyde =1lim | f@)pe, Bydo

— lim {z ray-s(a, f)@'m} = || £l =

BeEB la€B

Here we have made use of the fact that f is maximal in L?. We now
have

1= f@p@rds < 171 g1l = 15

that is, equality obtains in Holder’s inequality. Using the fact that
I fll, =1 this implies, see [2], that

d(x) = | f(@)|*~* sgn f(x)

Thus ¢(x) = F(x) and the statement of our theorem is proved. That
F(x) is maximal in LYG) follows from an evident computation.

THEOREM 4b. Let {|fll, =1 where 1<p <2 and let F(x)=
| f(x)|Ptsgn f(x). If F(x) maximal in LYG) than f(x) is maximal n
L*(G) and
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Cla, 1,3, f)* =cla, 1,7, F) .
Let us set
F, B) = 5 () i’%’l e, i, 3, F)g(ct, 3, §, @)
where B e B. Since F' is maximal
| r@-emrsa, Fyes” < ), =1,
and from this it follows easily using Theorem 2b that
lim [| F(z) — F(z, B)ll, = 0 .

We have

a€B

5, @) S e, i, 4, F)e(e,,5,0)* = | Fa, Bf*@)de
and thus passing to the limit

a% r(@)e(a, 1, j, Fe(a, 1, 3, f)* = SG F(x)f*(x)de =1.
On the other hand

1= 3 r(@ele, i, 3, Fle(, 3,5, )" = {%; r(@)-mas(a, f)wm}”“

. {Z r(a)-»rs(a, Fr)eme }ll.p
a€A
Now
/
{ 3 ray-cmmsia, meme ™ = ||, = 1
by assumption, and this implies that

| = r@yp-ems(a, pyem z 1= 1171,

Thus f is maximal in L?. Applying Theorem 4a we see that ¢(a, 7, j, F)=
Cla, 1, 3, f)*.

5. Necessary conditions.

LEMMA 5. If f(x) is maximal then so is f(xi*x) for any x, in G.

The matrix relation

[e(a, %, 3, f(er'e))] = [9(a, %, 5, 2)*1le(a, 4, 7, f(2)]
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is eagily verified, and because [g(«, 7, 7, #,)*] is unitary this implies that
s(a, fxt ) = s, f(x)). Since || f(z7* 2)|l, = || f(®)}|l,, the desired result
follows.

If f(x) is any function on G and if G, is any subset of G then by
fe(®) we denote the function which is equal to f(x) for « € G, and to 0
for x ¢ G,.

THEOREM 5. If f(x) is maximal in L*(1 < p <2)or LI(2< ¢ < )
then f(x) is of the form
S (@) = Yopulay, x7* x)

where v, 1s a complex constant, H is an open and closed normal subgroup
of G, yla,, %) 1s a character of rank r(«,) such that

L (g, )| = r(a,) ve H,

and x, is an arbitrary element of G.
For B e B let us define as in §2

Fiw, B) = 3 r(@) 3] [e(a, i, 5, T DT @)C(@, 5, 5, )]

At the moment we suppose only that fe L (G) and not that f is maximal.
If f is simple then F(w, B) is analytic for 0 < Rw < 1. If f is not
simple then approximating f by a sequence of simple functions it is easy
to show that F(w, B) is analytic for 0 < Rw < 1 and continuous and
bounded for 0 < Rw = 1. Let

) — 2 ) — 2
p(u+%v)—1+u, q(u+%v)—1_u.

By Holder’s inequality |F,(w, B)| < LI, where

L= { 5, say-cmes(a, Tw) om0
0€EB

I, = ‘{Z ,r(a)z—(llmp(w)[%) | Ty (w)Cla, 1, 7, /)

j|(1/2)ll(w) }Up(w)
a€B

By Theorem 2a
L = | T(w) £ oy = ILF@) P,

while direct computation gives

Iz — { 2 T(CY)Z_(UZ)QS(O(,f)(llz)Q}llp(W) .
ax€B

Thus
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[Fw, B)| = F@) 7] 5 r(cr=0mms(a, fyme} ™

b

and
| Fiw, B) = F(w, B) = L f @) ] S rlay-emas(a, pyome ™

It is easily deduced from this that if

7 (@)

Fy(w) = lim Fy(w, B) = 3\ (@) . [e(a, 4, J, T(w) HITLw)C(e, %, 3, ]

t.J=1

then F,(w) is defined for 0 < Rw < 1, and that F,(w, B) — Fy(w) uniformly
in this strip. F.(w) is therefore analytic for 0 < Rlw < 1 and continuous
for 0 < Aw < 1. In addition

1/p(w)

(1) IF@)] = 1@ B 3 r@r-emsa, )|
We may assume without loss of generality that || f||, = 1. Then

(2) |[F(w)| =1 0=Rw=1.
Let us now use the fact that f is maximal in L. This implies that
(3) F1<£ B 1) = 3 r(a)f s, ) =1,
p Q€A
The relations (2) and (3) together imply, using the maximum modulus
principle, that
F(w)=1 0=Rw=1.

Let us analyze this relation for w = 1. We have

t=h=2, 7"(CY)E(éjllc(a, i, 3, T f) 12]1/2[::%11 T(1)C(e, i, j’f)ﬂm ,
(4 = b S e i, O]}

Az [ S 1o i 4. 0e
Now
r(a

Lab.[r@ 3 Lo, i, 4, TN S UTOF 1L = 171 =1

by Theorem 2a with p = 1, while since f is maximal in L?

S @] 3 | B0, 64, D] = S re=cmrs(a, fem =1,
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Thus equality obtains in the inequality (4) and this is possible only if
r(@)
r(a)’ Z_%ll r)C(a, 1,4, f)F =0

except for those values of a for which
(@) .. .
r(@)™ X le(e, 1, 7, TA) ) =1.

i,J=1

By Theorem 3 there are only a finite number such «a’s. Thus the set
A, of indices a for which s(«, f) +# 0 is finite. In particular this implies
that if f(x) is maximal in L* it is almost everywhere equal to a linear
combination of the functions g(a, ¢, 7, x)(@e 4,; 1,7 =1, +-- r(a)). Con-
sequently redefining f(x) if necessary on a set of measure 0 we may
suppose that it is continuous. Because of Lemma 5 it is no restriction
to assume that f(e) =+ 0.
Let us set

o, w) = 5 r(@) 35 [Tw)C@, 7, 5, f)o(et, i 4, 2)
We define

F(w) = | 4@ 0T @ .

It is easily seen that F,(w) is analytic for 0 < Rw <1 and continuous
for 0 < Rw < 1. By Holder’s inequality

(5) [ Fo(w)| =< [, w) g 1| To(w) f (@) o) -
It is easily checked that
I Ty(w) £ (@) lpcwy = [ F@)IFP™ =1,

while Theorem 2b gives

/2)p(w) }1/9(10)

b

1, W)l = { 5 ray-cmen] S| T, i, 3, )¢
from which it follows that
Tp(w)
1@, w) o = | 3 @)=, ) [T S 1

We have
[Fyw)| =1 0<Rw<1.

Let us put w=2/p —1. Then T\(2/p — 1)f(x) = f(x) while vr(x, 2/p —1)=
F(x) by Theorem 4a. Consequently we have
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2 _
F2<; — 1) —1
and thus
Fyw) =1 0<Rw<=1,

It follows that in the application of Holder’s inequality (5) there is
equality., This implies that if 0 < Rw < 1

Yr(x, w) = | Ty(w)f(x) P~ sgn [T(w) f(x)] .
Thus

Ve w) = 5 @ S [L@)C@, i, 4, gl i, 4, 2)
= | Tyw) /(@) P~ sgn [ T.(w) f@)] .

Letting w — 1 4 7v we obtain

(6) e, 1+i) = 5 7@ 3 [T4L + )@, i, 4, N9 5, 4, o)
=sgn [T\1 + ) f(x)] .

It follows that |y, 1 + iv)| is either 1 or 0 and since [+yr(x, 1 + tv)| is
a continuous function of v it follows that the set X of values x where
it is 1 is independent of ». Note that X is both open and closed. If
x e X then

L=y D)
r(a) 1/207 r(a)
= 5 @] 3 ITO0@ 0, 5,01 ]S o, i, 4,01 ]

1/2

il

{2

S @] $ 1T, 1,5, 0E] = 1.

1

Thus equality obtains in the above application of Schwarz’s inequality
and from this it follows that if x € X, a € 4,, then

(7) T,(DCa, , 3, f) = t(@)d(@)r(@)"g(a, 1, j, x)

where |8(x)] = 1 and where

r(a) 1/2
(@) = [; | T(1)C(ev, 1, J, f)z] .

Since f(e) # 0 we have e ¢ X. Setting x = ¢ in (7) we deduce the matrix
relation

(8) [T(1)C(a, i, 4, £)] = 2(@)d(eyr(a)"I
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where I is the r(a) x r(«) identity matrix. Let

(@) ..
X(C(, x) = Z; g(ar % 1, .’Z)

be the character associated with the representation [g(«, 1, 7, )]. From
(7) and (8) we see that if ze X,a e A4, then 8(x)y(a, x) = d(e)r(x).
Thus we find that

(9) IX(CY,.’,U)I:?"(O.’) (re X; ae Ay,
x(a, 2)r(a)™ = (B, x)r(B)™ (xeX; a,Bed).

Let H be the set of all # in G such that (9) holds for «, 8 e 4,. We
have proved X < H. Since it is easily verified that if x e H then
|yr(x, 1)] = 1 it follows that H — X, and thus H= X. If xe H then
lo(e, 3, 7, )] = r(a)"*y(e, z) I from which it is evident that H is a normal
subgroup of G and we have previously noted that H = X is open and
closed. Inserting (7) in (6) we find, using the relation

Tyl + )Cla, 4, 4, ) = [TUDC@, i, 3, f)]- [r(@)]S(ae, )10,
that if © € H then

8(x)* > w(eyr(@yr(@)S(a, f)I* @07 = [sgn f@)]] 1 F @) .

If follows from this on setting » = 0 that sgn f(x)* = §(x). Dividing
this out we see that | f(x)|***” is independent of x for x € H; that is,
| f(x)| is constant on H. Thus if «, is some index in A, and if v, is a
suitable complex constant we have proved that f(x) = v, yu(a,, ¥) where
| x(ay, )| =r(;) on H. (Note that since we assumed earlier that
[l f(x)|l,=1 the absolute value of v, is determined.) Thus our theorem is
proved if f is maximal in L?,1 < p < 2. The case where f is maximal
in L7,2< g < o, follows from that treated above and Theorem 4b.

6. Sufficient conditions.

THEOREM 6. If f(x) is of the form
( 1 ) f(ﬂC) = r)'()Xﬂ(a’o’ 90)

where v, is a complex constant, H an open and closed normal subgroup
of G, x(a, ) a character such that |y(a,, )| =r(a,) x€ H, or if f is a
left translate of such a function, then f is maximal in L*(1 < p < 2)
and in LY(2 < g < ).

Let fi(x) and fy(x) e LYG). We define

@) = firfo = | A sy -



A MAXIMAL PROBLEM IN HARMONIC ANALYSIS, II 539

It is well known and easily verified that this implies the matrix relation

le(a, 1, 7, fo)] = [e(a, 4, 3, f)lle(e, 2, 3, )] .
Let us put

me, f) = | Feme vda.
If fi(x) and f(x) are central functions then as a special case we have

(2) rleym(a, fo) = m(a, fyma, f) .

Consider the function (1), except that we may without loss of generality
suppose v, = 1. We have

Sy r () = r(@)f(x) (xeG,ye H).
It follows from this that
Frf=rl@)|H|f
where | H| is the Haar measure of H. Applying (2) we see that
m(a, ) = rl@ym(a, £ f) = r(@)r(e) | H|m(a, f)

and thus either

(3) m(a, f) = r(a)r(a) | H|
or
(3" m(a, f) =0 .

A simple computation shows that if A, is the set of indices for which
(3") holds then

s(a, f) = r(@ro,) | H | aeAh,.
Note that || f(x)|l, = r(a,) | H]'*. By Parseval’s equality
aé r(@yr(a); | HIP = || fI} = r(@w)|H|,

and thus

1/q

| & rar-omsia, e [" = | 5, r@p-cmarm@y B

=[rtey=1H 1= 5 r@prar aHE]",
= () | H = o= r(@) [ H 1 = 1| £,

and we have proved that f is maximal in L7, 1 < p < 2. Exactly the
same argument shows that f is maximal in L% 2 < ¢ < . That the
translates of f are also maximal follows from Lemma 5,
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7. Since the present paper was written, there has appeared *‘ Lr°
Fourier transforms on locally compact unimodular groups’ by R. A.
Kunze, Trans. Amer. Math. Soc., Vol. 89 (1958), pp. 519-540. Together
with more general results Kunze establishes inequalities like (8’) and
(8") of §1. Actully Kunze’s inequalities are somewhat sharper than
(3') and (3”). However since the bulk of the present paper is largely
denoted to finding the extremal functions in (8’) and (8"”) and since
these are a fortiori the extremal functions for Kunze’s inequalities, the
two papers are in a certain degree complementary.
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