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EXTENSIONS OF BANACH ALGEBRAS

RICHARD ARENS

1. Introduction. We are concerned with propositions of four types
(1.1-1.4) about a commutative Banach algebra A and its various commu-
tative Banach algebra extensions B.

1.1 TPr. If {B,:iel} is a family of extensions of A, then there

is an extension B of A and topological isomorphism {f,:%1 € I} where
fi(B) < B and f{a) =a for a € A.

Let us call [normally] solvable over A a system X of polynomials
over A (or more generally, multiple power series elements) such that
there is an extension B of A in which there is a system of elements
[whose norms do not exceed 1 and] whose substitution into I reduces
each member equal to 0.

1.2 Sol. Let {X;:1 € I} be a family of solvable systems such that
no indeterminate occurs in more than one system. Then X = 23, is
solvable.

A system g7 of ideals is removable if in some extension, each
ideal J of 7 generates the ideal (1).

1.3 RId. Let {J;:% € I} be a family of removable ideals. Then
it 18 a removable system.

An element ¢ € A is called [normally] subregular if it has an
inverse [of norm < 1] in some extension.

1.4 Inv. Let {c,:% e I} be a family of subregular elements. Then,
m some extension, each ¢, has an inverse.

Our findings on such propositions is that TPr is false, and that
Inv is true if I is finite, but false if a natural norm restriction is
brought in. By the finite form of 1.1-1.4 we mean that in which I is
finite. By the normal form we mean the statements obtained if in
(1.1) the f, are required to be isometries, if ‘solvable’ in (1.2) is replaced
by ‘normally solvable’, and ‘subregular’ in (1.4) by ‘normally subregular’.

This gives four forms of propostions of each type:

normal (no qualification)

(1.5) ) .
finite normal JSinite .

For each type (1.1-1.4), there are rather obvious implications in
(1.5), namely to the right, and downward. (To see this, one need only
observe that ¢ is subregular if and only if \¢ is normally subregular for
some A € C, ete.). For each form (1.5) there are implications among the
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2 RICHARD ARENS

types:
TPr = Sol
1.6) l/ 4
RId Inv .

(For example, the diagonal rests on this observation: if J is remov-
able then 1 — j 2, — +++ — 7,2, is solvable for some j,, ++-,7, € J; and
solving the latter removes the former.) We present our results on
these sixteen concetvable propositions in this diagrammatic way. In
each quadrant of (1.5) imagine a cluster of four symbols as in (1.6).
Affix a dagger if the proposition is false, a star if true, and a reference
to the crucial theorem. Unsettled cases have a question mark.

Pt f 7
? T ? ?
(1.7)
f t TG
? T (3.2) ? * 11, 3.8]

Besides this there is a small positive result (7.1) which is a special
case of RId.

Further results not included in the scheme (1.7) are as follows.

The cortex (class of non-removable maximal ideals) is sometimes
greater than the Shilov boundary. This is based an a class of algebras
of Shilov, whose theory we have felt obliged to sketch (sec. 4)

For completeness we have considered also the case where A has
the sup-norm (that is, [la|| = sup |&(a)|, & ranging over all complex
valued homomorphisms of A.) There Sol holds (6.1): There is one ex-
tension which normally solves all normally solvable systems. Necessary
and sufficient conditions for TPr are given (5.3)

For some subalgebras A of the [, -algebra B of a discrete abelian
group, B provides inverses of norm 1 for all normally subregular ele-
ments (3.5, 3.6).

Section 2 provides more careful definitions of extension, and shows
that when Sol can be proved, then the solving algebra can always be
taken as a quotient-algebra of a power-series algebra.

2. Analytic extension. In order to save space we shall list here
properties of a Banach algebra which we shall usually, if not always,
require.

(2.11) It is a Banach space.

(2.12) It is a linear algebra over the complex numbers C, with unit 1.
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(2.13)  lad|| < llall [|bll, [ =1.

(2.14) It is commutative.

Let A be such an algebra. Let I be a set (to be used as indices).
We want to define the commutative Banach algebra A(X) generated by
the family X = {x,:1 € I} and A. Because a norm has to be defined,
we need some details. First we define the free commutative semi-group
S(X) with unit generated by X. S(X) is the set of all functions from
Ito {0,1,2, ...} which vanish at all but finitely many places. The
operation is addition. We write it multiplicatively, and use the notation

(2.2) AR A
for the element which has the value k, at 4, (=1, .-+,n) and is 0
otherwise. The function which is 0 everywhere is written as 1. A
change in the order of the factors in (2.2) does not produce a different
element, of course. Now A(X) is the set of functions f from S(X) to
A such that

(2.3) W= S FC < oo
We may let

axt oo gfm
iy iy
stand for the element of A(X) which has the value ¢ € A at the element
2.2 of S(X), and the value 0 elsewhere. We write a for al (1 € S(X)).
Then each f has the form

(2.4) f = g a,€,
where each &, has the form (2.2), and
(2.5) [GIESAHE

Clearly the element of A(X) can be added and multiplied, being func-
tions with values in A. The algebra A(X) is easily seen to satisfy the
conditions 2.11-2.14. It clearly ‘‘contains’’ the algebra A[X] of poly-
nomials in the indeterminates with coefficients in A.

If I, is a subset of I, and X, is the corresponding system of inde-
terminates, then A(X,) can be canonically embedded in A(X). The al-
gebra A(X) is not very interesting in itself. For example, its space of
multiplicative linear functionals of the form

4(A) x D*



4 RICHARD ARENS

where 4(A) is the corresponding space for A (compare [2, 4.1])

A Banach algebra extension of A is an isometric isomorphism of A
onto a subalgebra A, of a Banach algebra B where the unit of A, is
that of B. When possible we abbreviate this by saying that B is an
extension of A4, and pretend that A c B.

A system X = {y,:k € K} of elements of A(X) is called normally
solvable over A if there is a Banach algebra extension B satisfying
2.11-2.14 and if for each 7 € I there is an element b, € B with ||,]| < 1
such that if b, be substituted for z, in v,, then 0 results for each k.
(If X contains any x, not appearing in any 7, the corresponding b,
need not be expressly exhibited. It may be chosen as 0 € B.)

For an example, see (2.9) below.

A natural attempt to ‘“‘solve 3 normally’’ is to form the closed

ideal J generated by ¥ in A(X), and form
(2.6) As = A(X) mod J

The norm in Ay is the canonical one for residue-class algebras [5, p. 14].
The main theorem of this section (2.8) is that this construction is
always successful when X 4s normally solvable. (Obviously, if the
construction is successful, ¥ must be normally solvable.)

The only possible obstacle to this approach is that, whereas A(X)
is a Banach algebra extension of 4, A; might not be, because norms
of elements in A C A(X) might be diminished when A; is formed

(compare [1, pp. 537-8; 2, p. 204.])

2.7 PROPOSITION. As is a Banach algebra extension of A and 1is
normally solvable if, for each finite collection of polynomials p;, +++, D,
e A(X) and indices j, +--, ., and each element a € A, the inequality

(2.71) lall = lle = povs, — =0 — pavy I

holds.

The norm on the right is the one mentioned in (2.5). The proof
of (2.7) may be omitted. It suffices to deal only with polynomials p,
in (2.7) because there are dense in A(X).

It would be a waste of effort to have X contain any elements not
involved in X, in essaying to verify (2.71).

The converse (2.7) is valid and we thus arrive at the following.

2.8 THEOREM. 2 s mormally solvable if and only if (2.71)
holds for all a, pi, -+, p, as specified in (2.7).

To see the ‘‘only if’’, suppose B normally solves the system 2,
containing elements {bi}ie,o where I, are the indices of the elements
actually appearing in %, such that v,(b) =0 for all 5. Then we can
set up a homomorphism
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h:A(X)— B

wherein k(z,)) = b, © € I, (x,) =0, © ¢ I,, and h(a) = a for a € A (re-
garded as a subalgebra of A(X) as well as of B.) Clearly ||2()]] < |If]l.
The ideal J is contained in the kernel of 2, because &(y,) =0 for all
v, € 2. We thus arrive at a homomorphism %* of bound at most 1
[5, T7D] of As into B. Therefore the natural image a + J of an element
a from A has a norm (in A;) not less than the norm of its image in
B. The latter is a itself, so that |ja|| < |la + J||. This implies (2.71),
so that (2.8) is shown.

The necessary and sufficient condition given by (2.8) can in special
cases be replaced by a simpler one.

2.9 THEOREM. Let ¢, d € A, and let n be a positive integer.
Then
¢ =dx* lle]] = 1

can be solved in some extension algebra if and only if, for every
a € A,

lleal| = |idall .

The proof, which resembles [1, sec. 3], is simple and may be
omitted.

An illustration of the two-way utilization of (2.8) is the following.
2.91 THEOREM. Let c € A, and let 1> 0. Then
c=e llzll = ¢

can be solved in some extension algebra if and only if for each v > p,
and positive integer N, there is an exlension in which for some n

e=(14LY nz N, ol <,

Proof. It is evidently a matter of showing that ¢ — ¢** is normally
solvable precisely when ¢ — {1 + (¢xd/n)}" is normally solvable for
infinitely many =, whenever 8 > 1. The former can be solved in the
latter circumstances because the class of normally solvable elements of
A(x) is closed, by (2.8). Conversely, if the latter is normally solved with
x in some extension algebra B, and = > 8, then (letting \ = p/n) take
¥ = A"t log (1 + \x8), and obtain e* = ¢, with [jy|| £ —2* log (1 — A8).

3. The union of normally solvable systems. In (1.2) we included
the condition that the solvable families whose union is to be formed
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involve distinct collections of indeterminates. This is natural, because
while each of the one-member families

3.1) {1 -2}, {1 —2¢}

is normally solvable over any algebra, the union is never solvable. As
indicated in § 1, we do not know if this condition is enough to make
even Sol (finite) hold, but we shall now show that Sol (normal, finite).
is not generally true. Our example has the special merit of dealing
with systems whose solution consists in construecting inverses, so that
it destroys Inv (normal, finite) as well, as promised by (1.7).

3.2 THEOREM. There exists a Banach algebra A (2.11-2.14) with
elements p, q over which

(3.21) 1—gqx
and
(3.22) 1—py

are normally solvable, but

(3.23) {1 —q=, 1— py}
is not normally solvable.

Proof. The algebra A is isomorphic as a topological algebra, to
the algebra of absolutely convergent power series on the unit disc. In
order to reserve letters such as z for possible use as indeterminates, we
use p for the ‘‘complex variable’’. Select a real number «, a > 1.
For a ¢ A, say,

(3.24) =N+ MNP+ N>+ ¢+
we define
(3.25) llall = Prol 4+ @] + ol 4 <20

The operations are the usual addition and multiplication of series.

(2.11-2.14) are easily verified. (In fact, this algebra is a simple speci-

men of a ring of Shilov’s type K.,,> (§4) where {a,} = {1,a,a, ---}).
It is clear that

(3.26) llpall = llal| (@ €4).
Moreover, for 0 < 8 < 1 we also have

(3.27) llgal] = {lal|

where

(3.28) ¢g=>1-8"1—2épp.
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To see (3.27), consider that
I — dp)pall = ||lpall — 8|lp°all .
Now
llp’all = [lpall, so [[(1 — ép)pall = llpall (1 — &) = (1 — d)lall ,

by (3.26).

By [1, 3.5] each of the one-element systems
(3.29) {r} ={1l —qa},
(3.30) {r} = {1 — oy},

is normally solvable (and, the combined system is solvable [1, 3.8]).
We submit that the following is an identity in 2,y :

(3.31) 81 — &)1 — 8p)™ =2 — (1 — By + v.[8(1 — &)1 — 8p)~* + (1 — &)yl
+ 7.l— (1 — 8p)] .

This is readily verified by substituting (3.29), (8.80), and (3.28) into
(3.311);6:’5 us now suppose {v., 7.} is normally solvable. Let a = §(1 — 9)
(1 — 8p)~*. Then, from (3.31)

=[] =wll=2—-0—8y.
Comparing this with (2.71), we see that

lell = lle —(Q = dyll=1+1A -9,
where we have used (2.5) for the norm in A(x,y). Now a= 81 — §)
(14 8p+ &>+ ---) and the norm of this is given by (3.25):

llall =81 — &)1 + da + & + «+2) = 8§ —& + &« .

It thus appears that
(3.32) a<1+21—8)5*.

Thus the desired counterexample is possible. In fact, if a >1
then some & will make (8.32) false.

The next proposition shows how plentiful these counterexamples
really are.

3.4 THEOREM. Let A be any algebra satisfying (2.11-2.14), contain-
ing an element ¢ which is not regular but is no topological zero-divisor.
Then A contains p, q¢ and can be given an equivalent norm such that
{1 — gz}, {1 — py} are each normally solvable, but {1 — qx, 1 — py} is not.
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Proof. Select a complex-valued homomorphism & of A such that
&) =0. We may assume that [lac|| = |la|]] for all ¢ € A. Select any
& such that 0 < 8§ < 1. I now present the p and ¢: p =3¢, p = 3B¢
(1 — &c) where 8 = ||(1 — &¢)7'||; and the new norm

(3.41) la| = |&@)| + alla — &a)]] (a>1).

Here « is a parameter to be fixed later. It is not hard to see that
(3.41) satisfies (2.11-2.14). Furthermore,

(8.42) lla]] < la] < 3a || .

Since &(c) =0 we have |3cal = al|3cal| = 3allal| > |a]. It follows that
1 — 3¢y is normally solvable. It is similarly established that 1 — 38¢
(1 — 8¢)x is normally solvable.

Now suppose some extension B of A (A with the |--| norm, be it
understood) had elements , y of norm not exceeding 1 such that

3Bc(1 —8c)x =1, ey =1.
Bl —éc)x =1y, Bx — y = Bdex .

Then

Now 38cx = (1 — 8¢)™* so we have
S(1 — 8¢)=* = 88z — 3y

Whence
(3.43) L —e) =3B +1).
But

1 —38)=1+alll—c)" —1]
where the coefficient of a is not 0 because & 0. Hence « can be
chosen so that (3.43) is impossible.

The Banach algebra A used in (38.2) cannot yield a counterexample
if the parameter « is taken as 1. This follows from the following.

3.5 THEOREM. Let B satisfy (2.11-214) and let A be a subalgebra
with unit. Let A(B) be the space of complex-valued homomorphisms of
B, and 4(A), the corresponding set for A. Suppose that every & € A(B)
when restricted to A falls imto the Shilov boundary [4, 5] 0,4(A).
Suppose moreover that there is a collection U of elements in B such
that

(3.51) u e U and a € A implies ||ual] = ||a]|

and
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(3.52) {ua:u € U, a € A} is dense in B.

Then each element ¢ of A which has an inverse of norm not exceeding
1 in some extension of A, has such an tnverse in B.

Proof. If ¢e A has an inverse in some superalgebra, then it
cannot vanish on 9,4(4) as each of these homeomorphisms can be extended
to any superalgebra of A. Thus ¢ has an inverse b in B, and what
remains to be proved is that [|b|| < 1. This will result from the fact
that necessarily, |[ca|| = ||a]| for all @ € A [1, 3.5].

By (3.562), there exist {u,}, {a,} such that w.,a, — b. Therefore
llew,a,]l — licb]l = 1. However (by 3.51)

llewaall = llean]] = llaall = [luaaal] — |Ibl] .

This completes the proof of (3.5).

From this general proposition we now consider another which shows
that for the A of (8.2) with « = 1 there is a B to which A bears the
relation described in (3.5). In fact, B = LY(Z) where Z is the discrete
group of integers, and A can be identified with those elements of B
which are supported by the semi-group Z. of non-negative integers.
This pair is discussed in [5. 23C and 24E].

3.6 THEOREM. Let G be a discrete abelian group and S a subsemi-
group containing ¢ € G. Let B = LXG), and A be the subalgebra of B
consisting of those functions whose support lies in S. Let U be the
group G as naturally imbedded in B:x — 3, S(y) = 8y — x), where
3x) =0 or 1 according to whether x +e, or x =e¢. Then U, A, B
satisfy the conditions of (3.5).

The specific properties of U are obvious, and the relation of 4(B)
and 0,4(A) is easily established, either by analogy with [5, 24E], or by
[7, 4.6].

4. The cortex. Let A satisfy (2.11-2.14) as always. By 4(4) we mean

the space of complex linear homomorphisms of the algebra 4 onto the
complex numbers C, with the weak topology. By the cortex I'(4) of
A(A) (or, more briefly, the cortex of A) we mean the set of those
homomorphisms which can be extended to every extension B of A.

Now those £ € 4(A) which can be extended to B form a compact
set K, which is the continuous image (under the restriction map) of
4(B), and the cortex is evidently the intersection of these E;. More-
over, each E; contains the Shilov boundary 8,4(A) [4, 5] which is never
void. Thus we have the following.

4.1 THEOREM. The cortex I'(A) is compact, and contains the Shilov
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boundary.

When A has the sup norm, i.e, when |la|| = sup {|&(a)|: & € 4(A)},
then I'(A) = 0,4(A) since the extension B = & (0,(4(A4)) admits only
homomorphisms which are on the Shilov boundary. There are algebras
in which the norm is not equivalent to the sup-norm in which I'(A4)
and 8,(4(A)) coincide, for example the A of (3.6) above.

However, the work of Shilov [6] makes it possible to exhibit alge-
bras with one generator in which I'(4) # 8,(4(A)). Because of the
rarity of this paper in these parts it may be permissible to sketch proofs
of some of Shilov’s theorems.

Let {a,} = {a,, a, +++} be a sequence of real numbers where, for
m, n >0,

(4.21) G=1ZOCpen Ay Q.

Let K(a) be the space of these formal power series (which notation
makes the algebraic operations more evident)

(4.22) f@R=a,+az+ag+ «--
for which
(4.23) Al = 3 |afer; oo .

K(a) satisfies (2.11-2.14). It follows from (4.21) that » = lim (a,)"*
exists. Thus the spectrum of z (see 4.22) is the disc {|\] =< 7}, and
this is a homeomorphic image of 4(K(a)) under the map & — £&(z).

We now consider the possibility of enlarging the algebra by defin-
ing a, also for n > 0, and norming formal Laurent series as in (4.23).
It is easy to see that if such «, (n < 0) can be defined with (4.21)
holding, then for each » =1, 2, ..,

(4.24) By =sup a () i =1, 2, «¢s
must be finite. Moreover

4.25 PROPOSITION (Shilov). Letting a., =8, for n =1, 2, ««+ pro-
vides an extension of the K(a) when B, is finite.

The proof lies in verifying (4.21), and then observing that B3, < (B.).
Let us call this extension algebra K(a, 8). The spectral radius of 1/z
is evidently

(4.26) s = lim (B,)""
and 4(K(a, B)) is homeomorphic to the spectrum of z, which is
(4.27) st N =7},

When B, = «« we set s~ = 0.
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4.3 THEOREM (Shilov). The element N — z is a generalized zero-
divisor in K(@) if and only if st <]\ < 7.
Now A\ — 2z is not a generalized (or topological) zero-divisor if

(4.31) inf {/|[(x — 2)f ) : I/ (] = 1}
is positive. The evaluation of (4.31) is facilitated by

4.32 LEMMA. Let T be a convex compact subset of a topological
(real) linear space L, and let ¢y, -+, p be Ny + 1 real valued linear
Sunctionals on L. Let S(x) = |p(x) + «++ + |[py(x)], ¢ = min {S(x): x
€T}. Then there exist ¢, 1, ++-,1, and a point x, € T such that

(4.33) S(e,) =
and

(4.34) z, is an extreme point of T relative to Z(i, ~++,1,), where the
latter is the linear subspace defined by ¢; = @y, = +++ = @i, = 0.

Proof. Selection an x, such that S(z,) = ¢ and such that the num-
ber of ¢, that vanish at x, is a maximum. Let

(4.35) P(x) = 2 (sgn Py(a,)) o)

where ’ is to remind the reader that sgn 0 =0. Let {¢, ---,7,} Dbe
those indices for which ¢,(x,) = 0, and define 7 as in (4.34). By the
maximum-property of %, each sgn @, is constant on 7T N Z. There-
fore @(x) = S(x) on T N Z. Now ¢ is linear and so there is an extreme
point x, of the convex set T N Z such that ¢(x,) = p.

Having established the Lemma we apply it as follows to the space
L, of polynomials of degree < N. Let T, be the collection of those
members of L, whose K(a) norm is < 1. For f e Ly let o,(f) be a;
times the ith coefficient of (A — %) f(2). It is clear that the inf in
(4.81) has the value

lim inf Sy(f).

N-~ron fETN

The set Z(i,, -+, %) of those f € Ly such that @ (f)=-.- = P,
(f) = 0 is clearly the set of those f such that \a; =a,., for 7 =1,
Ty +++,1, (here a., and a, are interpreted as 0.) Let the indices
be arranged so that 7, < 4, < +++ < %,. This sequence decomposes into
maximal blocks without gaps. If {m +1,.-<,m + p} =¢ is such a
block then

(4.36) fg = z”"()\,l’ 4 NPT e eee 2P zp)

lies in Z(iy +++, 4. If 0 ={0,---} let f, =0. If 0+ ¢ then
le Z(t, +++,%). If 4, 14+ 1 do not occur (0 <4, ¢+ 1<N) then
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2t e Z(i,, +++,1,). Conversely, every function in Z(i,, « -+, 4,) is uniquely
expressible as a linear combination of these functions just associated
with {4, --+,4,}. Considering how the norm is taken, the extreme
points of Z(,, +++,%,) N Ty are obviously just functions of the type

(4.37) cz™(\? — 2P)(n — 2)7?

where ¢ is any number that makes the norm 1. (Here we allowp =1
and also m = 0 to take care of those monomials mentioned above which
are not due to gap-less blocks.)

4.4 LEMMA. The inf (4.31) can be evaluated by letting f run
through the system (4.37).

Shilov does not seem to examine the inf (4.81) to the extent we
do here, but the functions (4.87) occur in his considerations.

We now pass to a proof of (4.3). First of all, if |\ < s~* then 2z
and z — )\ have an inverse in K(a, 8), whence z — \ cannot be a topolo-
gical zero-divisor. If |A| > r then z — \ has an inverse in K(a).

Now suppose z — )\ is not a topological zero-divisor. We wish to
show that |\ <s* if [/ <r. We confine ourselves to A =0, and
assume A < 7. \ cannot be 7 or s' for these yield topological zero-
divisors by Shilov’s earlier theorem [6]. If A < then for N, some
we have \? < a, for p > N. From (4.31) we obtain an M < o such
that ||(x —2)f(®)|| M > ||f()|| for all f. Inspired by (4.4) we select
F(@) =N+ A2 + ««+ + 27 and obtain

AP ATy A+ eee 4 @, < MOV 4 ay,,) < 2Ma,,, .
For g > Nand p=Fk + q —1 we obtain
Ma, < 2MMat,, ,

whence (by 4.24) M8, <1, and (by 4.26) xs < 1.
Using the notation of (4.3), we deduce the following [see 6. Th. 7].

4.4 COROLLARY. For K(a) the Shilov boundary is {\:[\| =7},
and the cortex is {M:s' =< |\ = r}. For K(a, B) the Shilov boundary
18 {N:87' = [\| or [\ =1} while the cortex is the same as for K(a).
Thus if s™* < r, then in each case the cortex is greater than the Shilov
boundary.

Shilov remarks that if ¢ < p then examples can be constructed such
that s =1t¢, r = p. He gives no example, so we may just give one
producing the interesting case s =0, » =1. We have, of course, to
define {a,, a;, ---}. Let a,, = exp (\(m)) where \(m) is defined as follows.
Set
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Ag(m) = n=*m when m =< n
=0 when m=nt.

Let Mm) = N(m) + Ay(m) + ---. It is not hard to see that \(m) —
AMm +1) >n — %6, It follows that B, = + o (see 4.24) and because
Ba,., = B, that 8, = o whence s~* = 0 (see 4.26).

We close this section by comparing the extension K(a, 8) which
Shilov has provided for K(a) when 3, < o with that provided by [1, 3.1]

The least norm of 2z~ in any extension of K(a) is easily seen to be
B, for this least norm is by [1. 3.1} the reciprocal of the inf (4.31).
Thus it is reasonable to compare Shilov’s extension K(a, 8) with that
provided by § 2, for normally solving 1 — B2x.

4.5 THEOREM. Let B, < . In K(a, B) the norm of 27" is B,. -In
the ‘‘canonical’’ extension of K(&) normally solving 1 — Bizx, the norm

of z7" 1s (BY".

Proof. The statement about K(a, 8) is obvious.

Denote B, by 8. In the extension (2.6), the norm of 2® is inf
S[z" — (1 — xy)g(x, y)] extended over all polynomials g, S meaning sum of
all norms of coefficients of powers of z, wherelly”|| = ||8"z"|| = B8"a,. Let
P+ ¢ be a maximum for the term vx?y? in some particular polynomial
g(z, ¥); and suppose » + ¢>n — 1. Then z* —(1 — xy)g(x, ¥) has yx?* y*+*
as its highest degree term. If we modify g(x, y) by omitting the term
vx*y?, then the S-contribution from x?y*terms in z" — (1 — zy)g(x, ¥)
might become [|y] B%«a, larger, but the contribution |y| 82+ a,., Will disap-
pear. Hence this modification changes the S[---] by at most a negative in-
crement. Therefore, we may confine ourselves to g¢g’s whose terms
have p 4+ g <n — 1. Of these, g = 0 gives the minimum possible value
for S[.--], and it is B~

This theorem (4.5) shows that K(a, 8) gives the smallest possible
inverse not only to z, but to all its powers (whereas the ‘‘canonical”’
one may not do justice, so to speak, to the inverses of 2% 2% -.-). This
being so, one wonders if K(a, 8) might not provide the best (i.e., least-
in-norm) inverses to z — A for [A| < s~'. Our result (4.4), whose full
force has not really been employed above, shows that this is not gene-

rally true.

4.6 THEOREM. Consider K(a) with {a, ay, a,, -++} = {1,2,1,1, ---}.
Then s'=r =1. For |\| =X <1 the norm of (z — )™ in K(a, B) s
2(1 — \).  For each \, such that |\ =X <1 there is an extension of
K(a) in which the norm of (z — \)™' 18

461) C+NA+MTiFAS12 and L — N1 if A =1/2.

Proof. The details are tedious and should be accepted or verified
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by the reader. The system (4.24) comes out {8, 8,, +-+} = {2,2,2, .-}
whence [|[(z — \)7Y] = 2(1 — M) in K(a, B). Taking however a fixed )
(one might as well suppose » = A, = 0), the best that can be done by
the canonical (and thus by any) method is a norm for (z — \)~! equal
to the reciprocal of the inf (4.31). A page of calculation, based on (4.4),
yields the result stated. Curiously, the formula (4.61) gives a funec-
tion which is not monotonely increasing, but has a minimum at » = 1/2.

5. The tensor-product problem TPr. The proposition TPr (norm,
finite) is false in general because it would conflict with (3.2). However,
there is a simpler argument, which also destroys TPr (top, finite). It
rests upon the following.

5.1 THEOREM. Let B satisfy (2.11-2.14), and let {B,:1 € I} be a
family of closed subalgebras; and let A be a closed subalgebra with
the unit of B included in each of the B,. Let 4, be the space of com-
plex-valued homomorphisms of B;, and let ', be the cortex, 1 € I. Let
T.* be the restriction map

(5.11) T*:di—d;5 TG =¢la-
Then for each j € I we must have
(5.12) X)) cNTH4) .

Proof. Let ¢ belong to the right hand side of (5.12). Then ¢
extends to B, and thus ¢ is for each ¢ a restriction of some ¢; € 4,,
to A.

For a pair of real numbers r, 0 (0 < p < 7) let A(r, p) be the alge-
bra of functions continuous for © =< |\ £ r and holomorphic for
0 < I\ <#, with the sup-norm. The cortex is the set {|A|= g}
U {IA] = 7} (deleting the former when © =0). Let A = A4(0,1), B, =
A(1/3,1), B,= A(2/3,1). Then A c B, C B, and in some sense B, is
the desired tensor product of B, and B, (over the ring A) but not in
the sense TPr for the injection of B, — B, is not bi-continuous. In
fact, because T*(1/3) ¢ T*(4,), we have:

5.2 THEOREM. TPr does not hold for A{B, B,).
Returing briefly to (5.12), we show that it is sufficient for TPr
when all norms are sup-norms.

5.3 THEOREM. If {B,:7 € I} is a family of Banach algebra exten-
stons of A (all satisfying 2.11-2.14) and each B, has the sup-morm
then an algebra B as in TPr (1.1) exists such that the mappings f;
are isometries, provided condition (5.12) holds for each j.

We sketch a demonstration with close reference to [3, Appendice IJ.
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One forms B, = @, B;. Let ¢ be any element of X,.; 4, such that
¢4 is independent of ¢. Then @, ¢ = ¢* is a C-homomorphism of
B,. We define the norm of an element b € B, as [|b]| = sup |¢*(b)|, and
complete B, in that norm. Now let b, € B, have norm 1. Then [£ (b)) =1
1 for some &; € I',. By (5.12), this ¢, is part of a collection {¢;} of the
type used in forming the homomorphisms ¢*, and surely [£*(f,(b,)|= 1.
Thus [|£,(5,)l] = [[b,]l. On the other hand, if [¢*(f,(b;)| > 1 then |¢,(b,)|> 1
for some ¢, € 4, which cannot be if [[b]| = 1.
Thus (5.8) is proved.

6. The Sol problem for sup-normed algebras. The non-equivalence
of Sol and TPr is brought out by the fact that Sol (norm, arb) is true
when A has the sup-norm. For then, the algebra M(6,4(A)) of bounded
functions on the Shilov boundary solves normally all normally solvable
systems.

6.1 THEOREM. Let B, satisfying (2.11-2.14), normally solve a
system X over a subalgebra A having the sup-norm. Then M(9,4(A))
also normally solves X.

Proof. Well-order the class 4(B) of C-homomorphisms of B. For
each ¢ € 0,(4(4)), let ¢’ be the first element of 4(B) which is an ex-
tension of ¢. Define T(b)(¢) = £'(b). This mapping is isometric on A,
and of bound 1 on B. These two properties insure that the homomor-
phism 7T preserves ‘‘normal solution’’. Thus (6.1) is proved.

It is worth noting that M(6,4(A)) not only solves all systems solv-
able over 4 but also all systems solvable over itself.

7. A fragmentary result on joint removal of ideals. Let A satisfy
(2.11-2.14), and let 4 be its space of C-homomorphisms. Let JJ be an
ideal of A. The hull H of Jis {{:f € 4, £ =0 on J}. This is com-
pact.

7.1 THEOREM. Let {J,:1 € I} be a family of removable ideals
(see § 1) and let J be a removable ideals. Let each J,, and J be a princi-
pal ideal. Let the hulls H, converge to the hull H of J in this sense:
every mnetghborhood W of H contains all but finitely many of the H,.
Then the system {J} U {J,:1 € I} is removable.

Proof. If J=cA then ¢ is subregular (see § 1); and we can select
¢ so that [lcall = |lal| for all @« € A. Elements ¢; can be selected so
that each J, = ¢,A with |lc;al] = |la]| for all a € 4. Let W= {£:]¢(e)]
<1/2}. Let H;, .-, Hi“ include all those hulls which are not included
in W. Let d =¢ --- Ci - One can find an integer p such that
|(de”)] <1 for all H U U H;. In some extension algebra B, dc® has
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an inverse b, [|b]] < 1. If the ideals J, J; (2 € I) are not all removed
by B then B has a C-homomorphism ¢, which is an extension of some
¢ in HU UH,. Now ¢&(bde?) =1, [¢0) =1, but |(de?)] < 1. This is
a contradiction.

A question. Suppose ¢, --+, ¢, are elements of A which generate
a removable ideal. Then there are numbers fy, ---, ¢, such that
lla|] < |le,al] ty + o« + ||cat]|ttn. (Indeed, if 1 = ¢, + + -+ + ¢,%, in some
superalgebra, then one can take p, =||z;l|.) Is the converse true?
If so, we would have that every finite collection of removable ideals is
a removable family of ideals, that is, RId (finite). The method would
be, using the given systems

Ciiry ***y Cpyy (@GI),

to construct a new system

Cr = H Choyog
i€r

(ks <+, k, a permutation of 1, ---,n) and apply that converse.
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SPECTRAL THEORY FOR LINEAR SYSTEMS
OF DIFFERENTIAL EQUATIONS

FRED BRAUER

Introduction. The study of boundary value problems for systems of
first order differential equations was begun by Bliss in 1926 [1]. Such
problems are of interest not only because they include boundary value
problems for single equations of arbitrary order, but also because they
arise in the calculus of variations and relativistic quantum mechanics.
Until now, attention has been concentrated on boundary value problems
on a finite interval [1, 2, 8], but an application to a particular boundary
value problem on an infinite interval has also been considered [6]. It
seems reasonable to expect that the theory of boundary value problems
and eigenfunction expansions on an infinite interval for a single differ-
ential equation of arbitrary order can be extended to first order systems.
In this paper, the extension will be carried out along lines similar to
those used by the author in [3]. It will be shown that all the results
obtained in {3] can be formulated so as to be valid for systems. Vector
and matrix notation will be used extensively, and as a result, formulae
will take a simpler and more natural form than in [3].

The elements of a matrix A will be denoted by A;,, and the com-
ponents of a row or column vector f will be denoted by f; in the usual
manner. The adjoint of a matrix A, written A*, will be the matrix
with A,, in the ith row, jth column, the bar indicating the complex con-
jugate. The adjoint f* of a row or column vector f will be the column
or row vector respectively with components f,. It is easily seen that
(AB)* = B*A*, whether A and B are vectors or matrices such that AB
is defined. If A is a matrix and « is a scalar, then (ad)* = @A*.
Also, if A is a Hermitian matrix (4 = A*), and f and ¢ are column
vectors, then it is easy to see that (f*Ag)* = g*Af = (f*4g). The
matrix dA/dt, or A’, will be the matrix with elements A!;, and the
vector df/dt, or f', will be the vector with components fi. Any an-
alytic properties, such as continuity or differentiability, postulated for a
vector or matrix will be understood to be assumed for each element
separately.

1. The expansion theorem. Let A, A, B be n x n continuous com-
plex-valued matrix functions of ¢ defined on an interval I = (a,b), not
necessarily a bounded interval, with not all elements of B vanishing
identically on I and with A, non-singular at every point of I. We are
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interested in boundary value problems for the linear system of differ-
ential equations

(1) Ax' + Ax = \Bzx ,

where x is an n-dimensional column vector. The adjoint system is de-
fined to be

(2) — (ASy) + A%y = \B*y .

The system (1) is called symmetric if there exists a transformation y =
C(t)x, with C a non-singular continuously differentiable matrix on I,
which transforms (1) into (2) for all values of N. It can easily be shown
(cf. [8]) that (1) is symmetric if and only if

(3) (AFCY — AFCA7*A — A*C =0, B*C + AJCA;'B= 0.
If (8) is satisfied, it may easily be verified that
(4) — (AFCx) 4+ A*Cx — A\B*Cx = — AJCA7 (A’ + Ax — MBx) .

It may be shown by integration by parts that if f and g are two dif-
ferentiable vector functions vanishing at the ends of the interval I,
then

SI(Cg)*(AO £+ Af — ABf)dt = SI[— (A7Cg)y + A*Cg — \B*Cgl*fdt .
If the system (1) is symmetric, (4) yields
(5) | (cortur + a5 — 1Bt
- Sl(Aog’ + Ag — NBg)*AF-'C*A,fdt .

Let Ci(I) denote the set of continuously differentiable vector fune-
tions which vanish identically outside some compact subinterval of I.
A symmetric linear system (1) is called definite if

(i) the matrix S = C*B is Hermitian, so that C*B = B*C,

(i) S F*Sfdt = 0 for any f e CX1), and

(iii) A’ + Au = 0, Bu = 0 on any subinterval J of I implies that
4 vanishes identically on J.
In view of these conditions,

(6) Lfy 9] = Slg*Sf dt

may be regarded as an inner product on CY(I). Let H be the Hilbert
space completion of C{(I) in the inner product (6). Then H is the set
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of equivalence classes of vector functions f such that 5 F*Sfdt < oo.
1

The norm in H will be denoted by |/ f][.
Let D denote the set of functions f in CY(I) such that

(7) Af'+ Af = Bp

for some p» in H. Although p may not be uniquely determined as a
function by (7), the function Bp is uniquely determined. If p, and p,
are elements of H with Bp, = Bp,, then

oy — os* = Sj(pl — p)*C*B(p, — p)dt =0,
and p, and p, define the same element of H. Thus the equation (7)
determines a unique element p of H. We define an operator L in H

with domain D, by defining Lf = p for f e D, with p determined by (7).

LEMMA 1. If the system (1) is symmelric and definite, then the
operator L is symmetric on D.

Proof. Let f,g € D, with p as in (7) and

(8) Ay + Ag = Bq .
Then,

[Lf, 9] = &g*Spdt = S[g*B*det = — glg*Ag"CAo“Bp dt
= —| grarcar s + apat
= —lo*AsCrL+ | (" AsCY fat — g arCAT fat
—[*A5Cr1k + | gAsCrat + | glArCy — ArCAPAlfdt
using (3), (7), and integration by parts. Also,
L, Lg) = | a*Srdt = [ a*BrCrat = | (ag' + agyCrat
- Sl(g*'Ag‘Cf + g*A*Cf)dt

using (8). Thus

(LS, 9) = L, Lg) = ~[g*A3CT;
+ | grazey — azcapa - arcisar.
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The integral vanishes because of (3), and the first term on the right
side vanishes because f and ¢ vanish outside a compact subinterval of
I. Therefore [Lf, g] = [f, Lg], and L is symmetric on D.

Throughout this paper, we shall agsume that (1) is symmetric and
definite, and that the symmetric operator L has a self-adjoint extension
T, considered as an operator in H. If A, A, and B have real coeffici-
ents, then L is a real operator and always has at least one self-adjoint
extension ([9], p. 329).

LEMMA 2. There exists a matrixz k(t, s, \) with the following
properties:

(i) k is continuous on I x I for fixed N except on t =s, and an-
alyte in ) for fixed t, s,

(ii) k(s + 0,s,\) — k(s — 0, s, \) is the identity matrix E for sel
and any X\,

(iii) the columns of k satisfy (1) as functions of t for t + s,

@(iv) if J is any compact subinterval of I and f 1is any function
in CyJ), then

(9) f(t) = S:k(t’ 8, MAy(3).f"(s) + A(s)f (s) — MB(s)f (s)lds ,

Jor t ed.

Proof. Let @(t,\) be a fundamental matrix solution of (1), that
is, a matrix whose columns are linearly independent solutions of (1).
This matrix is non-singular for all ¢ € I, and can be chosen so that all
its elements are analytic in A for each fixed ¢{. For ¢ < s, define
k(t, s, \) = 0, and for ¢t = s, define k(¢, s, \) = @(t, \)?*(s, ). The proper-
ties (i)-(iii) are immediate consequences of this definition, and the proper-
ty (iv) follows from the variation of constants formula ([5], p. 74).

The function k(t, s, 0) will be denoted by k(f,s). In this section,
we will use only k(t, s), but the more general k(t, s, ») will be required
later. An expression such as k(¢, ) will stand for k(t, s), considered as
a function of s for any fixed ¢. Let J be any compact subinterval of
I and let 0, be a real continuously differentiable scalar functions which
is 1 on J and which vanishes identically outside some compact subinterval
of I. Let z(t, s) = C-Y(s)k*(t, s)0,(s), an n X » matrix. It is clear that
the columns z,(t, ) of z(t, ) are continuously differentiable vectors which
vanish outside a compact subinterval of I, and that each z,(f, ) is an
element of H. If f belongs to D and vanishes identically outside J,
then we can write

£® = | 0.0kt 5)Bs)p(s)s = | 2%t 9C*©BED(E)ds
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= |t 95@pe)s ,

using (7), (9), and S = C*B. This means that each component f, of f
(t=1,---,n) can be written

10 £(®) = | 2t )SEpEs = [, 2, ) = [LF, 2t )] -

We will make use of the theory of direct integrals and the spectral
theorem as given in [7]. The notation will be similar, but not identical,
to that used in [3]. The elements of the direct integral L*(c, v) are
y(\)-dimensional vectors F'(\), and the inner product

7, 6) = | S F.ovG.00do)

of two elements F,G of L*o,v) will be denoted by SRG*(x)F \)da(\),

in analogy to our other notation. R will always mean the real line.
We can now state the result of this section.

THEOREM 1. Let T be a self-adjoint extension with domain Dp of
the operator L defined for a symmetric definite system (1). The spectral
theorem furnishes a direct integral L(o,v) and o unitary transfor-
mation U from H to LXa,v) which diagonalizes T. This transfor-
mation 1s given by

(1) Wne = | B, nsorwat
and its tnverse by
(12) (U-F)®) = | B, VF0do0 ,

with the integrals converging to the functions in the nmorms of the
Hilbert spaces Lo, v) and H respectively. Here, E(t,\) is a matrix
function with n rows and v(\) columns, whose elements have locally
square-integrable derivatives with respect to t. The columns of E(t, \)
are improper eigenfunctions (not necessarily belonging to H) of the
differential equation (1) for almost all . If N\, is an eigenvalue of
T, then the columns of E(t,\,) are proper eigenfunctions.

Proof. Let L*o,v) be a suitable direct integral and let U be the
unitary mapping of H to L*o,v) which diagonalizes the self-adjoint
extension 7 of L. The fact that U is unitary is expressed by the
Parseval formula

(13) L, 91 = (Uf, Ug) = SR(UQ)*(%)(UJ” JNda(n)
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Let f belong to D, the domain of T, and let ¢ be any function in H
such that Sg vanishes identically outside some compact subinterval J
of I. Let FF=Uf,G= Uy, Z, = Uz, E*t, \) = \Z}({, \), where z, is as
in (10). Then
fi®) = [Tf, 28, )] = (UTS, Z,(¢, )) = \US, Zi(¢, ))
= (F, E*(t, )) = | B't, VF0do(v),
R
using (10), (138), and the spectral theorem. In addition,
17,0 = | g*srat = | S1o*S1isdt
= | Srrmsen| B¢ wFodo)at

— SR{SJ izl [g*®)SOLE L, X)dt}F(h)dO(X) ,

the interchange in the order of integration being justified by the absolute
convergence of the integral. We define the » x v(\) matrix K(¢, \)
with rows E%t,\). Then we can write

17,01 = | {| s os@E e vattrodon .
On the other hand,
1,91 = | G*0F()da0n)
and thus
G+ = [ S OSOEE Vit
or,
GO = SJE*(t, NS (B)g(t)dt

for almost all \.
For g € D, g vanishing identically outside J, we have seen that

(Ug)n) = g E*(t, )St)g(t)dt. If Ag + Ag = Bp, then Bp = BTg = 0
J

outside J, STg = 0 outside J, and we can apply the above relation to
Tg, obtaining

(UT)M) = | E*(t, NSO Tot)dt

Since
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(UT)0) = MU = | B¢, VS@g(tydt ,
we obtain
(14) | Br, ms@iTa — rwnae = o,

when N\ does not belong to a set N, of measure zero, with N, depend-
ent on g. The same is true for a sequence g, of functions when ) does
not belong to the null set N= U, N, R We choose the sequence g,
dense in DN Cy(J), and then (14) holds for all g e DN CYJ) if A ¢ N.
We let E(t,\) =0 for A e N, and then (14) holds for all A. Since S =
C*B, (14) yields

| B¢ NCr@B@OTo) — BOg@dt =0,
or
| B¢ ve0rame® + Avee) - xBog@t = 0.

Thus the columns of C(£)E(t, \) are weak solutions of (1) on J. It fol-
lows from a well-known theorem on weak solutions of partial differential
equations that the columns of C(t)E (¢, ») have locally square-integrable
derivatives with respect to ¢ which are continuous after correction on a
null set for each )\, and that each column is a solution of (1). This
theorem is easily proved using the properties of k({,s,\). Since C(t)
is non-singular, the columns of E'(¢, \) are improper eigenfunctions of (1).

The matrix K depends on the compact subinterval J. Let E’ be
another matrix with the same properties, corresponding to an interval
J'2J. Then

[ 1B %) — B, MiS@eat = 0

for almost all ), independent of g € Ci(J). It follows that S(E)E (¢, \) —
S()E'(t, \) = 0 for ) outside some null set. For ) in this null set we
redefine E(t,\) = E'(t,\) = 0. The columns of E(t, \) — E'(t, \) satisfy
Bu = 0. At the same time, since K and FE’ are eigenfunctions of (1),
they satisfy Au’ + Auw = ABu = 0. By hypothesis (iii) in the definiteness
of (1), E(t,\) = E'(t,\) on J for all . By taking a sequence of com-
pact subintervals J tending to I, we can extend £ uniguely to a matrix
function defined for ¢ € I and all .

If \, is an eigenvalue of T, then ¢ has a jump, which we may
assume to be a jump of 1, at A,. We choose F = 0 except at X, and
Fy(x) = 8;, for any fixed index k& < v(\,). Then F'e L*o, v) and
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(UF)(t) = SRE (&, MEMNdo(N) = Elt, M) ,

the kth column of E(t, ),), an element of H. Thus the columns of
E(t,\,) are proper eigenfunctions of T if X, is an eigenvalue of 7.

The inversion formulae (11), (12), obtained for functions f in D,
which vanish identically outside a compact subinterval J, can be ex-
tended to all functions in D, by a standard density argument. They
are valid with the integrals converging to the functions in the norms
of the appropriate Hilbert spaces. These formulae give the expansion
of an arbitrary function f € D, in eigenfunctions of the system of dif-
ferential equations (1). The proof of Theorem 1 is now complete.

To prepare for the next section, we write the expansion formulae
in a different form. Let &(f,\) be a fundamental matrix solution of
(1), with each element analytic in A for fixed ¢. The matrix E (¢, \)
can be expressed in terms of @(¢, \) by

(15) E(t,\) = O, )RO) ,

where E(\) is a matrix with n rows and »(\) columns whose elements
are functions of v only. With the use of (15), the Parseval equality
(18) takes the form

171 = | FroaFeaden)

fl

L[Slf *OSEEE, Mdt :”:SIE*(S, MS () f(s)ds]do-()b)
J L] < osmee. nrd | | R 0g0rs VS @5 60s [dot)
}

1l

Il

(VY MRAR*(MN(V YN da(n)
where

(16) VA = | 0 SOt
The formula
(17) do(\) = ROVR*V)da(\)

defines a Hermitian positive semi-definite » x n matrix, called a spectral
matrix. Let H* be the Hilbert space of all complex-valued n-dimen-
sional vector functions F'(A) such that

|, SFMEMo0) = | FHO)0F0) < o,

with inner product
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(&, 6) = | @*ae0F) .

Then (16) defines a unitary mapping of H onto H* which diagonalizes
T. A straightforward computation gives

(18) (V-1F)t) = j 0, NAPOIF () .

2. Green’s function and the spectral matrix. Let T be a self-adjoint
extension of L as in §1, and let R, = (T — )\)"Y, for Im: # 0, be the
regolvent of 7, a bounded operator in H.

THEOREM 2. There exists an n x n matriec G(t,s,\) defined for
t,s eI, Imx + 0, such that

19 SRS = | 6,5, VS5 )ds

where J is a compact subinterval of I,teJ, and fe CiJ). This
matrix G, called the Green’s matrix of the operator 7, has the follow-
ing properties:

(i) G is analytic in ) for fixed £, s and Im\ = 0, is continuous in
(t,s) on I x I for fixed A except on the diagonal ¢t = s

(ii) G(s+0,5,\) —G(s—0,8,\) = E for se I, Imn +0

(ili) G(t, s, M)S(s) = SE)G*(s, t, \)

(iv) considered as functions of ¢, the columns of G satisfy (1) if
t+s

(v) G is uniquely determined by T

(vi) if fe CyI), then S(t)f(t) = Sg(t, 8, MS(s)(T — N)f(s)ds.
Proof. (cf. [7], p. 14). If fe CYJ), g € C¥I), then
@) [f,9 = |groServa = R, (T - )
={ (@ = veorsors @,

by (6) and the definition of the resolvent. We make use of a matrix
k(t,s,\) as in Lemma 2. Let s, be any point of J, V' a neighbourhood
of s, whose closure is contained in J, and é#, a real scalar function in
C¥J) which is equal to 1 on V. For t € I,s € V, define

(21) o(t, s) = (T, — N[k, s, M1 — 6, ()],

the subscript ¢ indicating that the operator is applied to k(¢, s, \)(1—6,(¢))
considered as a function of ¢ for fixed s. The result of application of
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an operator to a matrix will be understood as the matrix whose columns
are obtained by applying the operator to the columns of the original

matrix. For fixed s e V, p( , s) vanishes except on a ‘‘ring’’ contained
in J — V, and the matrix function p(¢, s) is continuous on I x V. Con-

sider v(f) = SJp*(s, )S(s)R.f(s)ds. 1f g € CYV), then
(22 [ gareae = | o] | 26, S @ Rus )dsdt
= | [[g*®p s, it s R s s1as

However, if u(s, g) = S k(s, t, M)g(t)dt, then
J

| ple. Darat = | (7. — Vs, t, Mooyt

— | (7= Vits, 8, 0 (s)ae)at
= g(S) - (Ts - X)GV(S)U/(S) g) ’

using the properties of & and (21). Substituting in (22),
[ " ®utrdt = [g* @S @R.Fds — |[(T. V0, us, DI SGR.F (s
= | @SR s — | 0,576 DSE s
using (20) and the definition of u(s, g). Since this holds for all g € C¥V),

we obtain S()R,f(t) = v(t) + S 0,(8)k*(s, t, M)S(s)f(s)ds for almost all
teV. If ks, t,\) = R}p(s, t), then

= | ;@SR — | | 0,007 Ok, £ VS f (s,

o®) = | 7%, DS @RS ($)s = [Ruf, p( , D] = £, REB(, O]
= £, k(8] = | B, &, NSE76)ds,

using the definition of the adjoint operator R¥. It is clear that ks, ¢, \)
is continuous on V x I for fixed ), Imx += 0, since R} is the inverse of
a differential operator. Now

SORFE) = | [, %) + 0,(k*(5, 8, VISE)S(0)ds .
and the definition
(23) G(t, s, \) = Ek(s, t, \) + 0,(s)k™*(s, t, \)
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yields (19). As this can be done for any s, € J, (19) holds for all ¢,seJ.
The analogue of this result in [3] is proved incorrectly, as has been
pointed out to the author by Professor M. H. Stone. A correct proof
can be given essentially following the argument used here. The matrix
G depends on the interval J, but is uniquely determined by J. If J' is
another compact subinterval of I which contains J, and G' is the cor-
responding matrix, it is easy to see that G(f, s, \) = G'(¢, s, ) for ¢,
sedJ, Imx # 0. Thus, by taking a sequence of compact subintervals J
tending to I, we can extend G uniquely to a matrix function defined
for t,s e I.

The remainder of the proof consists of the verification of the proper-
ties of the Green’s matrix. The property (vi) follows immediately from
the definition of the resolvent and (19). Since R} = Rj3, [R.f, 9] =
[f, Rxg] for any f,g € Ci(I). Then

[ OsOR. st =| [R@1SEs 60 = | S©R0@IFE)ds |
and, using (19), this yields
| iee s, 086) — S@6 6tV Esit = 0.
Since this holds for all f, g € Ci(I), we obtain

(24) G(t, 3, V)S(s) = S(t)G*(s, t, 1) ,

which ig property (iii), for almost all s,t e I. As ks, ¢, \) is continuous,
(23) shows that G(t, s, ») has the same analytic behaviour as k*(s, ¢, \),
in particular the same discontinuity at s = ¢, and the properties (i) and
(ii) follow from Lemma 2 of §1. In view of the continuity of the
matrices involved, (24) must actually be true for all s,¢t e I. To prove
(iv), we begin with (vi), written as

SO = | 6,5, VOO A6 + A6) - BG) |f(s)ds
= | [C@)G*(t, 5, V17| Ao~ + Als) — XB(®) |F(s)ds
1 S
using the definition S = C*B. Application of (5) yields
@) SOrO = - [[ (AL + 4@ —\BE©)
% G¥(t, s, X)]* #1($)C *(s) Aul8) £ (5)ds .

Since (25) is true for all f € Ci(I), the columns of G*(t, s, \), considered as
functions of s, satisfy (1) for t#s. This, together with (24), proves (iv).
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If there were two Green’s matrices for Imx # 0, their difference would
be continuous everywhere and would be an eigenfunction of the operator
T. As the spectrum of the self-adjoint operator 7T is real, this is im-
possible, and the Green’s matrix is therefore unique. This completes
the proof of Theorem 2.

Now we express the Green’s matrix in terms of the fundamental
matrix solution @(¢, ») of (1) introduced at the end of §1. From the
properties of the Green’s matrix, it is easy to deduce that G may be
written

(26) G(t, s, \) = S@E)2(t, N)P*(\)D*(s, 1) (s=1)
G(t, s, \) = S@E)D(E, N)P-(\)D*(s, \) (s<t).

The matrices P* and P~ are analytic in A except possibly on the real
axis, and P~* = P*. We define the matrix P = }(P* + P-), and then
P is analytic for Im) # 0 and Hermitian.

THEOREM 3 (Titchmarsh-Kodaira formula). The Green’s matrixz G of
T is related to the spectral matrixz 0 associated with the fundamental
matrix solution @ of (1) by the formula

@) Py = | doovin— ),

where P is as defined above, and (27) is to be taken in the sense that

P(p) — SN do(\)/(v — 1) 1s analytic across the real axis on the interval
-N

(— N, N).

Proof. Let fe D, F= Vf. Then, by (18),
£® = [ 2¢, Va0 .
Let
ut) = | 0 NAEWFMI — 1.

Then

A’ + Au — pBu = SRXB(t)(Z?(t, NAEO)FOOn — 12)

— | #B®OC, NAIFOIO — 1) = BO)S@),

or u = R,f. Thus

(Vw0 = /JSI(I)*(t, NS ()t = Sl@*(t, NC* (6B (E)u(t)dt
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= qu)*(t’ MA@’ (E) + A(yu(t) — pB(E)f(E)]de

= LC”*(t, MA@ () + A@yu(®)ldt — (V)N
= V(Tuw)(\) — (VAN = MVu)(\) — (VAN ,

using (16), u = R,f, and the fact that V diagonalizes 7. Thus
= )(Vu)(\) = (VF)Y(\). Applying the Parseval equality to « and f,

[, 71 = { (V) 0oV = | F)d00FO)0 - ), which s
F*(y)Uszdp(x)/(x — ;z)]F(pt) plus a matrix which is analytic unless ¢
isreal and [¢| = N. On the other hand, S()u(t) = S G(t, s, )S(s)f(s)ds,

and [u, f] = Slgl SER)G(E, s, 1)S(s)f(s)dsdt, which, using (26), is equal to

F*(e)P(¢)F (1) plus an analytic function. Letting f run through a dense
subset of H, which means, that F runs through a dense subset of H*,

we conclude that P(u) — Yv do(\)/(v — p) is analytic unless p is real
-N

and |¢| = N.
Another form of the Titchmarsh-Kodaira formula is
+38
o0 = lim Tim 2| " [P(x + ie) — P(u — ie)ldp,
50+ 50+ 277 Jb

with 0 normalized to be continuous from the right and 0©(0) =0, and
with the formula interpreted in the same way as (27). The proof is
exactly the same as the corresponding proof in [3], a straightforward
inversion.

3. Boundary conditions. Let D, be the set of functions f in H
such that A,f’ + Af exists almost everywhere on I and such that (7)
is satisfied for some p in H. Let T, be the operator in H with domain
D, defined by T,f = p for f e D, p as in (7). We assume that 7, has
at least one self-adjoint restriction. Let R, be the resolvent of some
self-adjoint restriction of T, so that

SORS®) = | Gt 5, MS@F(s)ds

for f e H, Im\» + 0. Then R, is a bounded operator for Imx = 0, mapp-
ing H into D,, whose adjoint is R;. Let &(\) be the eigenspace of T,
corresponding to the value )\, the set of all solutions in D, of the dif-
ferential system (1).

LEMMA 3. T, is a closed operator whose domain consists of all
f e H of the form f= R + w, where h € H, w € e(\), for any » with
Imh # 0.
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Proof. Since R, maps H into D, and &(\) is containined in D, it
is clear that every f of this form belongs to D,. Conversely, suppose
feD,is given. Let h = T,f — \f, w = f — Rh. Then

Tow: Tof_ TOR)\h: Tof—‘xR,\h/—h: Tof’_h'“)\,(h—’bU):Xw,

and thus w € ¢(\), while f= Rk + w. If f is written in this way,
Tof —Nf=h. If f,is a sequence in D, such that f = lim f, and f* =
lim 7,f; exist, we can write f, = R(T,f: — M\fu) + Wy, and deduce that
w = lim w, exists and belongs to ¢(\). Letting k — «, we obtain f =
R\(f* — \f) + w, which implies f € D, and T,f = f*. This proves that
T, is closed.

Since T, is closed and its domain D, is dense in H, T, has a closed
adjoint Ty whose domain DJ is dense in H. Also, T, = T}* = (TH)*.
For any subspace M of H, we let H — M denote the orthogonal com-
plement of M in H.

LEMMA 4. DF consists of all g e D, of the form g = R,z, where
ze H—e(\). The operator T is a restriction of T, and is closed and
symmetric.

Proof. g* = TFg means
(28) [Tof, 91 = [f, 9]
for every fe D, _By Lemma 3, any f € D, may be written f = Eh + w,
with & € H, w € ¢(\), and then T,f = Af + h. Substitution in (28) gives
[Rsh + w, g*] = [Nf + h, 9] = NRsh + \w + h, g1,
or
[h, \R3g + g — Rig*] + [w, g — g*] =0

for all he H,wee(l). Then g* —\g =z is orthogonal to e(\), or
ze H—¢(\), and g = Rik(g* —2g) = R,z. Since R, maps H into D, g
belongs to D,., Thus Df < D,. As it is assumed that there exists a
self-adjoint restriction T of T, with domain D,, D, 2 D, 2 D, and since
T is symmetric, its restriction T is also symmetric.

As we have seen in Lemma 1,

[Tof, 91 — If, Tugl = g*(@)AF(@)C (@) f (@) — g*(B)AT(B)C (b).f (b)

for f, g € D,. Here, g*(t)AF#)C(t)f(t) is a bilinear form in f, g which
is non-degenerate for all ¢ € I and skew-Hermitian. We define

o = g4 @) A (@)C (@) f (@) — g*(B)AT(B)C (B)f () -
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A homogeneous boundary condition is a condition on f e D, of the form
{fa> =0, where « is a fixed function in D, The conditions

(29) <fa]> =0, (.7 =1,---, p)

are said to be linearly independent if the only set of complex numbers
Y +++, ¥y for which >3,y <{fa;> =0 identically in fe D, is v, = «--
=v,=0. Since [T0f,g] — [f, Tigl = {fg> for feD,geDy, it is
easily seen that these boundary conditions are linearly independent if
and only if the functions «;, ---, @, are linearly independent (mod D).
A set of p linearly independent boundary conditions (29) is said to be
self-adjoint if <{a,a;,> =0 for j,k=1,---,p. Two sets of boundary
conditions are said to be equivalent if the sets of functions satisfying
the two sets of conditions are identical.

The assumption that T has a self-adjoint extension is equivalent
to the assumption that the linear spaces (i) and &(— ) have the same
dimension 7, the defect index of TF. By exactly the same proof as
that used in [3], originally used in [4], we can obtain the following re-
lation between self-adjoint extensions of 7'F and boundary conditions.

THEOREM 4. If T s a self-adjoint extension of TF (or, equival-
ently, restriction of T,) with domain D,, then there exists a self-adjoint
set of T linearly independent boundary conditions such that D, is the
set of all f e D, satisfying these conditions. Conversely, corresponding
to a self-adjoint set of © linearly independent boundary conditions,
there exists a self-adjoint extemsion T of Ty whose domain D, is the
set of all fe D, satisfying these boundary conditions.

4. Examples. The results of this paper include as a special case
the corresponding results for a single differential equation of arbitrary
order as obtained in [3]. For simplicity, we congider only equations of
even order with real coefficients. Let L and M be formally self-adjoint
linear differential operators of orders 2r and 2s respectively (r > s).
Then L and M can be written

Lu = % [p-u @1V, Mu = 3 [g,-u®]",
=0 1=0

where p,_;, ¢,-, are real functions having continuous derivatives up to
order ¢ on I. We assume p, + 0 on I. It is not difficult to verify, as
suggested in ({5], p. 206, problem 19), that the differential equation Lu =
AMMu is equivalent to a system (1). If we let « be the vector with
components (x;, «--, 2,.), with

&y =ug =1, oo, 7], 205 = (= 1) [0 uP + (D s w7
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+ e 4 (pou(r))(r—-j)] + (_1)}+1[qs~ju(1) + (qs_j_luUH))’
+ e + (qou(S))(s—”]r [.7 = 1’ Tty /,-] y

understanding zero for any expression q_,, k > 0, we obtain the system
= %re1 + D% = N,
— Lyag — Dpiy — Tppy = — A1 %,

— Llas — (“l)sfprﬂ—sxs + Xprsor = (—1)SMI0905

(30) - x;r - (_l)rplxr + Lop-1 = O
2 — 2, =0
x,— ;=0

xr’-l - xr = 0
*y — (_1)rx2r/p0 =0,

which is of the form (1), where

0, —E, P Q
A:(ET or>’ 4=(ge p)

2 -0

— P, 1...0
P= , Q@ = )
- 10
(—1)"p, 0---1

0-+-0 g

R=1++eo. , B = — Qs

0 -+ (—1)/py
(_1)8(10

0

E,. denoting the r-dimensional unit matrix, 0, the r-dimensional zero
matrix, and all elements not shown being zero. It is an immediate
consequence of (31) that the system (80) is its own adjoint. The set of
functions D may be regarded as the set of scalar functions with 27
continuous derivatives on I which vanish identically outside some com-
pact subinterval of I, the condition (7) being no restriction. The norm
is given by
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i

1 = % | (~Da-dtirora,

and to make the problem definite in the sense of §1, we must assume
(—1q,s(t) = 0(t =0,1, «+-,8). With this restriction, we obtain the
eigenfunction expansion theorem, the existence of the Green’s function,
the Titchmarsh-Kodaira formula, and the nature of the boundary con-
ditions as in {3] from the results of this paper.

A problem which has arisen in relativistic quantum mechanics (cf.
[6]) involves the pair of differential equations

(32) x; = q,(0)®; + My, %, = — g(t)x, — M, ,

where ¢, and ¢, are real and continuous on 0 < ¢ < . This is of the

form (1) with 4, = (1 0) A= (0 “‘11) B= ( 0 1) The adjoint sys-
T T\ 07T 10/ ! Y

tem is

(33) Y= G + My Y= — GO — MY,

and (32) may be transformed into (33) by y = Czx with C = (_g (1)>,

so that S=(§ §) Then If1F = | (Al + 1A, where = (£, £).

It can be determined that o(\) = (héﬂ 8) If (u(z, \), v(z, \)) is a solu-

tion of (32), the expansion formulae are
£ = =] Fovu, van, 70 = 1| Fmogee, va,
TJER T JR
Foy =LA@, + £wie, vt

with F, not appearing because ¢ has rank 1. Possibly this approach
can be used to prove the existence of eigenfunction expansions in more
general applications, but its usefulness will be limited by the difficulty
in computing the spectral matrix.
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AREA AND NORMALITY

H. BusEMANN AND E. G. STRAUS

1. Introduction. The simplest non-Riemannian a-dimensional area
(concisely: a-area) is a translation invariant positive continuous measure
(or area) defined on the a-dimensional linear subspaces, called a-flats,
of an n-dimensional affine space 4, (1 < a < n). Such areas have been
studied by Wagner [15] and they are the subject of the present investi-
gation which is in part related to Wagner’s, but has no connection
with the differential geometry of general area metrics persued principally
in Japan by Kawaguchi, Iwamoto and others.

The simplest case, a = 1, is well known. In that case a segment
with endpoints #,y has a translation invariant length d(zx, y). If the
sphere d(z,x) =1 (z fixed) has at x, a supporting (n — 1)-flat (hyper-
plane) H, then H, is transversal to the 1-flat (line) L, through z and
x,, and L, is normal to H,.

Therefore the existence of an (n — 1)-flat transversal to a given
line is equivalent to the convexity of the sphere d(z, ®) = 1; which, in
turn, is equivalent to the triangle inequality for d(a, b), in other words,
to the space being Minkowskian (normed linear).

If L, is normal to H, at x, then it is normal to every line L through
%, in H, in the two-flat spanned by L, and L. A well-known theorem
of Blaschke [2] states that for » > 3 normality between lines is symme-
tric only in euclidean space. However, as shown by Radon [13], this
is not the case for n = 2.

Here we treat the analogous problems for arbitrary @, and then
study the special case of Minkowski area.

We cannot give more than this vague hint without some definitions.
Let (%, ---, 2") be affine coordinates of a point # in A" with origin z =
0, ---,0). The a-box [x,, ©,, -, 2,] consists of all points of the form
(1 — 6)x, + > 5., 0,2, where 0 < 0,, < 1; and hence is a (possibly degene-
rate) parallelepiped.

An a-area assigns to every Borel' set M in an a-flat a measure
a(M) which is invariant under the translations of A", and continuous;
that is, a([x,, ---, z,]) depends continuously on x,, ---, #,. The invariance
under translation applied to sets in the same a-flat A yields at once that
the measure in A is determined up to a factor depending on A. If we
introduce an auxiliary euclidean metric

Received, June 19, 1958. The first named author was supported by a grant from the
National Science Foundation.
1All sets considered will be Borel sets.

35



36 H. BUSEMANN AND E. G. STRAUS
n . . 1/2
ow, 1) =| 5 gulet — )" — 9|

where the form > g,x'x* is positive definite, then the a-dimensional
Lebesgue measure, | M|¢, in A which results from this euclidean metric
is invariant under translations so that

(1) a(M) = fF(AIM|:, f(A)>0."

Translation invariance implies that f(4) = f(4’) if A and A’ are
parallel a-flats, and the continuity of a implies continuity of f(A4). Be-
cause of the invariance under translation we may also write.

a([xoy "'7xa]) = F(xl — Lgy *0 0y Xg — xo)

where the function F(x,,+--,2,) satisfies some simple conditions F), - F,
listed at the end of §2.
We call the area a convex if

(2) F(xll + xl,’, Lgy =2y xa) < F(xlly Lyy =02y xa) + F(xl”y Lgy ¢ 2y xa)

and strictly convexr if the strict inequality holds for independent x/,
), Xgy v, Xy

If an a-flat A and a b-flat B intersect in a d-flat D, where
0 < d < min (a, b), then they span a ¢-flat @ with ¢ =a +b —d. We
call B totally transversal to A, or A totally normal to B (at D in
Q, where ambiguities are possible) if a(M) < a(M’) for a projection’® M
parallel to B on A of any set M’ which lies in an a-flat A’ through D in Q.
For d =0, b =n — a this is Caratheodory’s concept of transversality*.
If A is totally normal to B at D, d > b + 1, then A is totally normal
to every b'-flat, d < b < b through D in B. We call A normal to
B at D and B transversal to A, if A is totally normal to every (d + 1) -
flat in B through D. For d =0, b =n — a this is Wagner’s concept
of transversality. Only for d = min (a, b) — 1 does normality of A to
B at D imply total normality. This is the only case with d > 0 which
was studied previously in the literature, namely in [7] for Minkowski
area.

We call «a totally convex if an (n — a)-flat totally transversal to a
given a-flat at a point exists. For totally convex « the a-flats minimize
area in the sense that the a-area of the union of all but one face of
a closed a-dimensional polyhedron is not less than the area of that face.

2 Therefore the case @ = » is uninteresting as long as only areas for one definite A»
are considered. Hence we assume 1 < a < n — 1 except in the last three sections.

3 This concept needs clarification when d >0. The precise form is found in § 2.

¢ Caratheodory treats more general g-dimensional variational problems. His ideas on
transversality are easiest understood by consulting volume 1 of his Gesammelte
Mathematische Schriften, Miinchen 1954; see in particular p. 364 and paper XX pp. 404-426.



AREA AND NORMALITY 37

However, the a-flats may minimize a-area for a which are not
totally covex. On the other hand for 1 < a < n — 1 the a-flats need
not minimize area when « is merely convex. They will minimize
a-area if a is extendably convex which means the following; « assigns an
area ¢(a) to every simple a-vector, a, in the space V. of all a-vectors,
if ¢(a) can be extended to a convex function in all of V,* then « is
extendably convex. The difference between extendable and total con-
vexity has a very palpable interpretation in V..

If F*«x, ---,2,) is a quadratic form in each set of variables
X}, eee,ar;4 =1, -++,a; then we call a(M) quadratic. If a(M) is eucli-
dean, that is if a(M) = | M| for a suitable choice of e(x, y), then it is
quadratic, but a quadratic area is not necessarily euclidean when
1< a<n—1. The quadratic areas enter naturally as follows.

Let 0<d<a<b<n and let a convex a-area « and a convex
b-area B be defined in A". If normality (with respect to «) of an a-flat
A to a b-flat B at a d-flat D is equivalent to normality (with respect
to B) of B to A at D then both areas are quadratic unless a + b =
n,d = 0. Whether the latter cases are really exceptional is not known
except for ¢« =1,b =n — 1 (see below). If, in particular, a =b and
« = 3, then equivalence of normality means that normality of two
a-flats at a d-flat is a symmetric relation. Hence symmetry of normality
implies—except for a = n/2, d = 0—that the area is quadratic. It will
be euclidean only in special cases, for instance when ¢ < %/2 and d = 0
or a >n/2 and d =2¢ —n. For a=b=1,%n>2 this becomes the above
mentioned result of Blaschke [2].

All the results on symmetry and equivalence of normality also hold
for total normality.

The a-dimensional Minkowski area (or measure), 2 < a < #, in an
n-dimensional Minkowski space with distance F'(x — ¥) is the area of the
above type for which an a-dimensional unit ball in any a-flat A4, that is the
set {x|F(x — x,) < 1;,x,€ A}, has the euclidean volume 7%*/I"(a/2 + 1).
It is shown in [7] that these areas are convex and are strictly convex
or differentiable if F(x) = 1 is strictly convex or differentiable.

We do not know whether Minkowski area is totally or extendably
convex for 1<a<n—1.

If the a-dimensional area 1 <a <% — 1 of a Minkowski space is
quadratic then the space is euclidean. Hence if normality of an a-flat
A to a b-flat B at a d-flat D with respect to the a-area of one Minkowski
space is equivalent to normality of B to A at D with respect to the
b-area of another, then both Minkowski spaces are euclidean, unless
a+b=mn,d=0. However only the case a=1,b=n—1,d =0 is
really known to be exceptional when the two spaces are different. When
they are identical then already this ease leads for n > 2 to an unsolved
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problem on convex bodies [10, Problem 5].

There are many interesting and difficult problems involving two
areas in a Minkowski space of which we settle only a few. In the last
section we obtain from the method and result of [8] a result of a dif-
ferent nature. If b > a and f,(B), fu(4) are the functions of (1) for
a-and b-dimensional area of the same Minkowski space, we give an
estimate from above for f,(B) in terms of f,(A) with A c B.

2. Normality. Our first objects are the relations between the various
concepts of normality arising from different choices of d and 5. In all
that follows let 0 < d < min(a,b);9 =a¢+ b —d <n. Moreover, A,
B, D, Q with or without subscripts denote a-, b-, d-, g-flats respectively
with Dc BCcQ,AcCcQ, AN B=D.

Choose in B a c-flat C,¢ = b — d, which intersects D in exactly one
point and hence intersects 4 in this point only. -The association of the
points of A and A, which lie in the same c-flat parallel to C is a pro-
jection of A, on A, which depends on the choice of C. The restriction
of this mapping to a subset M, of A, gives the projection of M, on a
set M in A.

If C’ is a second c-flat in B which intersects D in a point, and B*
is any b-flat in Q parallel to B, then the projection of B* N 4, on A
with the use of C' is the product of the projection of B¥* N 4, on A
with the use of C and of a translation parallel to D (which depends
continuously on B*).

This and (1) imply.

(2.1) LEMMA. If M, is a set in A, and M, M’ are its projections
on A with the use of C and C’ respectively, then a(M) = a(M').

Thus the arbitrariness of C does not influence the measures of the
projections. Moreover, if 0 < a(M,) < o, then a(M)/a(M,) is according
to (1) independent of the choice of M, in A,.

We now define: A is totally normal to B at D in @, or B totally
transversal to A at D in @, if for a fixed M, C A, with 0 < a(M,) < o
and a fixed C the area a(M) of the projection of M, on A is minimal.

The preceding discussion shows that this definition is independent
of the choice of A,, M, and C; and hence depends only on D, B and Q.

The existence of an A normal to B at D in @ follows from two
observations.

(i) The function f(A) is continuous and has the same value for
parallel A. Hence f(A) attains its positive minimum f, and its finite
maximum f, on the compact set of a-flats through 2z, so that
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LM < a(M) < fil Ml

(ii) |M|— o and hence a(M)— « when A approaches a position
for which A N B is greater than D.

As previously observed, a B totally transversal to a given A at D in
@ will in general fail to exist.

We now consider some properties of normality. In many of the
following statements ‘‘totally’’ appears in parentheses, because they

remain valid for the weaker concept of normality defined in the
Introduction.

(2.2) If A is (totally) normal toB at D in Q and the b'-flat B’ lies in
Q and contains B but does not contain A, then A is (totally) normal to B’
at D' =B N A in Q. '

This is nearly obvious. A (b — d)-flat C in B which intersects D in
exactly one point also intersects A and hence D' in this point only.
Therefore the same C ecan be used for projection in both cases of
normality.

(2.3) If A is (totally) normal to B at D,d<b <b, then A is (totally)
normal to any b'-flat B' through D in B.

Take a (0" — d)-flat C’ in B’ that intersects D in a point and choose
a (b — d)-flat C in B which contains C’ and intersects D in this point
only. For any A’ through D in the space spanned by A and B’ the
projection of A’ on A parallel to B and B’ respectively coincide if we
use C and (',

Proposition (2.8) implies in particular that A is totally normal to
every (d + 1)-flat through D in B. We shall see in § 5 that the con-
verse 1s in general not true. It does hold in an important special case.

(24) THEOREM. If ANB=D,a=d+1,b—~d>2 and A 1s
normal to every (d + 1)-flat in B through D, then A is totally normal
to B at D.

For an indirect proof, assume that A is not totally normal to B
and let A # A be totally normal to B at D in the space @ spanned by A
and B. A suitable b-flat B’ in @ parallel to B intersects 4 and 4 in two

distinet d-flats D’ and D’ parallel to D. These lie therefore in a
(d+1-flat D,cB’. In D* take a line L. which intersects D’ in a point.

Consider a set M in A with 0 < a(M) < . Since A is normal to
D+, the projection M of M on A parallel to L satisfies a(M) > a(M).
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On the other hand, let C’ be a (b — d)-flat in B’ which contains I and
intersects I’ in L N D’ only. Projection of M on A parallel to B with
the use of C' again yields the set M. Since A is totally normal to B
and 4 is not, we would have a(M) > a(M), a contradiction.

Defining normality of A to B at D as in the Introduction we
conclude from (2.4) that normality and total normality coincide for
d = min (a, b) — 1. Obviously (2.3) remains valid for normalily instead
of total normality. To prove (2.2) in this case we observe that a
(d' + 1)-flat E through D' in B’ intersects B in a (d -+ 1)-flat F > D.
For ¥ —b=d'—d and E U B spans B’ so that

dmENB+V =dmE+dimB=d" +1+b=0+d+1.

By hypothesis A is totally normal to F' at D, by (2.2) it is also totally
normal to E at D’ and hence normal to B'.

Moreover (2.2) and (2.3) also show that the case b=n—a,q¢=n
is decisive in the following sense.

(2.5) If an (n —a)-flat (totally) transversal to A exists, them for
given DC AcCQ,q=a-+b—d,a b-flat (totally) transversal to A at D
i Q exists.

By hypothesis there is an (n — a)-flat N transversal to A through
a point p e D. By (2.2) A is normal to the (n — a + d)-flat B’ spanned
by D and N. This settles the case ¢ =n. If ¢ <% then according to
(2.3) A is normal to the b-flat B=Q N B'.

For later purposes we note the following consequence of (2.4) and
(2.5).

(2.6) LEMMA. A b-flat B transversal to A at D in Q for any given
D c AcC Q will exist if and only if

(i) For pe A, every (a + 1)-flat through A contains a line trans-
versal to A at p.

(ii) The set formed by the totality of all tramsversals to A at p in
the different (a + 1)-flats though A contains an (n — a)-flat N,

The flat N is then transversal to A.

Also for later application we notice as a consequence of the con-
tinuity of f(A) the following.

(2.7) LEMMA. If A,— A,D,— D, B,— Band A, 1is (totally) normal
to B, at D, then A is (totally) normal to B at D,

We follow these considerations up analytically using Barthel [1].
The invariance of a(M) under translation implies that the area of the
box [, #,, ---, ,] has the form F(x, — 2, «-+, &, — %,) and
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(2'8) F(xlv "'7xu,) :F(ﬂ'){, "';x;{b’ "'!x:u ""x:zb)
:f(A:c)l[z’ Ly, "':xa:”tez y

where A, is the flat spanned by =z, ---, %, if %, ---,%, are linearly
independent and F'(x,, «--, #,) = 0 otherwise. Thus F'(x,, ---, Z,) has the
following properties.

Fi: F(x, ---, 2, ts continuous in the a -n variables and symmetric
W Xy, »v e, Xy

F(x, »e,2)>00f 2, A «-+ A, #+ 0.

FOWCU Lgy =2,y xa) = ]7\)! F(xu ety OGa).

Fx, + Ny, @,y oo, 2,) = F(xy, 2+, x,) for 7 > 1.

333

Conversely, if a function F'(x,, ---, 2,) has the properties F,, ---, F,
then a well known argument (see e.g. [14, pp. 118, 124]) shows that
F(x, -+, 2,) has the form (2.8) with continuous f(A,) and vanishes for
2, N\ -+ N2, =0, Hence it defines an area function.

We now take definite independent vectors u,, «--,u, and assume
that F'(x,, ---, x5) possesses a differential as function of a3, ---, 27 at
2; = %;. Then F, and F, yield for small A >0 and j=1,---,0

(2'9) SﬁhF(ulr Tty ua) - F(ul + 7\%;" gy ** ua) - F(uv ctcy ua)

6F(u1’ .o

Ug) ~ .4
ez aub -+ o(\) .
o’ ’ ()

=3
i
For » — 0, using the symmetry of F'(x,, -, x,) we obtain the following.

(2.10) If F(x,, ---,x,) Dpossesses a differential as function of
Ty oo, X Qb Uy woey Ug; Uy A 220 A Uy # 0, Then

@.11) 5 OF (“1;,}'_“’ Yoyt — SEF (- -+, ) -
i x5

Let A be normal to B at D in @,z e D. Choose a non-degenerate
g-box [z, 1, ==+, Yoy Uauss * * *, U] Such that g, «--,y, lie in D; Yausy -+, ¥,
in B and %44.q, *--, U, in A. For any Agiq, «--, A, the box [z, ¥, <+, Y

Ugrry =, U,] Originates from the box

b

I:zy Yy **y Yas U+ + iggll)"iytr Ugigy ***y ua]
by projection parallel to B. If F' possesses a differential at v, ---, ¥4,
Uger, = *, U, a8 Tunction of 24, +--, 2%.,, then normality of A to B im-
plies that F(y,, -+, Yo, Uar1 + 2 MYy Uaegy **+, U,) has a minimum for
n; = 0. Hence
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s oF (y,, "'!yd;ucﬂ-l! M) ua)y§ =0
02441

J=d+1,.4,b.
Thus we have found the following.

(2.12) If the a-flat through z spanned by Y., - -+, Ya, Uar1, ***, g 1S
normal to the b-flat B through z spanned by vy, ---,vy, and F is dif-

Sferentiable at y,, <+, Yay Ugs1, ***, Uy AS function of i, +--, 2% for k=
d+1,---,a then

(2.13) 2aF(ylf...’yd’;u’d'i'l!.'.Iua)y’g:oy k:d'l_l;"'ra
t 0, j=d+1,--+b.

We conclude from (2.11) that the matrix 8F(y, u)/0xi has rank
a —d. Therefore, if D, A, @ are given there can be at most one b-flat
transversal to A at D in Q. For brevity we say that F(x, ---,2,) is
individually diflerentiable at u,, -, u, if it possesses a differential at
Uy, * -+, U, With respect to each of the sets of variables 2}, ---, 2%; k =
1,---,a. \

With property (ii) of (2.6) in mind we state explicitly the following
consequence of our discussion.

(2.14) LEMMA. If F(x, ---,2,) 18 individually differentiable at
Uyy oo, g WILH U N ==+ NU, # 0, and if in each (a + 1)-flat containing
the a-flat A, spanned by u, ---, u, there exists a transversal to A,;
then this transversal 1s unique and the y corresponding to the different
(a + 1)-flats through A, form the (n — a)-flat

ZaF(uly""ua)yi:O k:]-’__.’a.
7 ot

3. Convexity. Convexity, strict convexity and differentiability for
the area a were determined in terms of the function F'(x,x,, ---, 2,)
in the introduction as follows.

(3.1) DEFINITION. Writing F'(y, ) = F(y, 2., - -+, 2,) we say that «
is convex, strictly convex, or differentiable according as the curve
F(\vy, + MY, x) =1 has those properties in the plane spanned by v, ¥,
for any linearly independent ¥, ¥,, ©;, * -, Z,.

Thus for convex a we have

F(y1+y2’w)SF(yvx)“’F(yzvx) for Y NYyg N\ <o /\xarlbo

with strict inequality for strict convexity. If we do not exclude linear
dependence of ¥,, ¥, then setting ¥, = tty, we have
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=F(y, ) + F(y, x) if £ >0

F(y, + v, 2) = |1 F(y, -
W+ v 0) = 1+ PIEG D g o 4 B o) i g < 0.

Thus we find the following.

(3.2) LeMMA. The area function « is convex if and only if
F(yl + Yy %oy "'yxu) < F(yly Loy =2,y xa) + F(y2’ Loy “'yxa)

Jor Yy ANx, A <o+ Az, #0; and is strictly convex if and only if equali-
ty implies y, = py,, ¢ > 0.

Let « be convex and 4, A -+ A %, * 0. The function F has a dif-
ferential with respect to «/, ---, 27 at u,, ---, u, if and only if the curve

FQuv, 4+ po, Uy, -0, u,) =1

is differentiable at x =1, ¢ =0 for all v with v A u, A -« A u, # 0.
We have thus proved the following.

(83.3) A convex area function « is differentiable if and only if the
corresponding function F(x, ---, x,) 18 individually differentiable for
Ty N sor A, # 0.

The differentiability properties of convex functions imply that for
every convex « the corresponding F has strong differentiability prop-
erties, of which we need only the following.

(3.4) LEMMA. If « is convex and U, N\ ++- Au, #* 0, then there
exist sequences {u,} such that wu, —u;, (1 =1,+--,a) and such that
F(x,, «--,x,) 1is individually differentiable at u;, «- -, Uy,

Reformulation of these properties in terms of the function f(4)
will prove useful. Since f(A) is defined relative to a definite euclidean
metric e(x, y) we may use euclidean concepts. In particular we will
speak of ‘‘ perpendicularity ’’ when we mean normality with respect to
e(z, y).

Consider a plane P perpendicular at z to the (¢ — 1)-flat L,., and
choose in L,_, an (@ — 1)-box [, 2, -+, ,] With euclidean (@ — 1)-volume
1. On each ray R in P with origin z choose y; such that F'(yg, €.+ +,2.) =
1. The euclidean a-volume of this box is e(z, y.). Hence, if A, is the
a-flat containing R and L,_, then

F(Yg, @5 +=+, 20) = f(Ar)e(z, ) = 1.

If the t-flat L ,2 <t <% — a -+ 1 is perpendicular to L,., at z we
denote by S(L,-;, L) the locus in L, obtained by taking the point y,
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with ez, ) = f'(4:z) on a variable ray R in L, with origin 2. Then
we can express our result as follows.

(3.5) LEMMA. The area function a is convex, strictly convex, con-
vex and differentiable if for any L, L,., and only if for all L,, L, .,
2<t<n —a+1 the surface S(L,.., L,) ts convex, strictly convezx,
convex and differentiable.

Following the arguments of [7] we now settle the case d =
min (@, b) — 1. The emphasis is not only on the result, but also on the
method of constructing normal and transversal flats which the proof
provides.

(3.6) THEOREM, Let d = min(a,b)—1,9=a+b—d <n. For given
d-, a-, g-flats D c A < Q, there exists a b-flat B transversal to A at D
n Q if and only if the area function « is convex. B is unique when
«a is differentiable. The normal to B at D in @ is unique for all given
D c Bc Q if and only if a is strictly convex.

Proof. There are two cases.

CASE I: a=d+1,b=q—1. If ze DC Q are given we take
the (¢ — d)-flat L, , perpendicular to D in @ at z and construct the
surface S = S(D, L,-,) of (3.5). An a-flat A through D in @ intersects
L, ., in two rays, each containing a point of S. Let y, be one of these
points. We claim that B is transversal to A at D in Q if and only
if it is spanned by D and a (¢ — d — 1)-flat through z parallel to a sup-
porting flat H of S in L,_, at y,.

The additional remarks on strict convexity and differentiability are
then obvious. For if H N S contains more points than y, then the normal
A to B at D in Q is not unique, and if S has two different supporting
flats at ¢, then B is not unique.

To prove our assertion we take A, perpendicular to B through D in
@, and in A, we take a set M, with 0 < a(M,)) < . If we use C =
L, . N B to define projection parallel to B, then we have for the pro-
jection M of M, on any A

(3.7) a(M) = | M| f(A) = | M,|;1sec (y2y4)] f(4) .

Therefore B is transversal to A if and only if |cos(y.2y. )| f(A) is
maximal; or if and only if S has a supporting plane at y, which is
perpendicular to the ray from z through y,, in other words is parallel
to B.

The construction is easily freed from the intervening metric e(x, y).
Jetl<a=d+1<qg<n and let ze D C Q be given. Take a non-
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degenerate d-box [z,%,, ---,2,] in D and a (¢ — d)-flat L, , in @ which
intersects D at z only. In L, , construct the locus

S = {x|F(x,x, -+, x,) =1} .

Then the a-flat spanned by x, x,, ---, 2, with £ € S is normal to the
b-flat B in @ through D if and only if BN L,_, is parallel to a supporting
(g —d — 1)-flat of S at x.

Case II: b=d+1,a=q—1. As in Case I take L, , perpendi-
cular to D at z in Q. Instead of using S we now take the line per-
pendicular to a variable a-flat A through D in Q. The two points ¥,
with e(z, y,) = f~%(A) generate a locus T. When « is convex, strictly
convex, convex and differentiable then T has the corresponding property.

This time we claim that B is transversal to A at D in @ if and
only if it is spanned by D and the perpendicular to a supporting
(¢ —d —1)flat of T in L, , at y,. We define A, and M, as in Case I
and use the line C perpendicular to A, at z for projection parallel to B.
Then the projection M of M, on any A again satisfies (3.7) and
S(A)leos(y2y4 )| is maximal if and only if y, lies on a supporting flat
of T which is perpendicular to C. Since C is perpendicular to A, it
lies in B. The additioned remarks follow as in Case I.

The definition of T cannot be entirely freed from extraneous con-
cepts, but their role can be reduced.

If T is convex, let T’ be the polar reciprocal in L, , of T with
respect to the metric e(x, y) (see [5, p. 28]). If T is strictly convex
(differentiable) then 7T is differentiable (strictly convex). In terms of
T" we can interpret the normality relation in a manner similar to that
of Case I; only the roles of normality and transversality are interchanged.

If x € T' then the (d + 1)-flat spanned by x and D is transversal
to the a-flat A through D in Q if and only if A is spanned by D and
a (@ —d — 1)-flat parallel to a supporting flat of T' at x.

In the most interesting case, d = 0, the surface 7" has a very in-
teresting meaning. In (Q = L,_,) take any (¢ = @ + 1)-measure invariant
under translation. The only arbitrariness is then the unit of measure.
Then T' is a solution of the isoperimetric problem to minimize the
«a-area among all closed convex hyper-surfaces in @ which bound a set
of given (a + 1)-measure. For details see [6]. Of course 7" remains
a solution even if we change the unit of (a + 1)-measure.

Assume that a is convex and consider an a-flat A, through z span-
ned by wu,, ---,u, and such that F is individually differentiable at
Uy, +, Ug. Then (3.6) (more particularly Case II) guarantees that in
every (a + 1)-flat containing A, there exists a transversal to A, at z.
We conclude from (2.14) that the transversals at z to A, in the different
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(o + 1)-flats form an (n — a)-flat N, and from Theorem (2.6) that this
N, is transversal to A.

If F' is not individually differentiable at w,, ---, u, then we can find
sequences {u,} with w,, > u;, (1 =1, ---, @) such that F is individually
differentiable at u,,, +--, %4. Hence if A, contains 2, u;, -+, %, then
there exists an (n — a)-flat N, transversal to 4, at z. By the continuity
of the area function every limit (n — a)-flat of a subsequence of N, is
transversal to A. Thus if « is convex there exists an (n — a)-flat
transversal to A. Using (2.14) and (2.5) we have proved

(3.8) THEOREM. If the area function a is convex then, given an a-
flat A, a d-flat D C A and a g-flat @ DA with 0 <d<a<q < n;
there exists a b-flat, b = q — a + d, transversal to A at D in Q, which
is unique when a is differentiable. (Wagner [15], for d = 0).

The conditions in (3.8) are also necessary, but we conclude from
(2.5) and (3.6) that we need consider only fixed d and gq.

(3.9) THEOREM. With the notation of (3.8); if for fixed d,q and
all A, D, Q a b-flat transversal to A at D in Q exists (and is unique)
then « is convex (and differentiable).

A normal to B at D in @ is in general not unique even for
strictly and extendably convex a (as we shall see in (5.14)) when
d < min (a,b) — 1. For in that case normality is not equivalent to
total normality. However, because total normals exist and are normal
we have

(8.10) If the a-flat A normal to B at D wn Q is wunique, then A
1s totally normal to B.

Even the total normal is not necessarily unique for strictly and
extendably convex a, see (5.14).

4. Area minimizing a-flats. Total and extendable convexity. The
area a(4) of an a-dimensional polyhedron 4 is defined as the sum of
the a-areas of its a-faces. In the following we reserve 4 for the union
of all a-faces but one, 4, of an a-dimensional polyhedron in A" which
is abstractly a closed orientable a-dimensional manifold but may have
self interersections in A”. By A, we denote the a-flat containing the
face 4, and hence the boundary of 4.

We say that the a-flat A (strictly) minimizes a-area in the g-flat
QD A, qg>a,if a(d) > a(4,) (a(4) > a(4,)) for all choices of 4 # 4, in
@ for which A,=A. If this is true for all a-flats A in Q@ we say that
the a-flats (strictly) minimize area in Q.

The case o = 1 is familiar; with the help of (3.6) we may formulate
these results as follows.
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The line L minimizes a-length in the ¢-flat @ if and only if a (¢—1)-
flat B transversal to L in @ at a point z exists. The line L strictly
minimizes length in @ if and only if L is the only line normal to B
at z.

The lines (strictly) minimize a-length in A" if and only if a is
(strictly) convex.

A few of these facts extend to the general case.

(4.1) The a-flat A minimizes a-aree in Q if a (¢ — a)-flat B
totally transversal to A at a point z exists. Let B exist. Then A strictly
minimizes a-area when A 1is the only a-flat totally normal to B at 2z
or when a s strictly convex.

Project 4 on A, parallel to B. For topological reasons this projection
covers 4,. Let ¢ be an a-dimensional face of 4 which lies in the a-flat
A and let g, be its projection on A, If dim(B N A) > 0 then obviously
0 =a(o,) < a(o). If dim(B N A) =0 then the transversality of B to
A, implies a(g,) < a(g). This proves a(d4) > a(4,).

If a is strictly convex and 4 + 4, then a(4) > a(4,) is obvious when
dim(B N 4) > 0 for some A containing an a-face of 4. Assume there-
fore dim(B N A) =0 for all such A. There is at least one pair of
a-faces ¢*, ¢* of 4 which have a common (a—1)-face and at least one of
which is not parallel to A,. If A* is the a-flat containing ¢* then not
both A, A? can be normal to B. For, if 4, is the a-flat parallel to A
through A, N B then dim(4, N 4,) =a —1 and hence A, U A, spans
an (a + 1)-flat @ which intersects B in a line L through A, N B. Since
« is strictly convex at least one of the two a-flats, say A,, is by (2.3)
and (3.6) not normal to B. Hence A’ is not normal to B and a(¢’) > a(a,’).
Hence a(4) > a(4,).

If A is the only total normal to B at 2z then at least one a-face
o' of 4 is not totally normal to B and again a(¢’) > a(o}).

The case ¢=a+1 is completely known essentially through Minkowski
(Theorie der konvexen Korper, § 27, Ges. Abh. 2, Leipzing 1911, 131-229).
His terminology is so different that we give the argument here.

For each (a + 1)-flat @ through z we construct the surface T\,
analogous to T in the discussion of Case II in the proof of (3.6), as the
locus T, of the points y, with e(z, y,) = f~'(4) on the perpendiculars to
the a-flats A through z in Q.

(4.2) The a-flat A minimizes a-area in the (a+1)-flat Q if and
only if a line transversal to A in Q exists.

A strictly minimizes area in Q if and only if a line transversal
to in @ exists and y, is not an interior point of an a-flat region on T,.

The sufficiency of the first part of (4.2) follows from (4.1) and the
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fact that a line transversal to A is totally transversal to A. We next
prove the necessity statements in both parts of (4.2).
We choose rectangular coordinates such that @ is the flat x%+* =
- =2z" = 0 and define, as usual,

H(0) =0 for » = 0, H(x) = || f(4,) for =+ 0,

where A, is the a-flat through z in @ with normal  and |z| = (S )",
so that T, has the equation H(x) =1. The function H(x) is convex
with a.

If no transversal to A exists then, according to Case II in (3.6), T
does not possess a supporting a-flat at y,; so that %, is an interior
point of the convex closure of T,. Hence independent points @, <, €4,
on T, exist such that

atl a+1
4.3) H(y,) > ;MH(%) ’ Yp = ;M% , N >0

If %, is an interior point of an a-flat set on 7, then independent
Xy, v o0, Lgey O Ty exist with

(4.4) H(y,) = EIMH(%)’ Y= iz:l)\’ixi , A >0

Setting & = y./|yal, & = a/|w;| we have — [y, &+ XN || & =0.

Therefore (see Bonnesen-Fenchel [5, p. 118])," an (a + 1)-simplex in
@ exists whose faces have exterior normals, — & &, ---,&, and area
2], M| l, -+, Ngl®|. The total area of the faces with normals &, ---, &,
is

PIMEN! f(sz) = > NH(xy)

and |z|f(A,) = H(zx) is the area of the face with normal — &.

The relations (4.3), (4.4) prove the necessity statements in (4.2).

To establish sufficiency in the second part of (4.2) we resume the
notation used in the last part of the proof of (4.1). We assume that 4
lies in @ and replace B by a line L transversal to A = A4,.

For a(4) = a(4,) it is necessary that the mapping of 4 on 4, by
projection parallel to L be one-to-one and that all a-flats carrying
a-faces of 4 be normal to L.

Now there are two supporting flats A’, A” of T, perpendicular to L.
On the other hand the construction of the transversal in the discussion
of Case II in (3.6) shows that at the points y, which corresponds to an
A normal to L the surface 7, has supporting planes perpendicular to

5 The proof there is involved but becomes very simple in the present case where the
number of faces is a + 1.
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L. Therefore A’ and A” each contain one of the two points y, and one
of the two points y, for each A which carries an a-face of 4.

Since projection of 4 on 4, is one-to-one and 4 +# 4, it follows that
among the points %,, ¥, in A’ there are a 4 1 which do not lie in an
(@ — 1)-flat. These points span an a-simplex which lies on T,.

(4.5) COROLLARY. The a-flats minimize a-area in all (a + 1)-flats
if and only if « is convex. They strictly minimize area if and only
if wn addition the surface T, contains no a-flat piece for any (a+1)-

Sfat Q.

Our results are not as complete for ¢>a-+1, a#1. Consider the vector
space V? of all contravariant a-vectors 2 in A”. A simple a-vector
A # 0 determines an oriented a-flat in A" through the origin. For the
a-area determined by 2 we obtain a function @(2) defined on all simple
A-vectors whose relation to F is given by

al Oy A\ woo AN 2g) = F(2;, =+, ) .
Obviously @ satisfies the conditions

2, o) >0 for A+0
o, O(\A) = || @) for all real \.

All a-vectors are simple only when ¢ =1 and a=n —1. (If we
exclude the trivial cases @ = 0,n). We shall prove at the end of this
section that for 1 < a < n — 1 and convex « it is in general impossible
to extend @(A) to a convex function defined for all a-vectors. An
obviously necessary condition for extendability is

(4.6) o) < 3, 0%,) for simple A, A, with A = 2% X

Condition (4.6) is also sufficient. The simple a-vectors form a basis

of V2. Hence if U is any a-vector then simple a-vectors 2; exist so
that

(4.7) A= %,
i=1

since any scalar multiple of a simple vector is simple. We can now
extend () to all of V2 by defining

O@) = inf 3 BN,
i=1
where the {%;} traverse all sets of simple vectors whose sum is 2.

Because of (4.6) @(2) is not changed by this definition for simple %,
and the extended function obviously is convex and satisfies @, and @,.
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We call a extendably convexr if it satisfies (4.6). As before
consider a polyhedron 4 U 4,. Orient it and let 9, ---, %A, be the
simple a-vectors corresponding to the a-faces in 4. Let ¥, correspond
to 4,. Then

S =0  or A= —A=13 U
i=0 i=1

so that a(4) > a(d,) is equivalent to condition (4.6). In general the
relation A = S7_, A, for simple A, A, does not imply that —A,A,,---,A,
correspond to the faces of a closed polyhedron. For example, the a-flats
corresponding to 2, A, through the origin # may intersect at z alone.
However it is not unlikely that the validity of (4.6) for %, 2, deriving
from polyhedra implies its general validity. We have not been able to
prove this. Thus we can only state:

4.7 If a s extendably convex then the a-flats minimize area.

We call a totally convex if an (n — a)-flat totally transversal to a
given a-flat at a point exists. If the condition in (4.7) is necessary
then (4.1) shows that total convexity entails extendable convexity. We
shall prove this directly, obtaining at the same time a very interesting
geometric interpretation for the two types of convexity. The arguments
are closely related to those of Wagner [15].

Denote by W, the affine space associated with the vector space V7,
so that we may speak of hyperplanes etc. which do not pass through
0. The simple vectors in V" form the Grassmann cone and the equation
@A) = 1 defines on that cone the indicatrix I of the area «.

Extendable convexity of @ means that I lies on the boundary of its
convex -closure in W,; that is, that I possesses at every point a
supporting hyperplane in W,.

In order to interpret total convexity we provide A" with the
euclidean metric g,, = §,,. This metric induces a scalar product A - B
for the simple a-vectors in A® whose geomentric meaning, apart from
sign, is the product of the (euclidean) area of one vector and the area
of the orthogonal projection of the other on the a-flat of the first.

This scalar product for the vectors on the Grassmann cone can be
extended to an inner product in V? and hence induces a euclidean
metric in W,. To the projection of an a-flat A, on an a-flat A parallel
to the (n — a)-flat B perpendicular to the a-flat B* at a point there
corresponds in V7 the projection of the line A, on the line A parallel
to the hyperplane H, perpendicular to the line B*.

Assume now U e I and that I possesses at % a simple supporting
hyperplane H,; that is a hyperplane H, perpendicular to a line
B* on the Grassmann cone. If 2, is a simple vector lying on H,
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(that is, interpreted in A®, if |A|= || for the projection 2} of 2, on
the a-flat of ¥ parallel to the (n — a)-flat B which is perpendicular to
B*), then @) > @A) since H; is a supporting plane of I. Therefore B
is totally transversal to A.

Conversely, if B is totally transversal to A at a point, then any
simple 2, whose projection parallel to H, is 9 satisfies @() < o) =1,
so that H, is a supporting hyperplane of I. This could, of course, be
formulated without the use of an auxiliary metric:

(4.10) The area « s totally comvex if and only if the indicatrix
I posseses at every point U = (a*) a simple supporting hyperplane
Sarby =1, where B = (b)) satisfies the conditions of a simple wvector.

If I is differentiable at A, so that the a(n — a)-flat, 7, tangent to
I at 2 exists, then any supporting hyperplane of I at U must pass
through 7. Through a given a(n — a)-flat there is exactly one simple
byperplane (see [15]). Since extendable convexity means only the

existence of some supporting hyperplane of I at a given point we deduce
from (4.10):

(4.11) Total convexity implies extendable convexity but not con-
versely.

That the converse is not valid does not follow from .the preceding
arguments, but in (5.13) we give an example of an extendably but not
totally convex area.

We now show that convexity of a does not imply extendable
convexity (Wagner [15] states this fact for min (a, » — a) > 2; but, as
it seems to us, he only proves that a certain definite extension of convex
area is in general not convex). For this purpose we prove a lemma
which seems to be of some independent interest.

(4.12) LEMMA. Let S, be a simple closed (a — l)-surface in an
a-flat A so that at every point of S, there is both an interior and an
exterior supporting (a — 1)-sphere of radius ¢ in A. Let z € A be in
the interior of S, so that at the line zx from z to any x€ S, makes an
angle no less than a > 0 with the tangent (@ — 1)-flat of S, at x.

Then for every € > 0 there exists a hypersurface S DS, such that
every L, through z which contains a line that makes an angle greater
than ¢ with A intersects S in convex curve.

Proof. For sufficiently small § > 0 the interior parallel surface S,
which is the locus in the interior of S, of points whose distance from S,
is 8, obviously satisfies the hypotheses of the lemma provided the
constants ¢ and « are replaced by suitable constants ¢’ and «'. Let T%
be the a-body bounded by S..
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Let S be the locus of points whose distance from 7" is 8. Clearly
S, S. Every L, 5 z intersects S in a curve C. Assume that C is not
convex ; then there is an x € C at which C does not have a line of
support in L, and therefore S does not have a plane of support at «.
Thus the point 2’ nearest to x on T, must lie on S/ and the line zx
makes an angle less than tan~'[d(x, 2')/d(z, z')] < tan~'(5/d) with A,
where d is the distance from z to S,.

Now let L be the tangent line to C at x. Since L intersects the
interior of C, the cylinder L;, which is the locus of points whose
distance from L is 8, must intersect the interior of T.. Since the
quadric @; = L; N A is tangent to S, at «' it follows that the minimal
curvature of Q; at ' is less than 1/¢’. Let L’ be the tangent line to
Qs at 2’ in the direction of minimal curvature then the tangent of the
angle between L and L’ is less than v/§/¢'.

Thus for sufficiently small § the two lines L and zx make arbitrarily
small angles with the lines I’ and 22’ in A. Since the last named lines
make an angle with each other which exceeds «' it follows that every
line in L, makes an arbitrarily small angle with A.

Now, for example, in the space V: of 2-vectors in A* we can find
a three-plane generated by simple vectors which contains no two-plane
of simple vectors. Such a three-plans is L, generated by e, A e, e; A e,
and (e, + ;) A (e; + e,). The simple vectors which it contains are all
of the form (e, + pe;) A (e; + pre,). We can now define the area
function F' so that the indicatrix I does not lie on the boundary of its
convex hull in L,, for instance by F(e,, ¢,) = F(e,,e,) = F(e, + €5, ¢, +e) =1
and Fle, + 2, e, + e, + 2¢,) > 6 in violation of (4.6); but so that I N L,
satisfies all the conditions of Lemma (4.12) where z is the zero element
of Vi. By Lemma (4.12) we can now extend I in such a way that its
intersection with every two-plane of simple vectors is convex, in other
words, so that F'is convex. However, since I does not lie on the boundary
of its convex hull, the area is not extendably convex.

5. Equivalence of normality. Example. Quadratic area. The nor-
mality relations determine the area up to a constant factor in the following
sense.

(5.1) THEOREM. Let a and o be two a-dimensional convex areq
Sfumctions, @ +b —d < n and d < min(a,b) — 1. For any d-flat D and
any b-flat B through D let A be normal to B at D with respect to o
whenever this is the case with respect to a. Then o'(M) and (M)
differ only by a constant factor.

The same holds for total mormality if there exists a b-flat totally
transversal with respect to a for any given a-flat at any given d-flat
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mn any given (a + b — d)-flat (in particular, when « is totally convex).

Proof. Let ¢ =d + 1. With the notation of Case I in (3.6) we
construct the surfaces S, S’ belonging to a and «’ respectively. The
hypothesis of (5.1) means in terms of S,S": If H and H' are parallel
supporting (¢ — d — 1)-flats of S and S’ then a line through 2 containing
a point © of SN H also contains a point of S’ N H’. It folllows that S
and S’ are homothetic, and this conclusion remains valid when this
condition on the line zx is assumed only for those x € S at which S is
differentiable, that is H is unique.

This weakening of the hypothesis amounts to requiring that A be
normal to B at D with respect to &’ only when B is the unique transversal
to A at D in A@ B with respect to a.

The fact that S and S’ are homothetic means that a'(M)/a(M) is
constant for all M lying in a-flats through a fixed (a@ — 1)-flat in an
(o + b — d)-flat. This yields the general answer, because two arbitrary
a-flats A’, A” can be joined by a finite number of a-flats A, =
A4, -, A, = A" such that dimA, N 4,.,=a —1 for 1=1, «+o, r—1,

Application of the result just obtained to the pencils determined by
A, and A,,, proves the theorem.

The case d < a — 1 is reduced to d =a —1 as follows. Let B+,
dim B* = b + a — d — 1 be the unique transversal to 4 at an (@ — 1)-flat
D* in A@ B*. In D* chose a d-flat D and an (¢ — d — 1)-flat E such
that D*=D@E. Then D*=D@E where B is a b-flat and
A@B=A®P B* because £ C A.

For normality we know, and for total normality we assume, that a
b-flat B’ totally transversal to A at D in A @ B+ exists. By (2.2)
B'@ E is transversal to A at D* in A@ B* and B'@ E = B* because
B* is unique. By hypothesis B’ is transversal to 4 at D with respect
to a/, and again by (2.2) B* is transversal to A at D* with respect to
o,

This means that the hypothesis of the theorem is satisfied for
d=a—1and b=a+b—d —1, so that the assertion follows from
the first part of the proof.

Let 0 <d<a<n Foragiven a-area &« we say that normality
at d-flats is symmetric, if normality of an a-flat A to an a-flat A’ at
a d-flat D implies that A’ is normal to A at D.

If 0<d<a<mnand an a-area a and a b-area (3 are given, we say
that a-normality and B-normality at d-flats are equivalent, if normality
of an a-flat A to a b-flat B at a d-flat D with respect to « implies that
B is normal to A at D with respect to 8 and conversely, normality of
B to A at D implies that A is normal to B at D.

This formulation admits the possibility that ¢ = b. If at the same
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time « = 3 then equivalence means symmetry. If ¢ =b but a # @ then
equivalence means that normality in one norm is equivalent to trans-
versality in the other.

Symmetry and equivalence of total normality are deﬁned in the
same way by replacing everywhere normality and transversality by
total normality or transversality.

In the next section we discuss the implications of symmetry or
equivalence of normality. Here we give some examples where these
phenomena occur and the area is not euclidean.

(6.2) For d=0,a=1,n=2 symmetry of normality does not imply
that the length, i.e. the corresponding two-dimensional Minkowsks
metric, 18 euclidean. All these metrics have been determined by Radon
[13], (see also [9, p. 104]).

(5.3) For any (n — l)-dimensional convex area function 3 there is
a convex one-dimensional area, i.e. a Minkowski metric F(x — ¥), such
that normality of a hyperplane to a line for B is equivalent to mor-
mality of the line to the hyperplane for F(x — y).

To see this we construct the surface 7" of Case II of (3.6) for S
and d = 0. That is, on the perpendicular to a variable hyperplane Baz
at z we take the two points y, with e(ys 2) = f(B). These points y,
traverse a convex hypersurface T and 7" is the polar reciprocal of T
As Minkowski metric F'(x — y) we take the metric with 7” as unit sphere
F(x) = 1. Then the discussion under (3.6) shows that the hyperplanes
normal (for 8) to a line zw at w € T" are the supporting planes of T
at w and these are exactly the planes transversal to zw at w for F(x — y).

The a-area a,1 < a <n —1 is euclidean if (M) = |M|¢ for a sui-
table choice of e(x, ). With the summation convention >, g,.2* = g,,2°
this means for F that

i i k
Lv s Lya | | Goaltd <o gy w0

(5‘4) Fa,, +--, T,) = > . . .

1<, |, .

. :
Lar e oo | | Gaxla + =+ Gy 120

We shall call a quadratic if F* is a quadratic form in each set of
variables i, «+«, 27 (+ =1, ---,a). A quadratic F? is a quadratic form
in the Pliicker coordinates.

mil e xia
.
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of the a-flat through z spanned by x,, -:-, %, since F(x,, +--,%,) =
F(A[z, z, -+, x,]lc where the terms on the right depend only on the
Pliicker coordinates.

If F is quadratic then for any L,., and L, perpendicular to L,_, at
z the curve S(L,_,, L,) of (3.5)is an ellipse and conversely. If @ is any
(a + 1)-flat through z we construct in @ the surface T of Case II of
(3.6) for D = 2. The section of T with any plane L, >z is obtained
from S(,-,, L,), where L,_, is perpendicular at z to L, in @, by a rota-
tion through 7/2. Hence T is an ellipsoid. This implies that the area
restricted to @ is euclidean Thus we have the following.

(5.5) THEOREM. An a-area is quadratic if and only if it is euclidean
n every (a + 1)-flat; that is to say, if and only vf normality of a-flats
at (a — 1)-flats in (a + 1)-flats is symmetric.

We now wish to determine under what conditions a quadratic area
is euclidean.

(6.6) A quadratic a-area s euclidean if a =1 or a =n — 1, and
wn general is not euclidean if 1 <a <n—1.

The first part of the statement is obvious since a quadratic length
is euclidean by definition and a quadratic (n — 1)-area is euclidean in
n-space by (5.5). ‘

A simple counting argument convinces us of the truth of the second
part since a euclidean quadratic area is determined by the metric (g,,)
so that the manifold of euclidean quadratic areas is n(n + 1)/2-dimen-
sional, while the manifold of Pliicker coordinates is of dimension

a,) — a(n — a) — 1 indepen-
dent (quadratic) identities satisfied by the P (see e.g. [2]). The dis-
tinet quadratic form in the Pliicker coordinates therefore have dimension

LOLE) ] (@)oo

which exceeds (n g 1) whenever 1 <a <n — 1.

If, for example, we restrict our attention to a-areas for which

Fz(xll %y xa) = Z Ail ey (Pil---ia)z
i1<'"<iw a

1+ a(n — a); or, in other words, there are (n

then no two different forms can be identical. Thus the dimension of
this set is (Z;) while the dimension of each equivalence class is no

greater than (n ;‘ 1).
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In particular, the Cartesian form

(5-7) Fz(xlr ey xn) = Z(Pi1~--ia)2

is preserved only under orthogonal transformations. For, if we assume
the existence of a matrix g,, # §,, which preserves the form (5.7) then,
for a suitable choice of Cartesian coordinates, we have g,, = A;5,, and
(5.7) becomes

(58) FZ(wl, cee, xn) — ZAil cee Aia(Pil""a)z

Now, if (5.8) is Cartesian in one Cartesian coordinate system then
it is Cartesian in all. Thus 4, --- 4, =1 for all 4, < .-- <4, Since
n > a this implies 4, =1 and g,; = §,,.

Since every euclidean area can be brought to Cartesian form we
have also proved the following (which also follows from Theorem 9.1).

(5.9) If two metrics g;; and g}, give rise to identical a-areas,
a < n, then g,; = gi,.

We can now determine the relations which suffice to make a quad-
ratic a-area euclidean:

(5.10) THEOREM. A quadratic a-area is euclidean if it is euclidean
wn every (a + 2)-flat.

Proof. We proceed by induction. Assuming the area is euclidean
is every m-flat, m >a + 2, we wish to prove it euclidean in every
(m + 1)flat. Let the (m + 1)-flat L, ,, have the equations z™** = ... =
2" = 0. Since the area is euclidean in every sub-flat ' =0 (¢ =
1, ..., m + 1), there exists a matrix ¢ (1 <p,g <m +1;p,q + 1) so
that the area function has the form (5.4) in this sub-flat. By (5.9) we
have ¢ = ¢\» if p, q # 1, j since that is the unique metric in the com-
mon sub-flat ' = &/ = 0. Thus there exists a matrix g,, = g% (¢ # p, q)
that defines a euclidean a-area in L,., which coincides with the given
a-area in every coordinate sub-flat.

Without loss of generality we may assume the coordinates in L.,
chosen so that g,, = 8,,. Then on L,,, we have

(5.11) F(x,, «+-,m) = S (Pt + R

where R involves the products of distinct Pliicker coordinates so that
every index 1, --.,m + 1 appears in every product (if m + 1 > 2a then
there are no such terms and the proof is complete).

Consider the sub-flat 2™** = \x™ of L,., and introduce the coordi-
nates y' =« (1 =1,---,m —1),y" =1 + 1\)2™ In terms of these
coordinates (5.11) becomes
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(5.12) Fo(wy, -, @) = 2 (Phia)’ + R

where R’ involves only products in which there appears every index
1,.--,m. Now (5.12) is euclidean by hypothesis and the matrix ¢/,
which represents it in the form (5.4) reduces to the identity matrix in
every coordinate sub-flat. Hence g}, = §,; and R’ = 0. This means R =0
in every sub-flat x™** = Ax™, that is, R = 0 so that (5.11) is euclidean.

The simplest case of an a-area with 1 < a < n — 1, namely quadratic
2-area in A%, already povides examples to show that:

(5.13) For 1 <a < n —1 an extendably convex a-area need not be
totally convex.

For, denote the euclidean area in A* which belongs to g¢,, = 8;;, by
E(x,, x,) and put e¢; = (8, +++,0,). For any ¢ > 0

1 2 3 4 2

Py m) =B + (7 3+ ]33

defines a quadratic 2-area which obviously is extendably convex. The

(!, ©*)-plane P* is normal to every line in the (2%, z*)-plane P*, because
for arbitrary X, ¢, 0 we have

Fe, + \e, + e, e, + pre; + ppte,) > cE%(e,, e,) + (I(l) (1)[ + IP);M p/;z )2

=+ 1= Fe,e,).

Thus P* is normal to P*. However, for small ¢, P is not totally
normal to P*, since then

Fie,+e,+e/2, e+ e —el2)=cE e, +e,+ /2, e, +e;—e/2)<1+e.

According to (3.10) the plane normal to P* at z cannot be unique.
Actually there is a one-parameter family of planes totally normal to P*
at z. To see this we observe that

F*e, + \e; + U €5 + Py + oe,)
=1+ N+ 2+ 0+ "+ (Ao — pp)) + (1 + ro — ppo).

For a given ¢ with 0 < ¢ < 1 this expression attains the minimal
value 4¢/(1+¢) for A\=—0=358cos 8, ;t=p =25 sin § where §=(1—¢)'*(1+¢)~"*
and 0 is arbitrary. Hence

(5.14) If 1<a<n—1 then extendable strict convexity of an a-area
does not imply that the a-flat totally normal to an (n — a)-flat at
a point is unique. More generally, the a-flat totally normal to a b-flat
at g d-flat is not nmecessarily unique when d < min (a,bd) — 1.
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6. Equivalence of normality. Implications. Equivalence of nor-
mality for two convex areas implies for most combinations of the dimen-
sions a, b, d that both areas are quadratic.

(6.1) THEOREM. Let 0<d<a<b<mn a-+b—d<n, but not a+b=n
and d = 0. If a convex a-area « and a convex b-area B have the property
that (total) a-normality and (total) B-normality at d-flats are equivalent,
then both o and B are quadratic.

(6.2) COROLLARY. If for a convex a-area (total) normality at d-flats
18 symmetric then the area is quadratic unless » = 2a and d = 0.

We know from (5.3) that ¢« =1,b =n — 1 is actually exceptional
but no examples are known for a > 1. (See note at end of paper).

The following proof is arranged so that only the existence of normals
and not of transversals is used. Since the total normals exist, the proofs
remain valid when normality is replaced everywhere by total normality.

Since normals and total normals do exist for non-convex areas, it
is possible that (6.1) also holds without the assumption that a and S
be convex. However the present proof uses convexity.

The hypothesis on the dimensions means that either (1) a +b <n +d
or 2)a+b=n-+d and d > 0. We consider the two cases separately.

In case (1) we show first (denoting an i-flat by L,):

(A) Given® L, ,c L,.,c L,,, there exists an L,c L,,, with
L, N L,,, = L,_, such that the a-flats through L, , in L,,, are normal
to L,.

(A’) The same as (A) with b replacing a.°

The proofs are entirely analogous with a slight simplification for
(A) which we shall point out.

To prove (A) take L,_,.q D Ly, with L,_y. o N Lyy, = Lyy,, then take
B normal to L,_,., at D C L,,. If d +1 < a choose the (¢ — 1 — d)-
flat C such that D@® C = L,_,. Since B L,_,_, = A* we can find L,
with L,,cL,cB®C and L, P L,.;=L,.,. (Here we can take L,C B,
but in the proof of (A’) there would exist no L, C A for b > a, whereas
L,c APC exists because C is a¢ (b —1 — d)-flat and hence dim
APC=b—1—d+a>>b.) B is normal, hence by hypothesis transversal
at D to any a-flat A’ in L,_,,, through D. If L, ,.., D A' D L,_, then
A’ is normal to B C at L,-, and hence is normal to L, at L,_,.

We now show that (A) implies that « is quadratic. Let ze L, c L.,
and take L, through a perpendicular to L,., in L,,,. Construct the
surface S = S(L;, L,-,) of (3.5). It follows from the discussion of (3.6)
Case I that for two lines G, H through 2 in L, the a-flat G L,_, is normal
to HP L,-, if and only if H is parallel to a supporting line of S at
one of the two points G N S.

Sg+2<b+2<nsinceb<n+d—-a<mn-1.
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Now it follows from (A): Given L, through 2z in L, there exists in I,
a G 5z such that for z € H C L, the a-flat HP L,_, is normal to G P L, ;.
In terms of S this means that every intersection of S with a plane
through z lies in some circumscribed cylinder of S.

A well known theorem of Blaschke [3] (see also [4, p. 157]) states
that a closed convex surface &’ in A*® is an ellipsoid if every cylinder
touches S’ in a plane curve. Blaschke assumes that S’ is differentiable
but not that S’ has a center. The differentiability hypothesis is very
eagsily removed (see e.g. [9, p. 93]).

Under the hypothesis that S’ has a center z the hypothesxs may be
relaxed in two ways.

B) & is an ellipsoid when every plane section of S’ through z
lies on a circumscribed cylinder.

By S is an ellipsoid when every circumscribed cylinder contains
a plane section of S’ through z.

(B, is proved by a trivial modification of the proof of Blaschke’s
theorem and is also well known from the theory of Banach spaces.

The proof of (B,) requires a less obvious but far from difficult
modification of Blaschke’s proof. (B,) and (A) show that S is an ellipsoid.
It follows that S (L, i, Ly-qs+1) is also an ellipsoid (compare for example
[9, p. 91]).

In the same way we deduce from (A’) and (B,) that the surface
S(L,_;, L;) constructed with the area S8 is an ellipsoid so that B is also
quadratic.

We now turn to the case a +b =n + d,d > 0 and prove:

(C) Given z¢e L, , C Ly C Lyy, there is an a-flat A in L., with
AN L,..= L,_, such that the a-flats A, in L., through L,_, are normal
to A. The same holds with b replacing a.

Take B normal to L,., at an L,., < L,.,. Such a B exists because
¢ —1+b=n+d—1, moreover L, B = A".

For any line G through z in B the a-flat A, = L, G is transversal
to B at D; = L,.,@G. Hence A, is, by hypothesis, normal to B at
D,. If a >d -+ 1 choose an (@ — d — 1)-flat C through z in L,_, such
that L,..®C=L,.,CL,-,. Then A, is normal to BC at L;_,=D,PC.
letze L,cB,L,nNL;.,=2L®L,,=0L,, This L, exists because
L,,NB=L;,and L,.,®B=A" Then A=L,PL,,c BOC and
for ze G c L, the a-flat A, is normal to 4 at L§_,

We now construct a surface 7T as in Case II of (3.6). On the line
perpendicular to a given a-flat A’ through z in L,,, we take y, with
e(z, yu) = f(A"). The points y, traverse T.

Also, for a given L, , with ze L,.,C L,., we take the L,
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perpendicular to L,-, through 2z (L, = L,,, if a =2). If A’> L,_, then
the perpendicular to A’ at z lies in L,. The perpendiculars to the
A’ © L,_, therefore intersect 7T in a surface T, and it suffices to prove
that T, or its polar reciprocal T} in L, is an ellipsoid.

According to the discussion of Case II the a-flat spanned by xze€ T
and L,., is transversal to the a-flat A’ D L,., if and only if A’ is
spanned by L,_, and a plane L, through z parallel to a supporting plane
of T} at ®. Then A’ is normal also to every a-flat in L,., through L,_,
and x.

Statement (C) means in terms of 7%, that given a line H through
2 (H® L,-, is the L, ; in the hypothesis of (C)) the cylinder parallel
to H circumscribed to 7T} touches T; in a set containing a section of
T; by a plane L, through z (H® L,-, is the L, in the assertion of (C)).
It now follows from (B,) that T} is an ellipsoid.

The proof that B8 is quadratic for a + b=n +d,d >0 is again
entirely analogous.

The Corollary (6.2) can be improved in special cases as follows:

(6.3) THEOREM. If a <m/2 and d =0 or a > n/2 and d =2a —n
and for a (totally) convex a-area « (total) normality at d-flats s
symmetric, then o is euclidean.

The area function is differentiable because, according to (6.2), it is
quadratic (in other respects the present proof is independent of (6.2)).

Let a < n/2, A 52z and let B, be the (n — a)-flat transversal to A
at z. Then each a-flat A’ 22 in B, is transversal to A. Hence by
hypothesis A’ is normal to A so that B,, D A. Thus A’ © B, implies
B, D A. The mapping A — B, can therefore be extended to a correla-
tion @ on itself of the bundle consisting of all <-flats (1 <7 <n—1)
through z (see [2, pp. 51-53]). Moreover @ is a polarity because Ag® =
A, and if L, 2 z then L,p does not contain L,. Thus ¢ coincides with
the mapping which belongs to a suitable ellipsoid E with center z which
associates L,  z with its diametral hyperplane L,p. This nearly obvious
fact may be seen as follows.

We extend A” to a projective space P* and the correlation ¢ to
a correlation of P" by first associating z = (0, ---, 0,1) with the hyper-
plane at infinity H= (0, ---,0,1). With the intersection L, N H =
(2, -+, 2,, 0) we associate the hyperplane L, = (¢, -+, &,,0). If Tis
the (symmetric) matrix of (x;, <+, ,, 0) = (&, - -, &, 0) then ((? _01> is
the matrix of a polarity in P” which defines the ellipsoid E with the
above property.

This ellipsoid taken as unit sphere defines a euclidean metric in A"
and also a euclidean a-area. By construction normality of a-flats at 2z
for this area coincides with a-normality of a-flats at 2. According to
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(5.1) this shows that the two areas differ only by a constant factor so
that « is also euclidean.

The case ¢ > n/2,d = 2a — n is very similar. If A3z we take the
(n — a)-flat B, transversal to A at z. This time if A’ D B, then A’ is
transversal to A at A’ N A where dimA’ N A = 2a — n. By hypothesis
A’ is normal to A so that B, c A. Since A’ D B, implies B, C A,
the mapping 4 — B, can again be extended to a correlation of the
bundle of all 7-flats (1 <7 < n — 1) through z on itself. From here on
the proof proceeds exactly as in the first case.

7. Minkowski area. We now apply our results to the special cases
from which the general theory originated.

Consider a symmetric Minkowski metric (or a 1-dimension convex
area) F(x) in A". We denote its unit ball F(z) <1 by U and let U(4)
denote the intersection of U with the a-flat A through z. For any
a-flat A parallel to A the intersection (F(xz — z)< 1) N 4, Z € A originates
from U(A) by translation and is a unit ball in A for the metric induced
by F(x) in A. Following [7] we define an a-dimensional area 1 < a <
n in A" by stipulating that the measure of U(A) have the euclidean
volume

me =%+ 1),

(in particular =, = 2, 7, = «) so that for a definite euclidean metric e we
have

FolA) = flA) = /I UA)]5 .

The functions corresponding to our previous a(M) and F(z, +--, z,)
will be denoted by | M|, and F(x, ---, x,) so that

M. = f4) | M5,
Fa(mly t xa) :fa(A)l[z’ Ly ooy wa]lé

and Fy(x) = F'(x). Since we admitted ¢ = n we also have an n-dimen-
sional measure

IMln = fulM|; = ME/|UIS .

For a < n let L,-, 2z be an (¢ — 1)-flat and L, the plane perpendi-
cular to L,_, at z. On a variable ray R with origin z in L, take the
point y, with

e(z, ¥z) = fa(Ag) = |U(AR)|ima* Ap=L,.,DR.
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That is the curve S(L,-;, L,) for f, as constructed in (3.5). It is a funda-
mental and non-trivial fact (see [7, p. 164]) that S(L,., L,) for f., is
always convex and is strictly convex or differentiable when the unit
sphere F'(x) = 1 of the space is strictly convex or differentiable respec-
tively. Thus we have the following.

(7.1) TBEOREM. The Minkowski areas M|, A <a<n—1) are
all convex. They are strictly convex or differentiable if the unit sphere
F(x) =1 is strictly convex or differentiable.

The question whether Minkowski areas are totally convex for
1 <a<mn—11is equivalent to a difficult problem on convex bodies.
Even extendable convexity is not known (see Problem 10 in [10]).

We mention the following further property of Minkowski area which
is important for differential geometric investigations and was proved by
Barthel [1].

(7.2) If F(x)1is of class C™ for x + 0 then F(x,, ---, x,) is of class
C” for wy A\ +++ Na,#0.

We also note:

(7.83) If the a-area, 1<a<n—1, of a Minkowski space is quadratic
then the space is euclidean.

For, if a >1 then we conclude from (6.3) that the area in any
(@ 4+ 1)-dimensional subspace is euclidean. It is easily seen and contained
in Theorem (9.1) that therefore the metric in this subspace is euclidean.
It is well known (see e.g. [9, (16.12) p. 91]) that then the metric of the
whole space is euclidean. Therefore (6.1) and (6.2) yield the following.

(7.4) THEOREM. Let 0 <d <a <b<mn but not a +b=n and d =
0. If a, B are Minkowski a-and b-areas respectively (not mecessarily
relative to the same Minkowski metric) and a-normality and B-nor-
mality at d-flats are equivalent them both Minkowski metrics are
euclidean.

If normality of a-flats at d-flats in o Minkowski space is sym-
metric then the space is euclidean unless a = n/2,d = 0.

We note in particular that for all » > 2 symmetry of normality of
a-flats at (¢ — 1)-flats suffices to make the Minkowski space euclidean.
From (5.2) we know that the case ¢ =1,b =n — 1,d = 0 is exceptional
for two distinet Minkowski metrics. Whether this case is exceptional
when « and B belong to the same Minkowski space amounts (unless
a = b = 1) to an interesting open problem on convex bodies (see [10,
Problem 57).
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Finally we see from Theorem (7.4) and the example at the end of
§ 6 that convex area functions—even quadratic area functions—are in
general not Minkowskian. The problem of characterization of Minkowski
areas among the convex area functions remains open, (see §9).

The fact that area functions are now defined for all a leads to new
concepts, in particular to a sine funetion. If A N B = D 5z, where
0 <d <min(e,b) —1 and AP B =Q, take a non-degenerate g¢-box,
[z’yn ety Yoy Lavyy ""xa]v such that Yip *+,Ya € D;yd+11 "')ybeB - D
and %40y, +-+,2,€ A — D. Now put

F, (ylr M) yd)Fq(yu s Yy Lawry * 00, xa)
(7.5) sm (A, B) = =2 ,
( ) Fa(yu e Y Lgers 70, xa)Fb(yli Tty yb)

where F, = 1. The number sm(A, B) is called the Minkowski sine of
the flats A, B because it depends only on the latter and not on the choice
of the ¢-box. For example, if d > 0 then replacing y,, «--, ¥, by other
independent %,, -+, ¥, € D amounts to multiplying all four terms Fj,,
F,F,F, in (7.5) by

“jz’ Z/n ] gd]lg/l[z’ Yiy o0y Z/a]lé .

If D does not contain z, but z € D then the vectors y,,z, in (7.5)
must be replaced by vy, — z, 2, — 2.

The sine function is not the function of a number, ¢ the angle be-
tween 4 and B’’. Even in the euclidean case this angle is defined only
for d = min(a, b)-1. Hence the restriction to this case in [7] and [1].
The sine function for the euclidean metric will be denoted by se. Then
obviously, with f(L,) = 1, we have

(7.6) sm (A, B) = se(4, B) fdD)f(0)fs(A)f;(B) .
For any M, k=d+1,---,b; j=d+1,--+,a put

b
y(N) = 30 My, .
J=ad+1

Then the boxes of the form [Z, Yis o+ s Yar Las1 + yd+1(>\'); e, X, + ya()‘)]
have [z, ¥, **«, Yo Zas, * > T,] @s projection in @ parallel to B on A.
Since

Fa(yu o Yoy Xan + ydﬂ()“), ey, Xy + ya()v))

does not depend on the A% the a-flat A is totally normal to B at D
in @ if and only if

sm(A4, B) >sm(A*, B) for A*N B=D,A*CQ.
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We denote this maximal value of sm(A4*, B) for given B, D,Q by
a(B, D, Q). If q=mn then Q = A" is unique and we write simply «(B, D).

7.7 If
sm (A, B) = mfx a(A, D, Q),

then
sm (4,, B,) = max a(B, D, Q),
B

and conversely, hence A, 1s totally normal to B, and B, is totally normal
to A,.

Proof. If A is normal to B then

(7.8) (B, D, Q) = sm (4, B) < a(4, D, Q)
hence
(7.9) max a(B, D, Q) < maxa(4, D, Q)

Similarly, if B’ is totally normal to A’ then

(7.10) a(A',D,Q)=sm(4’, B') < a(B', D, Q) .
Whenee together with (7.9) we have
(7.11) max a(B, D, Q) = maxa(4, D, Q).
B A
If

sm(4,, B)) = mjtx a(4, D, Q) = a(A, D, Q)
then B, is totally normal to 4,. Hence (7.11) and (7.10) imply
sm(4,, B,) = a(B,, D, Q) = max (B, D, Q)

so that A, is totally normal to B,.

(7.12) If for given A (B) in Q through D there exists a b-flat
(a-Alat) totally transversal to B (A) at D in Q (which is always the case
for min(a,d)=d + 1) and

sm (4,, B,) = mina(B, D, Q)
A

then
sm (4;, B,) = mina(B, D, Q)
B
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and A, B, are normal to each other.

For, if A is totally transversal to a given B, then
a(A,, D, Q) =sm (4, By < a(B, D, Q) .
Hence

mina(B, D, Q) < mina(B, D, Q) .
A4 B

The proof is analogous to that of (7.7).
As a consequence of (7.11) and (7.12) we have the following.

(7.13) COROLLARY. If the function a(A, D, Q) is constant for fixed
D, Q then a(B, D, Q) is constant and conversely. Moreover the constants
have the same value. If a(A, D, Q) or a(B, D, Q) is constant then total
normality of A to B and total mormality of B to A are equivalent.

The equivalence of total normality follows from the fact that for
any A totally normal to B we have

sm (A, B) = maxa(A, D, Q) .

The equivalence of normality implies that B (4) totally transversal
to A (B) at D in Q exist. Therefore both (7.11) and (7.12) apply.

Whether the converse of the second statement in (7.13) always holds
is not known. However the proof of (3.6) yields the following special
case.

(7.14) If d = min(a,d) — 1 and normality of A to B at D in Q is
equivalent to normality of B to A, then a(A, D, Q) and a(B, D, Q) are
constant.

Proof. If ze D we take as in Case I of (3.6) the (¢ — d)-flat L,_,
perpendicular to D at z and construct, if ¢ <b say, the surface S by
taking on each ray R in L,_, with origin z the point y, with e(z, yz) =
Sa(Ag) where A, = D P R.

For the b-area we construct T as in Case II by taking on the per-
pendicular in @ to a b-flat B through D in @ the two points ¥% with
e(z, ¥z) = f5 (B), and denote by 7" the polar reciprocal of T'in L,., with
respect to the metric e(x, y).

If wy is the point R N 1" then the supporting (¢ — d — 1)-flat of 1"
at w, spans together with the d-flat parallel to D through w; a b-flat
B normal to A;. The reciprocity of T and 7" implies that B has dis-
tance f,(B) from z. Hence by (7.6) we have’

7 Because d = min (a, b) — 1 the function se is the ordinary sine of the angle between
Apr and B in the metric e(z, y).
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a(Ag, D, Q) = sm (Az, B) = se (A, B)fo(D)fQ) S (AR)S(B) .
But

fb(B) = s€ (AR’ B)e(zr wR)’ fa(AR) = e_l(z, yR) ’
so that we have the following nice interpretation for a(Ag, D, Q):

a(Ag, D, Q) = fi (D) (Qe(2, Yz)/e(z, wy)

If normality of 4 to B at D in @ is equivalent to that of B to 4
then S and 7" are homothetic. Hence e(z, yz)/e(z, w;) is constant, which
proves (7.14).

8. The range of the sine functions. Problems regarding the ranges
of a(B, D, Q) are important for Minkowskian geometry and are geometri-
cally very attractive, but unfortunately often quite difficult—only in the
simplest case n =2 hence a=b=1,d =0 do we have complete
answers owing to Petty [12] who found the following.

For any line L, in A* through z we put o(L, z, A*) = a(L) and
denote by C, the unit circle F(x) = 1. Then

mina(L,) = /4, maxa(L,) = w/2,
Ll,F LI’F
and a(L,) = /4 or a(L,) = wt/2 imply that C, is a parallelogram and
L, a suitable line (different in the two cases).
Also

max mina(L,) = 7/3 ,
F Ll

where the maximum is attained only when C, is a hexagon which is
regular for a suitable e(x, y).

Finally

min maxa(L,) =1,
F L1
where the minimum s attained only when Cy is an ellipse, that is
when the metric is euclidean.

By (7.13) and (7.14) we have «a(L,) = k,, that is a(L,) is indepen-
dent of L,, if and only if normality of lines in the plane is symmetric.
This means that C, is one of the curves discovered by Radon [13] which
we encountered already several times implicitly and which we shall call
Radon curves. Their construction is also found in Petty [12] and in
[9, p. 104]. Since the regular hexagon is a Radon curve we find 1 <
k. < m/3 with k; = 1 only for the euclidean metric and k, = 7/3 only
when C, is a regular hexagon.
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Under the hypothesis of (7.14), if a = b and hence d = a — 1 then
S and 7" are Radon curves and we can derive the range of a(L,, L,_1, L,.1)
(when constant) from Petty’s results. Otherwise the ranges for a(4, D, Q)
with D, @ fixed are not known. For variable D, @ we deduce from (7.13)
and (7.14) the following.

(8.1) THEOREM. If 0<d<a<b<nbutnot a+b=nand d=0
then &(L,, Ly, Ligsy-g) s independent of Lo, Ly, Ly.y-q only in the eucli-
dean geometry (where all a-functions are equal to 1).

Beyond this result only very few facts on the ranges of the sine
functions are known for n > 2, which we shall now discuss.

(8.2) min a(L,, L,) = min a&(Ly,, L) = ,/27,-,
Fily Filp_y
1(8.3) max oL, L,) = max a(L,.,, L,) = nx,/27,, .
F.Ly F,L, .

In the first of these relations equality is obtained only when the
unit sphere S, that is F(x) =1, is a cylinder and in the second only
when S is a double cone.

The proof is very simple. The equality of the first two members
in (8.2) or (8.3) follows from (7.12) and (7.7). Let H be a hyperplane
through 2 and L, normal to H at z. If p,p’ are the points L,N.S and
U, = U N H then the hyperplanes parallel to H through p and p' are
supporting planes of U. Moreover U, has maximal (rn — 1)-dimensional
volume among all sections U by hyperplanes parallel to H. Therefore

T, =|Ul, < F(p — 9)|Uxlp-rsm(Ly, H) = 27,,0(H, 2)
with equality only for cylinders.

On the other hand U contains the double cone formed by the cones
with apexes p, ' and bases U, so that

T, = 12, a(H, z)

with equality only for double cones.

These relations successively provide bounds for all a(L,, L), but
these bounds are not sharp. We exemplify the procedure with a(L,_,, L,).
If L,_, is normal to L, at z then we consider in L, lines L{ and L,
through z such that L! is normal to L,. Since L,_, is normal to L, and
L) we have, with L,_, = L,_,® L,

sm (Ly_,, Ly)sm(L, L)) = sm(Ly-y L) sm (L, Ly-,)
or
S (Ly—y, L) = a(Ly, 2, Ly ) s (L, Ly-)a (L, 2, Ly)

< n—17m,n 7w 4 _ nn—1 =,
-2 Mpeg 2 Tpoy T T Mg
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It is easily seen that with a proper choice of L,, L} in L, the line
L} is normal to L,_,. Hence

sm(Ln_z,Lz)}__l_M_i_ﬂL_gz_l_ T

so that
1 =,

< ALpyy L) < 20 =D T
2 Ty, T Tpms

The only exact bound other than (8.2) and (8.8) which has been
determined is the following.

(8.4) ;nLax O(Liy-yy Lipy) = 270,30, [T,
-1

This equality holds only for a cylindrical unit sphere with (n — 2)-
dimensional generators and a parallelogram as 2-dimensional crosssection
whose exact definition will emerge from the proof.

If an L,_, is given we choose coordinates so that its equations are
Zp-1=%,=0 and put x,_, = pcosp, x, = psing so that x,, -+, L,—s, 0, P
are our coordinates. Set U(L,-,) = V. For given x,p with x € V let
(%, r(x, @), ) lie on the unit sphere S. Then, with eXx, y) = >\ (x* — y')’,

1= 17| r@ pazdp = WV%_ (], @ pya)ap

with equality only when 7(x, ®) is independent of x.

Now | 7(x, ¢,)dx is the euclidean volume A(g,) of the intersection

of U with Vthe half-hyperplane ¢ = ¢,. Hence if P, is the hyperplane
containing ¢ = ¢, we have

sm(P,, P,) = S01# = 2| 24(2)24(P) | TusTy

v VIl Ul ey
< 4 sin I(Pl _ @2]A(¢1)A(¢’2) . T—3Th
(1/2)&1 A p)dp fin-

Considering the convex curve p = A(p) in &, =+-+ =2,,=0 we
see that the first factor on the right attains its maximum 2 when the
curve is a parallelogram and @,, @, fall in the diagonals. There will be
equality in (8.4) if and only if in addition »(x, ) is independent of z.
For n = 3 we have equality only for a parallelepiped.

The most important questions regarding the ranges of the sine func-
tions concern

min max a(L,, L,;) = min max &(Ly,-g+q, La) »
F L

[ F Ln—a,+d
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in particular whether, or for which a,d this number equals 1; and
whether the value 1 characterizes euclidean geometry. The case a =
1,d = 0 is Problem 6 in [10].

9. Relations between the functions f,. The Minkowski areas are
derived from—and hence determined by—the Minkowski length. The
question arises whether in a Minkowski geometry any of the areas
(1 < a < n) determine the remaining ones.

(9.1) THEOREM. An a-dimensional area function F(x,, ««+,%,),1 <
a <n—1,1is an a-dimensional Minkowski area for at most one Min-
kowski geometry. In other words, if Fu(x, «+-,2,) is known then F(x)
and hence the remaining Fy(x, ++,%,) are determined.

This follows from a theorem of P. Funk [11]:

Let S, be the sphere e(z,x) =1 in B and let S(A) be its intersection
with A 2. Let g,(x),%1 =1,2 be an even continuous function on S, and
denote by S(A, g;) the integral of g.,(x) over S(A) with respect to (a — 1)-
dimensional area. If S(A,g,) = S(4, g,) for each A with ze AC B then
g:(x) = g(x).

Induction reduces this statement to ¢ = b — 1.

A proof for b =3 is found in [5, p. 138]. A proof for general b is
obtained by using expansion in terms of spherical harmonics. If x € S,
then xF-'(x) lies on F(x) = 1. Hence |U(A4)|, = S(4, a*F-%x)) so that
by Funk’s theorem this relation determines F/(x).

An explicit expression of F'(x) in terms of f,(A) can be found in
[4, pp. 154, 155], and this yields, in principle, the value f,(B) for given
B. Actually the expression thus obtained is much too involved to deduce
pertinent information from it. There is however an inequality of a very
simple form, although its proof is involved, which relates f, and f, and
which we are now going to derive from the results of [8].

If n>b>a>1,B>z then

9.2) DO, a)fi B = | | foA)ia
BDADz
with equality only for the ellipsoid. In this formula d4 is the kinematic
density for a-flats in B, the quantity D(b, a) is the measure of all a-flats
through z in B and hence is a constant which depends only on @ and b.
Since in (9.2) B acts as the whole space we may take b = n. The
inequality is a special case of a relation between the functions

fi,a(A):‘ﬂa/]Ul(A)]g!fi,n=7Tn/lUilfL ’I::l,"-,a,

belonging to different Minkowski metries with unit spheres U, ---, ,U
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with common center z:
9.3) Do, )Ml s = | Tl sarea)ia,

with equality only when the U, are homothetic ellipsoids, i.e. when the
corresponding Minkowski metrics are proportional euclidean metrics.
The inequality (9.3) is in turn a consequence of a still more general
inequality.
Let M, ---, M, be convex bodies in the mn-dimensional euclidean
space E*,n >3,2<a <mn—1 then

(9.4) | Mily e e+ | Mulw = i ;"D7(m, a)
x| 10 Al - M, 0 Alzdd
A3z

with equality for |M;|, > 0 only when the M, are homothetic ellipsoids
with center z. The measure |M |, is of course, the i-dimensional Lebesgue
measure in E™.

We deduce (9.4) from the following relation for any closed bounded
sets M,, ---, M,.

(9-5) IMIln e ‘Ma‘n = Cl(nr a)
« S S S Tr-4(P,, -+, P, 2)AVE, -+ dVE dA
43z JM N4 M, N4 a

where T(P, +-+, P,,2) is the a-dimensional measure of the (possibly
degenerate) simplex with vertices P, ---, P,z and dV%, is the area
element of A at P, e M; N A. The symbol C'(n,a) denotes a constant
which depends only on % and a.

Fora=n—1 and @ =n — 2 (9.5) is proved in [8, (2), (17)], hence
we prove (9.5) by induction for decreasing a. Assume (9.5) to hold for
some a +1<n—1. As M,,, we take the euclidean unit ball U with
center z. Then if B denotes an (a + 1)-flat we have

[ M)y« | M), = 7' C'(n, 0 + 1)
X S S "'S Tn_a—l(Pv"‘yPa+1yz)dV1§1+l"°dV1§+1 dB .
Baz JMinB My, ,0B a+1
Now M,., N B is an (¢ + 1) — dimensional unit ball U, and if ¢ is

the angle between the a-flats spanned by P, ---, P, and the line through
2z and P,,,, then

T(Pl, ct Y Pa+19 Z) = (a + 1)*le(z1 Pa+1)]Sin(plT(Pu * Y Pa! Z) .

Since



AREA AND NORMALITY 71

S"en-w—l (2, Pov)lsin1g|d VEs!
U

depends only on n and a we obtain, after carrying out the integration
ever U,

lMlln e ‘Maln = 02(’”’! G/)

a+1

XSS S Tr=(Py, <+, Py 2)d Vg +-- dVE'1 dB .
B3z JM{NB M NB

For a variable a-flat A through z in B we have (see [8, (12)])
dveste.dVet =al T(Py, --+, P, 2)AVE - dV;’aClA .

Integration first over all A through z in B, and then over all B
through z can, according to the properties of kinematic measure, be in-
terpreted as an integration over all A through z (except for a factor
which depends only on a), and this proves (9.5).

Steiner’s symmetrization leads from (9.5) to (9.4). Consider a fixed
a-flat A through 2z and let M,, ---, M, be convex bodies. Itis shown in
[8, pp. 8-10] that under simultaneous symmetrization of the sets M, N A
in any (@ — 1)-flat C through z in A the integral

[l mo(@, e Py 2VE, e Vs
Min4 N4 a

decreases unless the centers of all chords of all M;N A perpendicular to
C are coplanar with z. Hence the M, N A are homothetic ellipsoids
with center z if the last integral is to be minimized. The minimum is
actually attained for such ellipsoids [8, pp. 10, 11] and the integral has
then the value

C(n, a)| M, 0 ALY -+ [ M, N Alg®.

This proves (9.4).
We note two consequences of these results.

(9.6) The ellipsoids with center z maximize S |M N A|?dA among
A€z

all convex bodies with a given volume.
Application of (9.4) to the case M, = .-+ = M, = U yields

6.7 M1, = mm D, ) | 1M 0 Al

with equality only for the sphere. Hence the sphere gives the maximum
of min [M N Al M |3 ™ for given volume {M| > 0,
4
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CHARACTERIZATIONS OF TREE-LIKE CONTINUA

J. H. CASE AND R. E. CHAMBERLIN

1. Introduction. It has been conjectured by J. R. Isbell that every
one dimensional continuum with trivial Cech homology (arbitrary coeffici-
ent group) is tree-like. In this note we give an example showing the
conjecture is false. Moreover, the example has the Cech homology
groups, the Cech cohomology groups, and the Cech fundamental group
(see [3]) of a point. Also, the example cannot be mapped essentially
onto a circle, but can be mapped essentially onto a ‘‘figure 8°. We
precede the example with two characterizations of tree-like continua.

2. Preliminaries. Throughout this note by a continuum we will
mean a compact connected metric space and unless otherwise specified
by a complex we will mean a finite complex. Also, by a linear graph
we will mean a one dimensional connected complex.

For this section let X be any one dimensional continuum, K be any
linear graph, and %’ (X) be the collection of all essential finite open
covers of order twoof X. For U ¢ % e &(X) let _1+°(Z/) denote the
nerve (see page 68 of [5]) of 2 and o(U) denote that vertex in _1(%)
corresponding to U. Note that for any 2 ¢ &(X), +(%) is a linear
graph. Where 7 € &(X) and % € X let 4(Z/, x) be the simplex in
A4 (Z7) which has as vertices the collection of all ¢(U) such that
x e Uez. Where v ¢ #(X), a continuous function f from X to
N (%) is said to be a 2 -canonical mapping provided that f(x) € 4( %, x)
for all x € X. Where f is a continuous function from X to K, let <~ (f)
be the collection of all non-empty inverse images under f of open stars
of vertices in K. Note that <2(f) e &(X). Where f is a continuous
‘function from X to K let f’ be that simplicial mapping from _s(.<7(f))
‘to K which satisfies the condition.

f'(o(f~* [open star of 2])) = v

for all vertices v in K such that
f [open star of v]

is non-empty. Where " and %/ are two elements of #*(X) such that
7" refines 7/, a simplicial mapping p from _17°(¥") to _1" (%) is said
to be a projection if

p(a(V)) = o(U)

Received March 16, 1959,
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implies that V. Ufor all Ve " and U € 7. If < refines 7/ then
there is always a projection from _s(77) to .+ (%) (see page 135 of
[5]).

P1. For any continuous function f from X to K there exists an-
other, say g, which is homotopic to f and is such that ¢g[X] is a sub-
complex of K.

This is proved by deforming the map f so as to uncover the interior
of any simplex whose interior is not completely covered by f and keep-
ing f fixed on the rest of the complex.

P2. For any 7 € #°(X) there exists a Z/-canonical mapping g from
X to _4"(%) such that g[X] is a subcomplex of _+(%).

The existence of a Z/-canonical mapping f from X to 17 (%) is
established on page 286 of [2]. We use the method described for prov-
ing P1 to deform f to a mapping ¢ such that g[X] is a subcomplex of
47(%7). Under this natural deformation, ¢ is % -canonical.

P3. If 2 ¢ &(X) and ¢ is a % -canonical mapping from X to
A7(#) then &(c) refines 7.
The proof is immediate from the fact that

¢~ '[open star of o(U)|c U
for any U e %.

P4. If f is a continuous function from X onto K then f’ is a sim-
plicial isomorphism from ./ (<(f)) onto K.
This is a special case of proposition D on page 69 of [5].

P5. If f is a continuous function from X onto K, 7 ¢ &#(X), %
refines <“(f), p is a projection from 17 (Z/) to 1 (Z(f)), and ¢ is a
canonical mapping from X to _47(%) then f’ pc is homotopic to f.

For any = € X, let S(x) be the smallest simplex in K which con-
tains f(x). It follows immediately from the definitions that f’ pe(x)
and f(x) are both in S(x) for any z € X. Therefore f’ pc is homotopic

to f.

3. Two characterizations of tree-like continua. A one dimensional
continuum X is said to be tree-like provided that every open cover of
X can be refined by a finite open cover having nerve a tree, that is,
having nerve a simply connected linear graph. A continuous mapping
f from X to K is said to be inessential if it is homotopic to a constant
map — otherwise it is said to be essential.

We shall prove the following two theorems simultaneously :

THEOREM 1. A given one dimensional continuum X 1is tree-like if
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and only if every continuous mapping of X into any linear graph 1s
inessential.

THEOREM 2. A given one dimensional continum X is tree-like if
and only if for every 2Zr € & (X) there exists an element &~ of = (X)
which refines 77 and s such that any projection from _1°(77) to
N"(%) 1s inessential.

Proof.

Part A. Suppose that X is tree-like and ¢ is any element of
z(X). Since X is tree-like we may take " e &*(X) such that ¥~
refines 2 and _#(%#") is a tree. Since _47(%¥") is a tree this nerve is
contractible and any mapping (in particular any projection) from _7(%")
to _17(%) is inessential.

Part B. Suppose that for any % € &' (X) there exists 7" ¢ #(X)
such that &~ refines & and any projection from _s (") to 1 (%) is
inessential. Let f be any continuous mapping of X into any linear
graph K. In view of P1 we may assume that f is onto. Now we
have that <~(f) e #(X). Take % e¢ Zz(X) such that 7 refines .<7(f)
and any projection from _47 (%) to _+"(&(f)) is inessential. Let p be
such a projection and let ¢ be a canonical mapping from X to _7(%).

By P5, the composite mapping f’ pc is homotopic to f. Since p
is inessential so are f’ pc and f.

Part C. Suppose that every continuous mapping of X into any
linear graph is inessential. Let < be any open cover of X. Since X
is a one dimensional continuum we may take ¥ ¢ z"(X) such that &
refines 7.

Let ¢ be a canonical mapping of X into _47(%) such that ¢[X] is
a subcomplex of _7(%). Let K be the universal covering space of
A4 (Z) with projection 7. The space K is a complex (in general infinite)
and = is simplicial. Since by our hypothesis ¢ is inessential there exists
a continuous mapping ¢* from X to K such that nc* = ¢. Let T = ¢*[X].
Then T is a tree. By P4 the nerve _s(<°(c*)) is isomorphic to T and
hence is a tree. Also <2(c*) refines <“(¢) which refines </ which re-
fines 7 and therefore .<7(c*) refines <.

4. A group theoretic Lemma. The group theoretic situation discus-
sed in this section is fundamental to the construction of the example
in the following section.

Let G be a free non-Abelian group on two generators @ and b. Let
h be that endomorphism of G characterized by

ha) = aba~*b7?
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and
h(b) = a**a~b"? .
Let @ be the set of all ordered pairs (o, ») such that n is a integer

and « is either a or b. For any (a,n) € Q let e(a, n) = a”. Let S be
the collection of all finite sequences {(«;, n;)} /-, in @ such that

n, # 0 fori=1,+--, 7
and
a; + Gy fori=1,.cc,7r—1

For each element g of G other than the identity there exists a unique
{(a;, m)};-, in S such that

”
= 1];11 e(a;, m;) .

In this case fI e(a;, m,;) is called the preferred representation of g and
i=1

r is called the length of g¢.

LEMMA. If g is an element of positive lemgth r in G then the
length of h(g) is greater than or equal to 3r.

In order to prove the Lemma we will prove by induction the follow-
ing somewhat stronger proposition:

(*) If g is any element of G with preferred representation H e(a;, n,)
and h(g) has preferred representation H e(B,;, m,;) then
(i) s =3r,

(ii) @,.=a and n, >0 imply B, =0 and m, = —1,
(ili) a,=a and n, <0 imply By, =a and m, = — 1,
(iv) a,=b and », >0 imply B, =b and m,= — 2,
and

(v) a,=band n,. <0 imply B, =a and m, = — 2.

Observing that
Ma=) = bab~ta™t
and h(b?) = bath-'a-?
proposition (*) is obviously true for » = 1.
Suppose that proposition (*) is true for the positive integer ». Let

9 be any element of G with length » + 1.
Say

g = [T e(e, n) e(a, m)

and this is the preferred representation of g. Let f= f[ e(a;, n;). This
i=1
is the preferred representation of f. Let
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W(f) = 1L (8, m)

be the preferred representation of A(f).
h(g) = kLS - ela, )] = h(f) + M, m)

= iII o(B:, my) h(e, m) .

Note that

71

In order to conclude (i) — (v) of (*) we break the situation down into

the following cases:

Case 1 o, =a,n, >0, a=0>0,
Case 1II. a, =a,n, >0, a=0>b,
Case III. a,=a,n, <0, a=0b,
Case 1V. a, =a,n <0, a=0>0,
Case V. a, = b,n. >0, a=aq,
Case VI. a,=b,n 0, a=a,
Case VII. a,=b,7,<0, a =a,

Case VIII. a,=b,n,.<0, a =a,

For convenience let & be the absolute value of .

Case 1. Define {v,, q,}/* by

and n > 0.
and n <O0.
and n > 0.
and n < 0.
and n > 0.
and n < 0.
and n > 0.
and n <O0.

Vi1 = Oy Qog = 2
YVsi+z = b, Quvz = 2

Vigrs = Ay Quyay = — 2

Vars = b, Quyeg = —

for ©=0,1,2, .-, k— 1. Then

g e(By, m;) in e(75, q5)

is the preferred representation of h(g) and h(g) has length s + 4k =

3r+4k=3r+3=3(r+1).
Also

Ya =0 and ¢, = — 2.

Case 1I. Define {v,, q;},% by

YVi+1 = b, qys1 =2
Yigrzs = @y Qujug = 2
Virs = 0, Quuug = — 2

Vai+s = Ay Quuag =

-2
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for t=0,1,2, .-,k —1 and 40 + 1 # 1.
Then
s—1 4%
iIJl e(B;, m;) e(b, 1) Ez e(7s, 95)

is the prefered representation of h(g) and h(g) has lengh

s+4k—1=3r+4k—-1=23r+3=23(r+1).
Also
Yy =@ and g, = — 2.

These two cases are representative of all of them. In every case the
length of h(g) is either s 4+ 4k or s + 4k — 1 and hence is greater than
or equal to 3(r + 1). Cancellation can occur in at most one place and
that is where the terminal factor of A(f) lies next to the initial factor
of h(a, n). Conditions (ii) — (v) of (x) follow immediately.

5. An example. Let C be the collection of all complex numbers
having modulus 1. Let
B=[Cx {1}] U [{1}] x C]

and let b, = (1, 1). In geometrical terms B is the union of two tan-
gent circles and b, is the point of tangency. Define the function f from
B to itself by the following formulas:

(u', 1) for 0 < arg (u) < w/2
1L,u) for /2 <arg(u) ==

Sflu, 1) =4"" |
(v, 1) for # < arg (u) =< 37/2
1, u*) for 3x/2 < arg (u) < 27
and
(%, 1) for 0 < arg (v) < 7/2
£, v) = 1,?") forml2<arg(v) <~

(078, 1) for 7 < arg (v) < 3n/2
1,v7® for 37/2 < arg (v) < 2r

for all u,v € C where u~! and v~! are the complex conjugates of % and
v respectively. Note that f is continuous, onto, and takes b, into b,.

We will represent the fundamental group n(B, b)) of B with base
point b, as the homotopy classes of continuous mappings ¢ from C to
B such that o(1) = b,. Let a be that element of n(B,b,) represented
by the continuous mapping a from C to B defined by

a(u) = (u, 1)
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for all w € C. Let b be that element of n(B,b,) represented by the
continuous mapping 8 from C to B defined by

Bu) = (1, u)

for all w e C. It is well known that n(B,b,) is a free non-Abelian
group on the two generators a and b. It follows immediately from the
definition of the group operation on w(B, b,) that the natural induced
endomorphism f* of n(B, b,) satisfies the conditions

f*(a) = aba="b"*
and F5b) = aba~bt .

Therefore the group 7n(B, b,) and the endomorphism f* of this group
satisfy the hypothesis of the group theoretic lemma in the preceding
section. It also follows that the induced endomorphisms f, and f* on
the one dimensional homology group H,(B) and on the one dimensional
cohomology group HY(B) respectively are the zero endomorphisms — no
matter what coefficient group is used.

We define the space M to be the limit of the inverse system

Bl B I B ...

M may be described in a more elementary but more tedious way as
the intersection of certain nest of closed tubular neighborhoods of
“figure 8’s’’ in three dimensional Euclidean space.

Ql. M is a continuum

This follows immediately from results in Chapter VIII of [2].

In establishing some of the other properties it will be convenient
to give a more explicit definition of M. The set M is the collection of
‘all sequences

= {&}7,

of points in B such that

S(@i41) = @

for all i. For each 7 we define the projection z, from M to B by the
formula

my(x) = @

for all x € M. The collection of all subsets of M of the form =;'[U]
where 1 is any positive integer and U is any open subset of B from a
basis for the topology of M. Moreover, the intersection of any two of
these basic open sets is another. For all ¢ < 5 we let
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T =f"

be the mapping from B onto itself obtained by j — ¢ iterations of f.
Let m, be that point in M defined by

Ti(m,) = by
for all 4.

Q2. For each 1, w; is a continuous mapping of M onto B.
This follows from Corollary 3.9 on page 218 of [2].

Q3. For any open cover 2 of M there exists a positive integer j
and a finite open cover ” of B such that the collection of all z;'[V]
for V e & refines 7.

Proof. Let % be any open cover of M. Since M is compact %
may be refined by a finite cover <% of basic open sets. Let F be a
finite set of pairs having first coordinate a positive integer and second
coordinate an open subset of B such that <z is the collection of all
n7N] for (i, N) € F. Let j be greater than any of the first coordina-
tes of members of F. Let &° be the collection of all [x]]*[N] for
(i, N) € F. Then for each (¢, N) ¢ F we have

[z ][x}]'[N] = [zlz,]* [N] = =7 [N] .
Therefore, <& is the set of all 77 [V] for V € " and <% refines <.
Q4. M is one dimensional.

Proof. Let </ be any open cover of M. By Q3 we may take a
positive integer 7 and a finite open cover ¥~ of B such that the collec-
tion of all #7 [V ] for V € ¥ refines 2. Since B is a one dimensional
continuum we may take <7~ to be a finite open cover of B which refines
2 and is of order 2. Now the collection of all w7 [W] for W e o~
is of order 2. The collection of all #;[{W] for W e 97 is a finite
open cover of M which refines ¢ and is of order 2. Therefore, the
continuum M has dimension less than or equal to one. We need only
observe that it contains more than one point to see that it is one
dimensional.

Since M is one dimensional all of the higher groups of M are tri-
vial and we do not mention them further.

Q5. H,(M) and HYM) are zero for an arbitrary coefficient group.

Proof. The Cech homology and Cech cohomology satisfy the con-
tinuity axiom (see Chapter X of [2]). Therefore, H(M) is isomorphic
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to the limit of the inverse system

r ¢

k
H(B) ¢— «v+n-

r¥
H(B) <« H\(B)

and HYB) is isomorphic to the limit of the direct system

# ¥ ¥

HI(B) d HI(B) d HI(B) —f—-> cee

We have already observed that both f and f are the zero homomor-
phisms. Therefore both H(M) and H'(M) are the zero groups.

Q6. M cannot be mapped essentially onto the circle.

Proof. Making use of the fact that M is a one dimensional com-
pact space and HY(M) with integer coefficients is zero, we see that Q6
follows immediately from the corollary on page 150 in [5] to Hopf’s ex-
tension theorem.

Q7. The Cech fundamental group w(M, m,) of M with base point
m, is zero.

Proof. The Cech fundamental group also satisfies the continuity
axiom (see [3]) and agrees with the usual fundamental group on com-
plexes. Therefore w(M, m,) is isomorphic to the limit of the inverse
system.

(B, b) < 2(B,b;) —— (B, by) -+~

of non-Abelian groups and homomorphisms. We now apply the group
theoretic lemma of the previous section. Suppose there is an element
g other than the identity in this inverse limit. Then g = {g.}5.
where for each 7

gi € TC(B1 bo)

and f*(g;+,) = 9,. Moreover we may take n such that g, is not equal
to the identity for all ¢ = n. Therefore for any ¢ > n, g, has positive
length,

(F*)" (9 = Gur

and g, has length greater than or equal to 3(¢ — n). This says that g,
has infinite length, a contradiction.
We have yet to establish that M is not tree-like. For this purpose
we make use of Theorem 1 although we could just as well use Theorem 2.
We construct an essential mapping ¢ of M onto B. For each ¢, let



82 J. H. CASE AND R. E. CHAMBERLIN

f* be the mapping from B to itself obtained by ¢ iterations of f. Note
that for all 1 < 7

Fal=f.
Define the mapping ¢ from M to B by
q(@) = f(=,) -

Actually q = fxr,, but for clarity we use this different notation. Note
that for any 1

a(x) = f'(@) -

Q8. TFor every positive integer 7 the mapping f* from B into
itself is essential.

Proof. According to the algebraic lemma of the preceding section
the endomorphism f* of m(B, b,) is an automorphism. Therefore, the
endomorphism (f%)* which equals (f*)' is also an automorphism. Now
since the group n(B, b,) is not zero, the automorphism (f%)* is not zero
and the mapping f* is essential.

Q9. The continuous mapping ¢ from M onto the ‘‘figure 8’ B is
essential and therefore M is not tree-like.

Proof. By way of contradiction, suppose that ¢ is inessential. Let
B Dbe the universal covering space of B with projection p. Since the
mapping g from M to B is inessential there exists a continuous map-
ping ¢* from M to B such that pg* =gq .

Let & be an open cover of ¢*[M] by open sets of B such that for
any F € & the mapping p, obtained by restricting p to £ is a
homeomorphism of E onto the open set p[E] in B. Let % be the
collection of all inverse images under ¢* of elements of &. According

to Q3 we may take a positive integer ¢+ and an open cover &~ of B
such that the collection of all 7;[V] for V € & refines 7.

Define the function ¢ from B to B as follows:

() = ¢*(2)

for any z € B and z € w;'[x].
Clearly

pe(x) = pg*(2) = q(2) = f'(2.) = f'(®)

for any x € B and z € 7w;'[«]. Therefore, if ¢ is a continuous function
it will cover f°.
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To show that ¢ is single valued, let  be any point in B and let
2,2 e mix].
Then

q(2) = q(z') = fY(») .

Therefore pq*(z) = pg*(z'). By the choice of 7 and ¥~ we know that
there exists £ ¢ & such that

*rz]]l C E.

Therefore ¢*(z), ¢*(z') € E. We also know that p restricted to £ is a
homeomorphism. Therefore ¢*(z) = ¢*(2') and we have that ¢ as defined
above is single valued.

It is immediate from the fact that m,{M] = B that the domain of
¢is B.

In order to show continuity note that for any z € V e &7,
e(x) = (px) ()
where E is an element of & such that
[z VI C E.

Therefore ¢ is continuous on each member of <, an open cover of B,
and therefore ¢ is continuous on all of B.

Now we have lifted the map f* from B to B to the map ¢ from
B to the universal covering space of B. Since B is a linear graph the
sub-continuum ¢[B] of B is contractible and hence ¢ is inessential. Since
pc = f* the map f* is inessential, a contradiction of Q8.

Further remarks. Theorems 1 and 2 give us two conditions each
of which is equivalent to saying that a given one dimensional continuum
X is tree-like. We list without proof some other likely characterizations:
(1) X has no non-trivial connected generalized covering space.

(2) X cannot be mapped essentially into the Universal one dimensional
curve.

(3) X is an inverse limit of 2-cells.

Condition (3) leads us to stating another question. First let us say that
a continuum X is disk-like if it is an inverse limit of 2-cells or equiva-
lently if every open cover of X can be refined by one which has nerve
a disk. The tree-like continua are precisely the one dimensional disk-
like continua. Also, those disk-like continua that can be imbedded in
the plane are precisely the continua which can be imbedded in the plane
and do not separate the plane.
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Question. Does every disk-like continuum have the fixed point
property?

Obviously an affirmative answer to this problem would give affirma-
tive answers to the fixed point problem for tree-like continua and for
those sub-continua of the plane which do not separate it.

The continuum M described in this paper gives further insight into
the difficulties of generalizing the definition of the fundamental group.
We may conclude that any generalization of the fundamental group,
which agrees with the usual fundamental group on complexes, and which
also satisfies the continuity axiom cannot distinguish the tree-like con-
tinua from the other one-dimensional continua. This difficulty will be
described more explicitly in another paper which will include the verifi-
cation of condition (1) of this section.

The referee pointed out our lack of reference to the known results
on the fixed point problem for continua which are inverse limits of
n-cells with » = 2. We remark that snake-like continua (those which
are inverse limits of 1-cells) have the fixed point property (see [4]) but
there exist cube-like continua (those which are inverse limits of 3-cells)
which do not have the fixed point property (see [1]).
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CHARACTERISTIC SUBGROUPS OF MONOMIAL GROUPS

R. B. CroucH

1. Introduction. Let U be a set, o(U) = B =\, u = 0, where o(U)
means the number of elements of U. Let H be a fixed group. A monomial
substitution y is a transformation that maps every x of U in a one-to-one
fashion into an z of U multiplied on the left by an element A, of H.
Multiplication of substitutions means successive applications. The set of
all monomial substitutions forms the monomial group . Ore [5] has studied
this group for finite U, and some of his results have been generalized
to general U in [2], [3], and [4].

This paper determines the structure of the characteristic subgroups
for the case when U is infinite in the cases where normal subgroups and
automorphisms are known. The method used makes clear how corre-
sponding theorems for the case where U is finite might be proved but
does not list these results.

2. Definitions and preliminaries. Let d be the cardinal of the integers.
Let B be an infinite cardinal; B+, the successor of B; U, a set such that
o(U) = B; and C such that d < C < B*. Let H be a fixed group and e
the identity of H. Denote by 3 = 3(H; B, d, C) the monomial group of
U over H whose elements are of the form

(1) y:("" xe,..>

.o .,hsxig, e

where only a finite number of the k. are not ¢ and the number of # not
mapped into themselves is less than C. Any element of 3 may be writ-

ten in the form
y:<..., xs,...)(.-., xe’...>
"”hsxm"’ ...’exis,...

or y = vs where v sends every x into itself and every % of sis e. Elements
of the form of

v:("" e, ...>:["',he; ]

B T

are multiplications and all such elements form a normal subgroup, the

basis groups V(B,d) = V of X. The h. of y are called the factors of y.

Elements of the form of s are permutations and all such elements form

a subgroup, the permutation group, S(B, C)=S of X(H; B, d, C). Cycles
Received March 6, 1959,
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of s will also be written as (x, ---,%,) and (---, 2., 2, %,*++). DBaer
[1] has shown that the normal subgroups of S(B, C) are the alternating
group, A=A(B, d), and S(B, D) where d < D < C. Let E be the identity
of 3, I the identity of S.

3. Characteristic subgroups of X(H; B, d, C),d < C < B*. The nor-
mal subgroups of 3(H; B, d, C) are known [2], [3]. They are classified
first as to whether or not they are contained in the basis group V.

If Nis normal in ¥ and N c V its elements are multiplications
with only a finite number of non-identity factors which are contained in
a normal subgroup G of H. The set of all possible products of factors
of all elements of N form a normal subgroup G, of H. The group G/G:
is Abelian and G/G, is in the center of H/G,.

If M is normal in ¥ and M & V then M N S =P + K is a normal
subgroup of S. The group N=M N V is as above except that G = H.
It becomes necessary to consider the cases where P = S(B, D) with
d<D=Cand P= A(B,d). When P= S(B, D) then M= N U P.

If Mis normalin ¥, M¢& V, P = A(B,d), MNV=N, M/N = A(B, d)
then M = N U A(B, d).

If Misnormalin Y, M¢& V,P=A(B,d), MN V=N, M/N 2A(B, d)
then M = N U A(B,d) U L where L is the cyclic group generated by
le, al(, 2) with a*eG,a¢G,.

The converses of these theorems are true. That is, if one starts with
the proper subgroups of H and constructs N or M as above the resulting
group is normal in X,

The automorphisms of X(H; B, d, C) are known [4]. A mapping € is
an automorphism of 3(H; B, d, C) if and only if § = T*[,+I,+, where
T+, Iy+, I,+, are automorphisms of ¥ defined as follows. Let 7T be any
automorphism of H. Then

YT+ = vst*=[hy, +++, he, coo]sT* = [hF, « o+, RE, eeels .

Let s* e S(B, B*). Then I+, is defined by yI,+, = s*y(s*)'. Let v* e
V(B,B*) if C =d,v*eV(B,d) if d<C then [,+, is defined by yI,+,=
vry(v+).

THEOREM 1. If N is a subgroup of 3(H; B, d, C) contained in the basis
group then N is characteristic in X if and only if N is normal in ¥,
(hence 1is as described above) and G, G, are characteristic in H.

Proof. Assume N is characteristic in ¥. Then N is normal in ¥
and its structure is known. Choose 0 = T'* with T arbitrary in the
automorphism group of H and v arbitrary in N. Then
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20 = [e, v, 6,0, gi.lyey e, 6, ginye) "']T+
—_ T
—[67 "'7gilye, "'yergiz;lrey "'] .

The elements g; must be in . This shows G is characteristic in H.
Furthermore g7 gi =(g;,"* "G, ) must be in ¢, and since gi* G, is
arbitrary in Gl, G is characterlstlc in H.

Conversely, if Nc V(B, d), N is normal in 3, G, G, are characteristic
in H then N is characteristic in Y. To see this let v, be arbitrary in
N. Then v,0=0,T1+1,+ = v,I+I,+. The non-identity factors of v, are
in G and their product in G, by G, G, characteristic in H. Now v,[ ;+, [ ,+,=
(v*)(s*)v(s*) Y(v*)"t. The effect of I+, on v, is to permute the non-
identity factors so (v*)(v:;)(v*)™* is now to be considered with », in N.
Since G is normal in H in G/G, is in the center of H/G,, (v*)v,(v*)
will be in N.

THEOREM 2. Let M = N U P be a normal subgroup of 3(H; B, d, C),
d < C < B*, where N is as described above, P = S(B, D). Then M 1is
characteristic in 3 if and only if G, is characteristic in H.

Proof. By an argument similar to that used in Theorem 1, G, is
characteristic in H.
Conversely, if y = v,8, is arbitrary in M then

;8.0 = 0,8, T * I+, I0yry = 08,1+ I .
Since G, is characteristic in H, v, belongs to N. Now consider

(v*)(sM)vssi(s*) ()™ = (v)ui(s¥)s(87) 7 (v*) ™ = (v*)vasy(v*) 7

The multiplication v, is in N since the factors are still in H, and the
product of the factors is still in G, since H/G, is Abelian. The permu-
tation s, is in P since P is normal in S(B, B*). It is now convenient to
consider two cases. If C=d the permutation s, is finite and (v*)v,s,(v*) =
(v*)vyv,8, where the factors of v, differ from the inverse of those in(v*)
in only a finite number of places. Therefore (v*)v,v, will have a finite
number of factors of the form k.h.ki'. If k. <+ ki then k,h, k., k.. #k.,
will be a factor of (v)v,v,. Since H/G, is Abelian the product of the factors
is in G,. Therefore, (v*)v,v,8, = v,s, belongs to M. If C > d then (v*),
v, have only a finite number of non-identity factors and the same argu-
ment holds. Therefore (v*)v,v,s, belongs to M.

THEOREM 3. Let M=NU A(B, d) be a normal subgroup of 2(H;B,d,C),
d < C<B*. Then M is characteristic in X if and only if G, is charac-
teristic in H.
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Proof. The argument used in the proof of Theorem 1 may be used
to show that G, is characteristic in H if M is characteristic in Y.
Conversely, if y = v;8, is arbitrary in M then

Y0=2v8,0 = v,;8, T+ ;+,I v, = V.8, + I+, = (W) (sH)v,8(s%)(v¥) ™
=(V*)0(s7)8,(s7) 7 (0*) Tt = (V)08 (v7) T = (V)00s8, -

Now v, N by G, characteristic in H and v, will be in N by H/G, Abe-
lian. Since A(B,d) is normal in S(B, B*), s, belongs to A(B,d). The
factors of v, differ from the inverse of those in v in only a finite num-
ber of places since s, moves only a finite number of x. Therefore,
(v*)vv,e N, s,€ A(B, d) and M is characteristic in 2.

THEOREM 4. Let M= NU A U L be a normal subgroup of 3(H;
B,d,C),d < C < B*. Let L be generated by y = [e, a](1, 2) with a*€G,,
a € G,. Then M, is characteristic in X if and only if G, is character-
istic in H, and o’ belongs to the coset aG, for all automorphisms T
of H. )

Proof. By considering ve N and 0 = T'* we see that G, is character-
igtic in H. By considering vy = [e, a] (1, 2) of M, and 0=T"* we see that
le, a"]1(1, 2) must belong to M,. This means a” belongs to aG.

Conversely, if v,s, € M, then

08,0 = 0,8, T [ ;+)I,+) = V8 s+ L p+) = (V) (87)0,8,(8*) ' (v*)™*
=V )ys%)s(s%) (W) = (VH)Us(vF) T = (vH)vus;

Now wv,s, is in M, by G, characteristic if the product of the factors of v,
is in G, and by a” in aG, if the product of the factors is in aG,. The
multiplication », has only a finite number of non-identity factors because
v, has only a finite number of non-identity factors. Since s, is finite, s,
is a finite permutation and is even or odd as s, is even or odd. There-
fore, v, has only a finite number of factors different from the inverse of
the factors of (v*). The factors of (v*)v,v, have their product in G,
or a@, according as v, has its product in G, or aG,. Therefore, if s, was
even s, is even, v, had the product of its factors in G, and so does
(v*)vv,. If s, was odd so is s, and », had the product of its factors in
aG, and so does (v*)v,v,. That is, M, is characteristic.

4. Characteristic subgroups of Y ,(H; B, d, d). The normal subgroups
of ¥ ,(H; B, d, d) are precisely those of X(H; B, d, d) that are contained
in Y(H; B,d,d) [2,p.210]. The automorphism of Y, H; B, d, d) are
those of 3(H; B, d, d) restricted to 3(H; B, d, d)[4, p. 84].
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THEOREM 5. Let N be a subgroup of Y ,(H; B, d, d) contained in the
basis groupn. Then N is characteristic in X, if and only if N is nor-
mal in X, and G, G, are characteristic in H.

THEOREM 6. Let M be a subgroup of X, H:B,d,d), M ¢ V(B, d).
Then M 1is characteristic in X, iof and only if M is normal, i.e. M =
N U A, and G, is characteristic in H.
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EXISTENCE THEOREMS FOR CERTAIN CLASSES
OF TWO-POINT BOUNDARY PROBLEMS
BY VARIATIONAL METHODS

RICHARD J. DRISCOLL

Prefatory remarks. The principal results of this paper are existence
theorems for solutions of two classes of vector differential systems; in
each case the existence theorem is established by variational methods.
In particular, the second system considered is a generalization of a scalar
system, including as a special case the so-called Fermi-Thomas equation,
studied by Sansone [8; pp. 445-450]. In spite of similarities occurring
in the discussion of the two systems considered, the two problems are
sufficiently distinct to warrant separate treatment. Accordingly, we shall
divide the remaining sections of this paper into two parts, in which the
numbering of sections and of displayed material will be independent; the
bibliography, however, will apply to both parts.

Matrix notation will be used throughout and all matrices will have
real elements; in particular, a vector u = (u,), ( = 1,2, ---, n), will be
regarded as an n x 1 matrix. If M is a matrix, M* will denote the
transpose of M, while for a vector v = (u)), (7 =1, 2, --+, n), we define
lu] = (ud+ «+« 4+ u2)Y*. For F(u) a scalar function of the vector u, the
symbol F,(u) will denote the vector function (F,,(u)); if G(u) is a vector
function (G,(u)), (2 = 1, 2, .-+, m), of the vector u, then G, (u) will denote
the m x n matrix ||0G,/ou,ll, ¢t =1, -+, m;j=1,+--,n). If Mand N
are matrices, the notation M > N is used to signify that M and N are
real symmetric matrices of the same dimensions and M — N is non-
negative. As usual, the symbol C represents the class of finite dimen-
sional matrix functions which are continuous and have continuous deri-
vatives of the first n orders on some given set.

Part I

1. Introduction. This part of the paper will be concerned with
vector differential systems of the form
(1.1) v =1 v), a<z<b,
y@) =y, y0b) =19,
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where f(x, y, z) is an n-dimensional real vector function of the real scalar
2 and the real n-dimensional vectors ¥ and z. It will be shown that the
system (1.1) has a solution, under the hypotheses H,, H,, H,, H;, of §3
and HF of §4. For reasons of convenience, we shall work primarily with
the system

(1.2) ¥Y'=f(9,9), a<x<b,
y(a) = 0 = y(b) ,

and show in §4 how a system (1.1) may be reduced to such a system.
The existence proof will use variational methods applied to the
functional

(1.3) 10,9= 00 = 2 + |2~ f@y,2) s,

with (y, 2) in the class K of function pairs defined below. In §2 there
are listed some lemmas to be used later. In §3 an existence theorem
for a solution of (1.2) is established by showing, in effect, that I(y, ?)
has a minimum for (y,2) in K, and that this minimum is zero. The
relation between systems of the forms (1.1) and (1.2) is considered in
§4, while §5 contains a comment on a modification of hypotheses.
Finally, § 6 is devoted to an example of a class of problems to which the
existence theorem proved here is applicable.

In what follows, A, will denote the class of vector functions y(x)
which are absolutely continuous and for which |¢'(x)|* is integrable on
a <« <b, while K is the class of vector function pairs (y, z) with y(x)
and z(x) in A, and with y(a) = 0 = y(b).

2. Some useful lemmas. For future reference we collect here certain
auxiliary results.

LEMMA 2.1. Suppose that the matriz f.(x, ¥y, 2) exists and is con-
tinuous fora < x < b, all y, and all z. If for each 0 > 0 the elements
of f, are bounded for a < x <b, |yl <p and z arbitrary, then there
are values K, = K\ (0) and K, = K{0) such that

| f(x,y,2)| < Kj|z| + K, , for a <x<b, |y| <p, 2 arbitrary.

LEMmA 2.2. If {w,(x)}, (m=1,2,--.), is a sequence of wvector
1

Sunctions of class A, such that the two sequences { | W,y ]“'dm} and
b a

{ S | wi, |2dx} are bounded, then the w,(x) are uniformly bounded on

a

a <x<b, and there exists a w(x) in A, and a subsequence {wmj(oc)}
such that Wy (€) — w(x) uniformly and wy, [®) — w'(x) weakly in the
class of integrable square functions on a < x < b.
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This lemma is a ready consequence of well-known results for the
Hilbert space of real-valued measurable functions whose squares are
Lebesgue integrable on a < x < b, see, for example, [7; §§32, 99].

LEemMMA 2.3. If y(x) is in A, and y(a) = 0, then

[y pde > =l ly

4(b

This is a well-known condition on the smallest proper value of the
differential system %' + My =0, y(a) =0 = y'(b). For an independent
proof see {2; p. 184]; the present inequality follows from (7.7.1) of [2]
by a simple change of variable.

We will also need some results related to non-oscillation of the scalar
differential equation

(2.1) (@' (x)) — Po(@)u(x) =0, a<z<D,

where -, is of class C' and +, continuous on @ <z <b. The equation
(2.1) is termed non-oscillatory on a < x < b if for two arbitrary points
%, «, satisfying o < 2, < «, < b, any solution u(x) of (2.1) vanishing at
2, and at x, vanishes identically on a < 2 < b. It is well-known that if
Yr(x) > 0ona < x<b, then (2.1) is non-oscillatory on ¢ < 2 < b if and
only if

(2.2) J(u) = S:(«pl(x)u'ﬂ(x) + An(@)ui(@)de > 0

holds for all non-identically vanishing wu(x) belonging to 4, and satisfying
w(a) = 0 =u(b). For a proof of this statement see, for example, [5;
Theorem 2.1}, where a more general result is proved. Moreover, if (2.1)
is non-oscillatory on a < # < b, the infimum of J(u) for u(x) in 4, and

b
satisfying u(a) = 0 = u(b), S uldx = 1 is greater than zero, as can be

seen from an indirect argun;ent. Indeed, if the infimum were equal to
zero, then there would be a sequence of functions u, in 4, with u,(a) =

0=u,b), | wde=1, j=1,2 -+, and with J(u,)—0. One readily
a b
verifies that the sequence u;zdx} would be bounded, so that, by Lemma

2.2, there would be a u(ac3 in A, and a subsequence of {u,}, denoted
again by {u,}, such that u,(x) — u(x) uniformly on a < x < b, and uj(x)
— u'(x) weakly on this interval. The identity

J(u,) = J(u) + S:«{rl(w)[Zu'(u; — W) + (u] — w]dz + S:%(m)(wﬁ — w)dw

would then imply that 0 = lim J(u,) > J(u), contrary to (2.2), since
b

w(a) = 0 =u(b) and | udx = 1. With these comments one readily estab-

lishes the following result.
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LEmMMA 2.4. If (2.1) is non-oscillatory on a < x < b, and yr(x) > 0
on this interval, then there exists an & > 0 such that if h(z) is any
Sunction continuous and satisfying [h(x)| <e on a < x < b, then the
equation (Yr(x)u') — (Yr®) + A(x))u = 0 is non-oscillatory on a < x < b.

3. Existence theorem for a solution of (1.2). In the future sections
we will make reference to the following hypotheses on the real-valued
vector function f(x, ¥, 2):

H,. f(x,y,2) is continuous for (z,¥%,2) in Q:a<x<b, |y| < o,
2] < oo,

H,. The matrices f, and f, exist and are continuous for (x,y, 2)
m L.

H,. For any o >0, there exists a K = K, such that |8f,/0z,| < K
fO’I" ly) < 0, anSb, Izl < o, (%.721, ""n)'

H,. For arbitrary p >0 there exist scalar functions () =
(s 0) € C, Yy(x) = Yr(x; 0) € C" with Yo(x) >0 on a <2 <b, and a
constant N = N(p) such that:

(a) the scalar differential equation (Y(x)w'Y — Y (x)w = 0 is non-
oscillatory on o < x < b;

(b) the integral inequality

2 v v 2o = [l — DIwF + iy ilds - N
holds for all y(x), 2(x) in A, satisfying y(a) = 0 = y(b) and
S:Iy’ —zlde < p.
H,. For arbitrary y(x), 2(x) in A,, the vector differential system

1) L y@), Ao — ey, 2@ =0, a<w<b
w(a) = 0 = w(b)

has only the solution w(x) =0, a <z < b.
We now prove the following theorem.

THEOREM 3.1. Under the hypotheses H,-H; there exists a solution
of the system (1.2).

Let {y.(%), z.(x)}, m =1,2, ---, be a sequence of function pairs of
class K such that I(y,, z,) — I,, where I, denotes the infimum of I(y, 2)
on K. Since {I(¥., #2,)} is a convergent sequence, there exists a constant
M, such that I(y,, 2,) < M,, m =1,2, -... It will be shown first that
the inequality

G2 [ (@ + 2@ 5@ v, aa@Nds < M, m=1,2, -
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holds for
(3.3) M = 2Mk , where k = Min(1, 7*[4(b — a)?]) .

Let 0a(0) = | Fuls)ds + 24(a), Where fu(®) = F(2, Yu(®), z(®)). Then
Up(®) = 2(2) — v,(2) 18 in A4,, and u,(a) =0, so that by Lemma 2.3,

[1en = fupde = junpas > 7= (" jua
2 — fm A = ul, Pde > ———— U A2 .
a a 4 — a) Ja
This inequality yields
b b

(4) M= | (0 = 2l + 20— ou ) = (2)] |9 — valda
where k is as in (3.3). Since

1 b b b

y Y Vpda = y:ivm! - S Ymonda = ~S Ym fud®

relation (3.2), with M given by (8.3), results from (3.4) and the obvious
inequality

g’m — o, Pde > S”(r ULt — 2pw,)de .

b
Since the sequence { x [Yn — Zm Pdw} is bounded, we may use H, to
write ’

2] i (@, g 2 = [0 — DI + il g Pl = N,

where (), Yr(x), and N have the properties stated in H,. This relation
with (3.2) yields

b
Sa(%l Yo [P+ Yl Y Hde < M + N .
Since (Prfx)n’)Y — Yr(x)u = 0 is non-oscillatory on a < x < b, Lemma 2.4

implies that there is an » with 0 < » < 1 such that (y,u') — (1/rWru =0
is non-oscillatory on ¢ < x < b. As y,(a) =0 = y,(b), we then have

SZ(T%I Yn "+ Yl Y [da = 0

and
Lerdvnr + il e = (= 0] gl bl = 01w,

where 7, = (1 — r) Min,.,.,J(x). Thus, the sequence {Sb;ygn ;%lm} is
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bounded, and since each ¥,(x) vanishes at a and b, the vector functions
Yn(x) are uniformly bounded on a < xz < b. Moreover,

b 1
[[1ewraz < "1 + (o — g2 1o
b b
< 2[lvi iz + 2 2 — g

< 2Sb|y:,, tdz + 2M,

so that the sequence {Vlzm lzdx!» is bounded. Finally, with f,(x) con-
tinuing to denote f(x, g],:(x), Za(2)), we have
b b
[1aran = "1 — £u) + fubde
b b
<2f' 12 — fulds + 2| | £ Pda
< oM, + 2Sb| £ lda .

As the vector functions y,(x), (m =1, 2, -..), are bounded uniformly on
a <2 <b, in view of hypothesis H, and the result of Lemma 2.1, this
latter inequality implies rl 2zl Pfde <K'+ K "Sbj 2, |’dz + 2M,, for suita-
ble constants K/, K”. Helrlme, the two sequenc:a {Yn(2)}, {z.(%)} satisfy
the hypotheses of Lemma 2.2, and we conclude that there exist sub-
sequences, which will be denoted simply by {y.(®)} and {z,(x)}, and a
pair of functions y(x), 2z(x) in A,, such that y,(x) — y(x) and 2,,(x) — 2(x)
uniformly on a < 2 < b, while y,(x) — %'(x) and z,(x) — 2'(x) weakly on
the same interval. _
With f,(x) as above and f(x) = f(x, y(x), 2(x)) we have

I(ynw zm) = I(y’ z) + Il,m. + I2.m b

where
Ln= [ 1z =2 = W = ) +1(fu = ) = (e — 2) [l
and
L =2[ {0 ~ 910 — ¥) = (2 — 2)]
+ @ = U — ) = (Fa = e

Since ¥n(x) — Y(x), 2.(%) — 2(x) uniformly, we also have f,(x)— f(x)
uniformly on @ < # < b. This, and the fact that y,, — ¥, z,, — 2’ weakly
on the same interval, implies that I,,,—0 as m — . As I, >0, it
follows that
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I, = lim I(Yy, 2,) = 1(y, 2) .
o

On the other hand, the definition of I, requires I, < I(y, 2), so that
I, = I(y, 2); that is, (y,#2) renders I(y,z) a minimum in the class of
funetion pairs K.

It follows that for arbitrary 7(z), ¢{(x) in 4, with 7(a) = 0 = 7(b),
and ¢ a real parameter, the functional I(y + 07, z + 6¢) has a minimum
at § =0, and therefore (d/d0)I(y + 67,z + 6¢) = 0 for 0 = 0; that is,

@5 (1w = -0+ @ = £ - i - f8)de =

where the arguments of f, f,, f, are x, y(x), 2(x).

In view of H,, (see [4; pp. 213-214]), for an arbitrary continuous
function g(x), ¢ < x < b, there exists a solution (7(x), &(x)) of the dif-
ferential system

7], - g =0 ’
¢ — fulw, y(x), 22)m — fi(x, y(@), 22N = 9(x), a<w<Db,
n(a) =0 = 7(b) .

Therefore, Sb[z*’ — ¥z, y, 2)]9(x)dx = 0 for arbitrary g(x) continuous on

a<x<b, and consequently 2'(x) — f(z, y(x), 2(x)) = 0 a.e. on the same
interval. Relation (3.5), with 7(x) chosen identically zero on a < < b,

then yields gbg*(y 2)dx = 0 for arbitrary ¢ in A4,, and hence Y'(x) = 2(x)
a.e. on a < x <b. From the relations z(z) = z(a) + f (s, Y(8), 2(s))ds,
y(x) = S 2(s)ds, it then follows that y(x) and z(x) are of class C’, and
that ¥'(x) = 2(x), 2'(x) = f(x, y(x), 2(x)) for @ < x < b, so that y(x) is of
class C" and satisfies (1.2).

4. Existence of a solution of (1.1). For the system

y'=f@vv), a<e<bh,
y@) =y, yd) =1,

let F(x,y,2) = f(z, ¥y + M=), 2+ NM(x)) — \'(x), where \(x) is any vector
function of class C” on a < x < b satisfying Ma) = ¥, Mb) = ¥,. Then
(1.1) is equivalent, with u =y — ), to

(1.1)

= F(x, u, %), a<x<b,

41
@D w(@) = 0 = u(d) .

This leads us to formulate the following hypothesis.
H¥. There exists Mx) of class C" on a < x <b with Ma) =y,
Mb) = y,, and such that for arbitrary p > 0 there exist scalar functions
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yri(x) = Ar(5 0), continuous on a < x < b, Yy(x) = Yry(; 0) of class C’ on
a <z < b with yy(x) > 0, and a constant N = N(p) such that:

(a) the scalar differential system (Yry(x)w') — Y(x)w =0 is non-
oscillatory on a < x < b;

(b) the integral inequality

b b
2 v s @,y + 0 2+ W) 2 16— DY P+ il Pl — N
holds for all y(x), 2(x) in A, satisfying y(a) =0 = y(b) and

S';ly'——zlzdx<p.

THEOREM 4.1. Under hypotheses H,, H,, H,, H}, H;, the system (1.1)
has a solution.

Let F(z,y,2) = f(z, ¥y + M=), 2 + N(x)) — \'(x), where M\ (x) is the
function described in Hf¥. Clearly, F(x, y, z) satisfies H,, H,, H;. Since
f satisfies HF, we have

2 y*f y +r 2+ Ve = 1 = DI P+l y [lde — N

for arbitrary y(x), 2(x) satisfying y(a) = 0 = y(b) and Sb] y — z|dx < p.
Hence, for such y(x), z(x) we have
b b b
o[ v F@ v o > [ l6h — DI P + el y Pldz — N - 2 y1 (@)
1]
2 [t =Dy e+ @ - oly e
— (N+ lsblxn |2dw) ,
g Ja
for any ¢ > 0. But by Lemma 2.4, ¢ can be chosen so small that
(Yyw')Y — (Y, — &)w = 0 is still non-oscillatory on a < x <b. Thus,
F(x, y, ) satisfies H,. Finally, one easily verifies that if f(x, v, ?) satis-
fies H, then F'(x,y, z) satisfies H,. Thus, whenever f(x,v, 2) satisfies
the hypotheses of Theorem 4.1, the corresponding function F(x, ¥, z) of

(4.1) satisfies the hypotheses of Theorem 3.1, so that the result of
Theorem 4.1 is a direct corollary of Theorem 3.1.

5. A comment on altered hypotheses. We note here that hypothesis
H, is implied by the more restrictive but simpler hypotheses H; and HY'.
H:. There exists a constant C such that

Y (@, 9, 2) — (@, 9,2) | < Clylla — 2], for (z,v,2), (2,9, 2) 1n 2.

HY!. There exist scalar functions y(x), continuous on a < < b,
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and J(x) > 0 of class C' on a < x < b, and a constant N such that:
(a) the scalar differential system (Yr(x)W') — Yr(x)w = 0 is non-
oscillatory on a < x < b;
(b) the integral inequality

2[ v r@ v, 0o = [ 1 = DIV F + iy Pds — N

holds for all y(x) in A, satisfying y(a) = 0 = y(b).

To see that H, is implied by H! and H} (assuming, of course, H,,
H,), for y(x), 2(x) in A, and ¢ > 0 we write,

b b b
2Say*f (x, y, 2)dw = ZLy*f (, 9, ¥')da + ZLy*[f (@, 9,2 — f(z,y,y))dz
b

b
> 2{ v s, v v)de - 20 1yl 1y — 2 |da
> 2

b

v 7@y, e — Cel |y dw — (C19)| |y —2lda

b
= {10 = DIY E + (1 — Colly Pz ~ [Cole + N
for all y(x), 2(x) in A, with y(a) = 0 = y(b) and Sb]y’ — z’dx < p. Since
¢ can be chosen so small that (y,w')' — (Y, — eC)w = 0 is still non-oscil-
latory on a < 2 < b, we see that H; and H{ imply H,.

It is to be noted that if the elements of f.(x, v, 2) are bounded for
(x,y,2) in 2, then f(x,y, 2) satisfies both H; and H..

6. An example. Let f(z, 9, 2) = g(z, ¥)(1 + 2°)?, where z is a scalar
and g(z, ¥) is a scalar function of the scalars = and ¥ satisfying the
conditions :

(a) g(x, ¥) and g,(x, y) are continuous fora < x < b, —co <y < o0}
(61) (b) g,,(x,y)zOfo'r agxgb, —oo LY < ;]
(c) there exists a constant A > 0 such that if |y| > A then
yg(x,y) >0, a<2<b.

One may verify that f(x, v, 2) satisfies hypotheses H,, H, H, HF,
and H,.

Part II
1. Introduction. Sansone [8; pp. 4456-450] has proved the existence

and uniqueness of a solution of the scalar differential system

Y =Y@@,y), <z oo,
(1.1) YO0 =9,, Y(+x=)=10,
yeC on 0<e<<oo,
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under assumptions which are related to hypotheses H-H; (see §§2, 7)
of this paper. The product r(x)¢(x, y) appears in (1.1) to facilitate
stating the hypotheses in such a way as to include the Fermi-Thomas
system (see [8; p. 445]),

1.2) Y’ = wy,
y0 =1, limy@) =0.

In this paper we consider solutions of a vector differential system, for
which we prove an existence and uniqueness theorem which includes the
results of Sansone.

The proof given in [8] may be considered in two parts. In the first
part the author proves, in effect, that under his hypotheses the system

Y =Y, y), 0<x< oo,
(1.3) y(0) =y,, y(x) bounded on 0 < x < o,
yelC on 0<e< o,

has a unique solution. Essential to Sansone’s proof of this result is the
fact that his hypotheses guarantee a local uniqueness property for solu-
tions of

(1.4) Y = (@)p(, ) ;

that is, under his hypotheses, (1.4) has for 0 < x, < o exactly one
solution satisfying y(x,) = ¥, ¥'(x,) = y,. The hypotheses of the present
paper, however, are not strong enough to imply such local uniqueness,
as will be shown by an example in §2. In the second phase of his
proof, Sansone appeals to hypotheses which are designed to guarantee
that the bounded solutions of (1.8) actually satisfy (1.1). In this paper
we make a similar step, but again our hypothesis is weaker than the
corresponding ones in [8], as will be made clear in §7.

Sections 2-5 of this paper present an existence and uniqueness
theorem for a solution of the vector generalization of Sansone’s system
mentioned above. This proof is primarily by variational methods, and
the solutions are shown to be characterized by an extremal property.
In § 6 there is given a different characterization of these solutions, while
§7 contains several theorems relating to the asymptotic behavior of
solutions. Finally, §8 is devoted to properties of solutions of (2.1) as
functions of initial values.

2. Formulation of the problem. Let g(»,y) be a real-valued scalar
function of the scalar » and the nm-dimensional vector y = (y,). We will
denote by g,(x,y) the vector (94,(%, ¥)), and consider the problem of
solving the vector differential system
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(2.1) ¥'(@) = g, (e, y(x)), O0<@< oo,
¥0) =y, yx) bounded on 0 <z < oo,

where y(x) € C' on 0 <z < o and y(x) € C" on 0 < 2 < . We will
suppose that g(z, y) has the form g(x, ¥) = Y(x)G(x, y), where +(x) and
G(x, y) are real-valued functions which satisfy the following hypotheses:

H,. G(z,y) is continuous n (x,y) on 2: 0<x< oo, |y| < oo,
and G(x,0)=0 for 0 < x < co.

H, G/[x,y) exists and is continuous n (x,y) on Q.

H,. y*G/(z,y) >0 for (x,y) on L.

H. 7*G,@, 4y + 1) — Gz, y)] = 0 for (z,9), (&,7) on 2.

H;. +r(x) s continuous and positive for x > 0 and integrable on
any finite closed interval 0 < x < A.

It is to be noted that g(x, y¥) may satisfy H-H, without the equa-
tion y” = g,(x, y) having the local uniqueness property mentioned in §1.
Indeed, if we take

0, y<0,
so that
1/2 >
942, y) = {12y o v=0,

0, y<0,

it is easily verified that g(z, y) satisfies H—H;, with y(x) = 1. However,
the function y,(x) = (x — x,)*, @, > 0, satisfies the equation y"'(x) = g,(x, y(x)),
as does the function y,(x) = 0. Since we have y,(x,) = y.(x,), ¥i(%,) = Yi(2,),
it follows that the local uniqueness property does not obtain here.

A few consequences of the above hypotheses are worthy of com-
ment. First, observe that H, and H, imply G,(x,0) =0 for 0 < & < oo,
Also, since G(x,0) =0 by H,, and

G, 9) = || L6, sw)ds | = [ v G(w, su)ds = | s (ouG (o, s,
0 S 0 0
we have by H, that G(xz,y) >0 on Q2. Moreover, if y(x) is continuous
on 0<x< A, A>0, and ¥"(x) exists and satisfies y"(x) =g,(x, y(x))
for 0 <x <A, then ye C"on 0 <2< A. To see this we write

V@) = v(4) - [Tyt =y - | voe e uonr, 0<o<a.

Hence, lim,_,y'(x) exists. This, with the fact that y(x) is continuous
for 0 < z < A, implies 9'(0) exists and that lim, y'(x) = ¥'(0).

Next we note that if G(x, y) satisfies H, and H,, then H, is equiva-
lent to the statement that G(z, y) is convex in y; that is,
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G, y) — G (%, ¥) — (¥ — ¥)*G(x,y) = 0

for arbitrary (z, v,)), (%, ¥,) in 2. Finally, we note that the condition
G(z,0)= 0 of H, is no essential restriction, since if G(x, y) satisfies
H—-H, with the exception of this condition, then the function Gz, y) =
G(z, y) — G(x, 0) satisfies H,-H,; and presents the same differential system
2.1).

3. Some properties of solutions. In addition to the system (2.1),
we will consider also the system
(3.1) y"'(2) = gy(z, ¥(®)) , 0<a<2z<b,
Y@) =Y., YO =1y,

where y is of class C” on a < & < b, with the obvious modification in
case ¢ = 0. For these systems we prove the following theorem.

THEOREM 3.1. Under hypotheses H~H;, the systems (2.1) and (3.1)
have at most one solution.

We will give the proof for (2.1); the proof for (3.1) is similar. If
yi(x) and y,(x) are two solutions of (2.1), let n(x) = y.(x) — yi(x). By H,
and H;, we have for 0 < z < o,

0 < 7*[g,(@, ¥ + 1) — 9,2, ¥)] = 7*1gy(®, 1) — 9u(2, ¥)] = 7*9",

and hence,
[roroa=0, o<o<w.
Consequently, upon integration by parts, we get
@) = |17 Pde = 0.

Since (|7 = 27" and (|7*])" = 2|9 |* + 29*7”, it then follows that
(7)Y 20, and (9@ )" =0, 0<z <.

Consequently, either 7(x) =0, 0 <2 < o, orelse [H(x)| — o ag £ — o*
Since the latter is impossible, (2.1) has at most one solution.
The following result will be of use later.

LEMMA 3.1. If g(x,y) satisfies H-H,, and y(x) is a solution of
y'(x) = g (x,y(x)) on 0 <2< oo with go ¥ ['de < o, them y(x) s
bounded on 0 < & < o.

If y(x) satisfies 9" = g,(x, ), then, since (|y ) = 2|¥'|* + 2y™*y"’ =
21y |* + 2y*g,(x, y) > 0, we know that either there is an «, such that
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ly| =0 for z > x,, or else there is an x, such that |y| +# 0 for z > x..
In the latter case we have

lyllyl =v*y', x>,
and
lyPlyl” =y P@*y") +(y Py P - wy)) >0, a>u,,

since y*y" = y*g,(x,y) > 0. Hence, either |y|' < 0 for > x,, in which
case lim,_.|y(x)| < |y(x,)]|, or there isan « > 0 and an «, > x, such that
ly! >a >0 for x> 2, In this latter case, for = > x, we have
lyl |y | =v*y =|y|lyl = aly|, so that |y |>a > 0 and consequently
‘jly’ |?*dex = . Since this is the only case in which y(x) would be un-

bounded, we conclude that if y(x) is unbounded then r[y’ Pde = oo.
0

4. A preliminary existence theorem. In what follows I(y; a, b) will
denote the functional

1w, 0)= [ 1y} +20@2)de, v in K@b),

where K(a, b) is the class of absolutely continuous vector functions y(x)
with |y'(z) |* integrable on ¢ < ¢ < b, and satisfying y(a) = y., () = v,.
We prove the following result.

THEOREM 4.1. If g(x,y) satisfies hypotheses H,~H,, then for any
a, b satisfying 0 < a < b, the system (3.1) has a unique solution. More-
over, this solution 1is a unique minimizing function for I(y;a,b) in
the class K(a, b).

By H, and the fact that g(x, y) > 0, we see that I(y;a, b) > 0 for
y in K(a, b). Let I(a, b) denote the infimum of I(y; a, b) for ¥ in K(a, b),
and let {y..(x)} be a sequence of elements of K(a, b) such the I(y,,; a, b) —
I(a,b). As g(x, y,(x)) >0 on a <z < b, we have

Sb!y:n fde = I(Yu; @, b) — ZSbg(x, Yu)de < I(Y.; @, b) ,

]
gso that there exists an N such that ‘ [y ’de < N for m =1,2, «+..
Moreover, for a < x < b, )

1@ = vl = || 08t) <@ o 1srat < 0 - ) lura,
S0 that | 1,(@) .| < [(6— @)NI", and hence |ya(®) | <| | +[6 — ONT™

Consequently, we may use Lemma 2.2 of Part I to conclude that there
is a subsequence, which we will denote again by {y,(x)}, and a function
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y(x) in K(a,b), such that y,(x) — y(x) uniformly on a <x <b, and
yn(x) — y'(x) weakly on this interval.
From the identity

b
Ini @, b) — Iwi 0, b) = | [19h — o/ | + 20, 1) — (v, 1)
+ 2(yn — ¥) Y lde

and the fact that y,(x) — y(x) uniformly on @ < x < b while ¥.,(x) — ¥'(x)
weakly on this interval, one obtains the lower semi-continuity relation

I(a, b) = lim I(y,,; a, b) > I(y; a, b) .

Since the definition of I(a,b) requires that I(a,d) < I(y;a,b), we see
that I(a,b) = I(y;a,b); that is, y(x) minimizes I(y; a, b) in the class
K(a, b).

It follows that if 7(x) is absolutely continuous with 7(a) = 0 = 7(b)
and |7'(x) |* is integrable on @ < x < b, and 6 is a real parameter, then
I(y + 67n;a,b) has a minimum at 6 =0. From this it follows that
(d)dO)I(y + 61;a,b) =0 at 6 = 0; that is,

.L[)?,*y, + v*gy(w’ y)]dx =0.

In particular, this last equality holds for arbitrary » of class C” on
a<z<b with 7(a) =0=x90b) =7(a) =7(), and for such an 7 inte-
gration by parts leads to

(4.1) S:v”*[y(ac) - S:dsS:gy(t, y(t))dt:|dx ~0.

By the fundamental lemma of the calculus of variations, there exist
constant vectors & and &, such that

v@ = (ds{ ot yt)dt + 8o+, a<o<d.

Therefore, 4" (x) exists and satisfies
y'(x) = gz, y®), a<x<b,

with the understanding that if @ = 0, then %' (x) may fail to exist at
2 =0. Since y(a) =y, y¥(b) =y, it follows that y(x) satisfies (8.1).
The uniqueness of this solution follows from Theorem 3.1. Moreover,
since the above argument shows that any function of class K(a, b) that
minimizes I(y; a, b) is a solution of (3.1), it follows that the above deter-
mined y(x) is the unique minimizing function for I(y;a,b) in K(a, b).
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5. An existence theorem for a solution of (2.1). In what follows,
K will denote the class of absolutely continuous vector functions w(x)
with | ¢’ |* integrable on 0 < # < < and satisfying y(0) = vy,, I(y; 0, =) < oo,
where

130, ) = | 119 + 2000, wde
We now prove the following result. .

THEOREM 5.1. Under hypotheses H,-H; the system (2.1) has a unique
solution; moreover, this solution is a umique minimizing function for
I(y; 0, ) in the class K.

Let {y.(®)}, m =1,2, .-+, be a sequence of functions in K such that
I(y,; 0, ) — I, where I denotes the infimum of I(y;0, ) for ¥ in K.
Then the non-negativeness of g(x, ) implies that the sequence «{ :J Yy, Pdx

is bounded, and since ¥,(0) = y, for every m, as in the proof of Theorem
4.1, the y,(x) are uniformly bounded on each finite interval. Hence, by
Lemma 2.2 of Part I, there is a subsequence, say {y,(x)} again, and an
absolutely continuous function y(x), such that on each finite interval
Yu(2) — y(x) uniformly, and y,(x) — y'(x) weakly. Now for any 4 > 0
we have I(Y,;0, ) > I(¥,; 0, A); moreover, as in §4 we have

13 0, 4) = 1930, 4) = 2| [(o(e, 1) — 92, 1) + U — ¥)*V'lds

and consequently lim inf,_.I(y,;0, A) > I(y; 0, A). Hence
I=1imI(y,;0, ©)>1I(y;0,4), A>0,

and finally,
I>1(y; 0, ) =1limI(y;0, A).
Ao

In particular, this latter relation implies that y(x) is in K, and in view
of the definition of I we have I(y;0, «)>1I, so that I(y;0, o) =1.
That is, y(x) minimizes I(y; 0, ) in the class K.

Now on any finite interval 0 < x < A, the thus determined y(x)
must coincide with the unique vector function which minimizes I(y; 0, A)
in the class K(0, A) of curves joining (0, y,) and (4, y(A)), for otherwise
one could piece together a curve which would give I(y;0, «) a smaller
value than does y(x). By Theorem 4.1 it then follows that y(x) satisfies
y"(x) = g,(®, y(x)) on 0 < z < A, where A is arbitrary, and consequently
y'(x) = g,(x, y(®)) on 0 < x < co. Since I(y;0, ) is finite, Lemma 3.1
implies that y(z) is bounded on 0 < x < o« and therefore is a solution
of (2.1). The uniqueness of this solution follows from Theorem 3.1,
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Inasmuch as we have actually shown that any y(x) that minimizes
I(y;0, ) in K is a solution of (2.1), the uniqueness of y(x) as a mini-
mizing function follows from its uniqueness as a solution of (2.1).

6. A further characterization of solutions of (2.1).

THEOREM 6.1. Suppose that hypotheses H-—~H, are satisfied, and
Y.(x) 1s the unique solution of (2.1) guaranteed by Theorem 5.1. If,
for a given vector, &, y = yy(x, &), 0 < x < N, is the solution of

(6.1a) ¥’ = g,(, y(x)) ,
(6'1b) y(o):yOy y(N):E’ N:'ly 2; ]

then yy(x, &) — y.(x) and yy(z, ) — y.(x) uniformly on each subinterval
0z <A

We will suppose in what follows that the definition of y,(x, £) has
been extended so that yy(x, £)=§& for £ > N. The inequality (| yy(x, ) [))’=0
and the end conditions (6.1b) then imply that

(6‘2) IyN(x’E)ISMaX(,yOL’g')r 0Sx<oor N:]-:Z,""

Moreover, the identity

63) %O =204 8 — v~ | ds| 0t vatt 0032,

ng_<_A, N>A7

shows that the sequence {|yi(x, )|} is uniformly bounded on 0 < x < A.
Consequently, the sequence {yy(x, £)} is uniformly bounded and equi-
continuous on any finite interval, so that we may select a subsequence
{yx (2, &)} which converges uniformly on any finite interval to a continu-
ous function y(x). From (4.1) it follows that if 7(x) is of class C” on
0 <2< o, and 79(0) =0 = 7'(0) = 1'(4), nx) =0 for x > A, then

S:n'r*[ylvj(x, £) — S:dsS:gy(t, ux (¢, s))dt]dx —~0, N>A.

Since ¥y j(x, &) — y(x) uniformly on 0 < x < A, we then have

S:”"*[y(x) - S:ds SZgy(t, ?/(t))dt]dx =0.

As before, application of the fundamental lemma of the calculus of vari-
ation yields the result that ¥”(x) exists and ¥"” = g,(z, y) for 0 < x < A.
Since A is arbitrary, it follows that y"(x) = g,(, ¥(x)) on 0 < x < .
Moreover, %(0) = y,, while the relation (6.2) shows that y(x) is bounded
on 0 < x < o, go that in view of Theorem 5.1 we have y(x) = y..(x).
Now for 0 < 2, < «, let » be any accumulation point of the bounded
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sequence {yx(%,, &)}, and let a subsequence {yw (20, §)} be chosen such
that yy (%, £) — 7. Then, as before, the sequence {yy(x, £)} is uniformly
bounded and equicontinuous on any finite interval, so that we may select
a subsequence which approaches y.(x) on 0 < x < . Consequently, the
sequence {Y (x, £)} has only one accumulation point, namely 7 = y.(z,),
from which it follows that y,(z, &) — y.(x) for 0 < x < oo,

With {u(x) = yu(x, &) — y.(2), as in the proof of Theorem 3.1 we
have that (|¢y(x)]?) >0, 0 <2z < N. This implies that for any A >0
and N > A we have |[¢y(x)| < |&x(A)|on 0 < x < A4, and thus yy(z, &) —
Yo(2) uniformly on 0 < x < A.

The fact that yy(x, £) — y.(x) uniformly on 0 < 2 < A now follows
from (6.3), and the corresponding identity obtained by replacing y.(zx, &)
by y.(2).

7. Asymptotic behavior of solutions of (2.1). At this point we
introduce the following hypotheses:
H,. For each ¢ > 0 there is an x, > 0 and a ¥(x, ¢) = 0 with 2¥(z, ¢)

integrable on every finite subinterval of x, < 2 < oo, S 2¥(x, c)dx = oo,

and such that for x> x,, |y| > ¢ we have y*g,(x,y) 2ch (z, ¢).

H, If yx) is in C' and [y@x)|=>c>0 for 0<x< o, then
I(y(®); 0, ) = co.

We have the following result.

THEOREM 7.1. If in addition to H~-H,, either H, or H, is also
satisfied, then any solution of (2.1) approaches zero as x — .

If y(x) is a solution of (2.1), then (Jy[?)’ =2y™y" + 2|y’ | > 0.
Since y(x) is bounded on 0 < z < oo, it follows that (|¥[*) <0, so that
either |y(x)| is bounded away from zero or else y(z)—0. If H, is
gatisfied then, in view of the fact that I(y(x);0, o) is finite for y(x) a
golution of (2.1), it follows that |y(x)| cannot be bounded from zero;
that is, y(x) — 0.

Suppose now that H; is satisfied. As was noted in the preceding
paragraph, (| ¥ |*) is non-decreasing and non-positive, so that lim,_..(|y|*)
exists. This limit is zero, since |y |[* is non-negative, and hence
lim,_..y*y' = 0. This fact leads to the following relations,

—2y*(2)y' () = S:([ y[)'dt = ZS:(y*y” + 1y Pt ,
~2 @ (@) = 2] @ Oatt, v0) + [y O it
—vEW@ > | vt vt

Integration now yields
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L@~ uar = {as| yrg.ar,
2 2 B P s
and hence
1 2 A (7,
gly(x)l > Sxdsgsy 9,4t .
Finally, upon integration by parts we obtain
o oo A
Liv@ = Al vaat — o] vrade + [ sl ve)s

If there is a ¢ > 0 such that |y(z)| > ¢ on z, < x < o, then by H,
it follows that for all x and A satisfying «, <2 < A < =

Llv@ = [, s — | vrat venar

But this implies that wslff(s, ¢)ds < oo, contrary to assumption. Thus,

there is no ¢ > 0 such that [y(x)] > ¢ on an interval of the form x, <
2 < oo, and since |y(x)| is non-increasing it follows that |y(x)|— 0 as
X — oo,

In connection with the comments in §1 of this paper, it is to be
noted that the hypotheses used in [8] to establish the analogue of our

Theorem 7.1 correspond to the assumption that the Z(x) of H; satisfies
S ¥(x)dx = o, ingtead of the weaker requirement made here.

' For the next two theorems we will make use of the following

hypothesis.
H,. There exists a function ¢(x) such that

[94(, Y1) — 94(%, ¥a) | < H(®) | Y2 — 1],
Jor 0 <2 < oo, |?/1|<°° y |'y2|<°° y

where $(x) > 0, xp(x) is integrable on any finite subinterval of 0 <
€ < o, and S xdp(x)de < .
We prove the following theorem :

THEOREM 7.2. If g(x,vy) satisfies H,, H,, H,, H, and g,(x,0)=0,
and if a 1is any constant vector, then there is a unique solution y(x)
of ¥' = g,(x,y) for which y(x) — a as x — oo,

Let G(z) = rw(t)dt. Imitating Hille [3; p. 238], we consider the
following successixve approximations corresponding to a given vector «,

Y(x) =, 0< 2 < oo,

U(@) = a+ | (¢ = Dot vt V<o <o
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We will show by induction that for 0 <z < o,
(@) yx) is defined;

(b)) yu(®) — Yu-i(®) | < | ] [G@)]* _ |al[GO)F

Kkl o k=12

We have |y,(x) — y(x)| = S:(t — x)g,(¢, a)dtl . The integral here exists

since on x <t < o we have |t —x]||g,(f, a)| < t|g,(t, )] < tp(t) |,
which is integrable on * <t < «. Moreover,

|0#) — 0e)| < el | ()t = || G@),

so that (7.1) is satisfied for k£ = 1.

Suppose (7.1) is true fork =1,2, --+, N — 1. Then yy(z) is defined,
since | g,(¢, Yy-1(t) | < ¢(£) | Yy-i(t) |, where yy_,(t) is bounded on 0 < ¢ < 0.
Moreover,

9@ = Uri) | = || = 2 00(Es Yn8) = 90tts Ur-D)E
< S: t¢(t) l yN—l(t) - yN—?.(t) l dt
|a] ” N1
< TI\‘r——nvS t(H)GY - X()dt .

Since G¥-'(t) is bounded, all the integrals above exist. Hence,

_ _—lal {* Py _ lal[G@)]”
| Yw(®) — Yn-o(2) | < (N_l)!gx [G(t)]-'G'(t)dt N1 .

Now yy(@) —a =Y —¥Y) + ¥ —¥y) + +++ + (Yv — Yy-1), and the
series >, | ¥(®) — Yr-o(®) | converges uniformly on 0 < x < <« by (7.1Db).
Hence y(x) = lim,_.yy(x) exists ; moreover »(x) is continuous on 0 < z < o
and satisfies |y(x)| < |a|exp {G(x)}. Therefore |y(x)| is bounded on
0 < 2 < o, and H, with the uniform convergence of {yy(2)} on 0 <z <

implies y(x) = a + S”(t — @)g,(t, y(t))dt, so that

Y'(®) =gz, y@), 0<x< o,
limy(x) =a.

Ir—oo

If Y(x) satisfies Y'"'(x) = gz, Y(x)) on 0 <2 < o and Y(x) — B
as x — oo, then the integral Sw(t — 2)g,(t, Y(E))dt, 0 < 2 < «, exists
and 7(x) = Y(x) — B — S“(t ~ W t, Y(t)dt is such that 7”(z) =0,
0< <o, and 7(x)—0 as z— co. Hence, 7(x) =0 and Y(z) =8 +
S:(t — x)g,(t, Y(¢t))dt. With y(x) as above we then have
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9@) = Y@ | =|a— g+ |t - D, v®) - autt, YNt
<la—gl+ | ) ue) - YO)ldt,

so that by a simple modification of Gronwall’s lemma, (see [1; p. 3b]),
it follows that

ly(@) — Y(x)| < la — Bexp {G(2)} .

If 8 =a then Y(x) = y(x), which proves the uniqueness of solutions of
" =g,x,y) with given limit as & — . Moreover, |y(x) — Y(x)| <
| — B exp {G(0)}, so that we have the following corollary.

COROLLARY 7.1. The solution y(x) described in Theorem 7.2 is a
continuous function of o = y(o).

We now prove the following theorem on the order of growth of
solutions.

THEOREM 7.3. If g(x, y) satisfies H,, H,, H;, H, and g,(z,0) = 0, and
if y(x) satisfies y" = g (x,y) on 0 < & < o, then n = lim,_.y'(x) exists
and is finite, and y(x) = x[n + o(1)].

Note the H, implies |g,(x, ¥)| < ¢(x) |y |, which is all that is needed
here. If y(x) satisfies ¥’ = g,(, y), then following Bellman [1; p. 114]
we write

U(®) = 9(0) + 2'(©) + | (@ — gyt y(®)it

Hence, for © > 1,
9@ | < (YO | + 15O)]) + o #(t) lu(e) | dt
or
L < gy 1+ 1w + [ o400 ar
Therefore, by Gronwall’s lemma, (see [1; p. 35]),
DL < 191 + ly@bexp {{ w0t} ,

and hence there is a constant M such that
ly@)| < Mz, «>1.

Now for x > 1 we have
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[[1oute, won1ae < [ oo 1 wo) 1 dt < M| eacerat

g0 that rl g,(t, y(t)) | dt exists. Since
0

Y@ =y'0) + | ott, vendt ,

we have that y'(x) — 7 as © — o, where

7 =90 + | 0. vent.

The final equality in the theorem is a ready consequence of this finite
limit of ¥'(x).

8. Behavior of solutions of (2.1) with respect to initial values. We
continue to suppose here that H,-H, are satisfied, but not necessarily
any other hypotheses. Let #,(x), y.(x) be two bounded solutions of ¥ =
g,(x,y)on 0 < & < oo, and set 7(x) = y,(x) — y,(x). Then by H,, we have
¥’ >0, so that (|70’ =29 [P+ 29*7” > 0. Since 7(x) is bounded,
we must have [7(x)| non-increasing; in particular, [7(x)| < |[7(0)| on
0 <2< . Suppose now we denote by y(x;a) the unique bounded
solution of %" = g,(x, y) which satisfies y(0;a) = a. Then y(x;a) is
continuous in £ and « jointly, as may be seen from the inequality

ly(@; @) — y(z, 0) | < |y@; @) — y@; @) | + |y@; ) — y(x; @) |,
<la—al+|y@; a) — yx; @) .

Moreover, for any A > 0,

B @i = 1[u; 0 - y0i @ — |"ds| g(t, uit; aat |,

so that %'(x; a) is also continuous in z and a.

We turn now to the question of differentiability of solutions with
respect to initial values. The derivation of our results will involve the
use of a lemma, the proof of which is based on certain theorems due
to W. T. Reid. In [6], Reid has discussed a class of non-oscillatory
linear matrix differential equations which includes as a special case the
matrix equation

(8.2) U'=P@)U, a<a<o

where P(x) is a non-negative definite symmetric matrix with continuous
real-valued elements. As shown in Theorem 6.1 of [6], if U(x) is a
solution of (8.2) which is non-singular on a subinterval b < x < «, and
the necessarily constant matrix U*(x)U'(x) — U*(x)U(x) is the zero
matrix, then
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M@; 0) = (Sb u “*(t)U*—l(t)dt)“

exists and is finite. Moreover, such a U(x) is a principal solution of
(8.2) in the sense of Reid [6] if and only if M(b; U) = 0. In addition,
a principal solution U(x) is characterized by U(x) = U, .(x)C, where C
is a non-singular constant matrix and U, . = lim, ..U, (), where U, (),
t > b, is the unique solution of (8.2) satisfying U, ,(b) = E, U, (t) = 0.

It follows as a special case of Theorem 5.1 of this paper that the
vector system

w” = A(x)u , 0<er<
u(0) = u,, |u(x)| bounded on 0 < & < o ,

(8.3)

where A(x) is a real symmetric non-negative matrix of functions con-
tinuous on 0 <2 < o, has a unique solution. Moreover, Theorem 6.1
shows that the solution wu(x) of (8.3) is the limit, as N— o, of a func-
tion wuy(x) satisfying uhy = A@)uy, Ux(0) =u, Uy(N) =0, N=1,2, ...,
In view of the similar characterization of this solution and of the principal
solutions described above, it follows that the column vectors of U(x),
where U(x) is a principal solution of U" = A(x)U, are particular bound-
ed solutions of u'' = A(x)u. This fact will be used in the proof of the
following lemma.

LEMMA 8.1. Suppose A(x; h) is an n x n non-negative definite sym-
metric matrix, continuous jointly in the scalar x and the vector h for
0<2< o and h in some open set H. Let W,(x) be the unique princi-
pal solution of

Wi(x) = Alw; ) Wi(z) ,
satisfying
W,0)=E.
Then, if hy is tn H we have lim,_, W,(x) = W, (), uniformly for x on

any interval 0 < o < X,
We consider the solutions U = Un(x) of the system

U" = A(w; h)U

(8.4)
Uo)=E, U@©0)=E

or, equivalently,
U=V

(8.5) V' = A(x; h)U
Uo)y=E, VO0)=E.
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The latter is of the form (2.4) of [6] with A =0, B= E, C = A(x; h).
The solution of (8.4) is non-singular on 0 < z < <o, since if £ is a constant
vector such that w = U(x)& satisfies u(x,) = 0 with x, > 0, then
0= Sx“u*(u" — Au)dx ,
0

— ’M/*’M/'

v j’”"(z W+ w*Awyds
0 0

i

—Ep— S:"(; W+ wAuyds

so that £ = 0.

Continuing to use the notation of [6; § 3], we compute the value of
the constant matrix {U, U} = U*(x)V(x) — V*(x)U(x) to be U*0)V(0) —
V*0)U@) =0, and we find that T = E. By Theorem 3.1 of [6] we
know that any solution Y(x) of Y"” = A(x)Y with Y(0) = E has the
form

Y(z) = U(x)[E‘ + G U-(t)U *—1(t)dt>K0] ,
0
for some constant matrix K.

Now by Theorems 5.1 and 6.1 of [6] we have W, (x) = limy... You(%),
where Y = A(x, b)Yy, Yix(0) = E, Y (N) =0. But in view of the
boundary conditions satisfied by Y,y(x) we have

Y (z) = U(x)[E + (S U—l(t)U*~l(t)dt)Ko] ,

with
K, = —<S:V U~1(t)U*—1(t)dt)‘1 .
Hence,
You(a) = U(x)[E - (L U-lU*-ldt)(Sj U-U*-dt )1] ,
and finally,
8.6) W (@) = Uh(x)[:E —(g ,;1U;§“ldt>M(O; Uh):] :

We now need an estimate of U;'(x)U 7 '(x) for large x. To this end
put Z,(x) = (1 + 2)"*U,(x). In view of (8.4), one readily verifies that

A+ 2yZy — 1 + x)Az; )2, =0, Z,0=E, Z)0)=0.
From this fact it follows that
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0= S:z:;[(a UPZL) — (1 + tPA(t; h)Z,)dt

=@+ tpziz|” - S”(l IZYZL - ZEAG; ZdE
0 0

and therefore

(1 + @) ZiH (@) Zi() = S:(l +IZE )+ ZEAZ,G

Consequently, (Z;Z,) = Z}Z, + Z}¥'Z, = 2Z}7Z, >0 on 0 < x < oo, and
75 (%) Z,(x) > Z;7(0)Z,(0) = E for x > 0; that is, U, (x)U,(x) > (1 + z)*E
and hence U; (z)U;*(x) < (1 + «)2E on 0 < & < o for h in H.
Since as h—h, we have U,(»)— U,(x) uniformly on each finite
interval 0 < z < X, it follows that
lim M(0; U,) = M(0; U, .
n->h0
This result, with (8.6), proves the lemma.
We can now prove the following theorem:

THEOREM 8.1. If g,(x,y) = llgyiyjll exists and 1is continuous for
(@,y) in Q: 0<x< oo, |y|< o, and if 9(x,y) satisfies H~H,, then
with y(x; ) as in the beginning of this section, we have that dy(x; a)/oas
and 0y'(x; a)/oa; exist and are continuous in x, a for 0 < x < oo,
la| < o, 7=1,2,+-+,m.

Note that if the hypotheses of this theorem are satisfied, then
d,,(¢, y) > 0 for (x, y) in 2. We denote by ¢ the unit vector having all
components zero but the jth, and we let 4o = ePh, 4y = y(x; a + da) —
y(x; o), where h is a real scalar. Then

(4y)" = g,(x, y(x; a + da)) — gy(®, y(x; @))
= (| 9@, via; @ + 0a9)d0)ay ,
so that

(%)H = <S:gw(x, y(x; a) + 94y)d0><£’hl> , h+0.

In Lemma 8.1 we identity A(x; k) as Sl 9u(2, Y(x; @) + 04y)db, where
0
«a is fixed, and we identify h, as zero. We note that

dy _ dy(x)| _ | dy(x)| _ | 4y(0)]
(T>x=o“em’ and | =T S n] =L

0 < < «. Hence, (1/h)4y is the unique bounded solution of 2"’ = A(x; h)z
satisfying 2(0) = ¢”. As explained above, the unique principal solution
of
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(8~7,) I:, = A(x; h’)ZIb ’
satisfying
(8.77) Zy0)=F,

is the same as the bounded solution of (8.7'), (8.7") guaranteed by
Theorem 6.1 of this paper, of which (1/h)4y is the jth column vector,
for h #+ 0. Lemma 8.1 then implies that lim, (1/h)dy(x) exists and is
equal to the jth column vector of Z(x); that is, for all «, the vector
function y, (v; @) = (9/6a;)y(x; @) exists and satisfies

8.8) (¥a,(2; Q)" = gu(®, Yy(@; ANy (5 0) ;5 0 <@ < oo

Since | Y j(x; a)| <1, we may use Lemma 8.1 with 2 = « in conjunction
with the inequality

| Yo (B, @) — Yo (2, Q)| < [ Yo (@5 @) — Yo (@5 @) | + [ Yo (T3 @) — ¢ (45 @) |

to show that vy, S@; «) is continuous in % and «. Differentiation of the
right hand member of (8.1) with respect to a; shows the existence of
(0/0a,)y'(x; ) and its continuity with respect to x and a.
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A CLASS OF HYPER-FC-GROUPS
A. M. Duguip

1. Introduction. An element g of an arbitrary group G is called an
FC element if it has a finite number of conjugates in G. The set of
all FC elements of G forms a characteristic subgroup H of G (see Baer
{1]). The upper FC-series of G, introduced by Haimo [4] as the F'C-
chain, may be defined by

H, = {1},
H,./H, = HGIH,) ,

the subgroup of all FC elements of G/H;. The upper FC-series is
continued transfinitely in the usual way, by defining

Hw:UHﬁ s

B<a

when « is a limit ordinal. If H, =G, but H; + G, for all 8§ <v, we
say that the group G is hyper-FC of FC-class v, following McLain [7].
A group G in which the transfinite upper central series

M} =Z, < Z, < oo K Zy< vee

reaches the whole group is called a Z A-group (Kurosh [6]), and we may
say that G has class a if Z, = G, but Z, # G, for all 8 < a. Glushkov
[3] and MecLain [7] have given constructions for a Z A-group of any given
class. The main objeet of this note is to construct groups of given
FC-class.

2. Constructions and proofs.

DEFINITION. We say that a group G is of type @, if
1. @ has F(C-class a, with upper FC-geries
{1} :H0£H1£“’ SHw:G,

2. H,.[H, is infinite, for all v <a, and

8. H,./H, has the unit subgroup for its centre, for all vy < a.

Thus the group with only one element is of type @, and, in
constructing a group G of type Q,, we may assume the existence of a
group Gg of type Qg for each B <a. If a is a limit ordinal, we
define G to be the ordinary (restricted) direct product of the groups Gg,

for all 8 < a@. Then G has the properties 1 — 3, and thus has type Q..
For the case @« = B + 1 we shall construct G by ‘wreathing’ the regular
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representation of G, with a certain kind of infinite centreless F'C-group
of permutations of the positive integers. (For convenience, we say that
a group is centreless if its centre consists of the unit element alone.)

DEFINITION. A faithful representation of a group G by permuta-
tions of the positive integers will be called a special representation of
G if

(i) the stabiliser of each integer has finite index in G and

(ii) the intersection of the stabilisers of the elements of any set

of all but a finite number of these integers is the unit subgroup.

DEFINITION. An infinite centreless FC-group possessing a special
representation will be called a group of type F.

To construct an example of a group of type F, let D = B, X B, X +«+
be the ordinary direct product of an infinite sequence of finite centreless
groups B;, 1 =1,2, ---. Let D, = B,,; X B,., X +--, let k, be the order
of D/D, and let the elements of D/D,, in an arbitrary order, be

X?L’Lr Xg; "'!in-

For each element ge D and each » =1, 2, ..., define the permutation
7,, of the integers 1, 2, ..., k, by the rule

Q) Ty(t) = J when gX7% = X7.

Now, for each g € G, define the permutation 7, of the positive integers
by the rule

@ mi+ 2 k) = 7l + Sk,

forallv=1, 2,.--,k,, and n =1, 2, ---. The systems of transitivity
in this permutation representation of D are the sets T, of integers m
such that >72ik, <m < D% ki, for n =1, 2,---. If m e T,, then
the subgroup D, of D is contained in the stabiliser of m. Hence the
stabiliser in D of each positive integer has finite index in D. On the
other hand, suppose g is in the stabiliser in D of all but a finite number
of the positive integers. Then there is a number n, such that g is in
the stabiliser of each integer of each system 7T, with n > =, So if
1 is any integer in the range 1 <7< k,, n > mn, we know that g is
in the stabiliser of 7 + >}7-1 k,, and this means that ¢X? = X?. Thus
g € D,. But the subgroups D,, with n > n, intersect in the unit
subgroup of D. So g =1. We observe also that the permutation
representation of D defined by (1) and (2) is faithful. Thus we have
a special representation of the infinite centreless FC-group D, which
is therefore a group of type F.

LEMMA. If Gy is a group of type Qg and J is a group of type F,
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then a group G formed by wreathing the regular representation of Gg
with a special representation R of J is a group of type Q..

Proof. The wreath group G may be regarded as a semi-direct
product

G=KE, KnNnE=1,

where K = [[,2, A, is the direct product of a sequence of groups, each
isomorphic to G, and FE is isomorphic to J. The automorphisms of K
induced by elements of E permute the subgroups 4,, i=1, 2, .--,
realizing the special representation R of J ~ E. Associated with G is
a set of isomorphisms 6,,, 7, g =1, 2, --- such that 6,,(4;) = A4,, and
if ae A, ge F and g'A,g=A, then g-lag =6,(a). 6, is the
identity automorphism, for all <. (A brief general description of wreath
groups, and further references, may be found in Hall [5].)

Let C, be the set of all elements g in E such that ¢7'4,9 = A,.
Then C, is the centraliser in F of each element of A4;. Since the
representation R is special, the subgroup C,; of E has finite index in &,
for each 7, and the unit element is the only element of K common to
all the subgroups of any set of all but a finite number of the C’s.

For all v < 8, put H, = H(K), the vth term of the upper FC-
series of K. If possible, let 7 + 1 be the least such ordinal for which
H,.(G) + H,,,. Now any element k of K can be written as the product
of a finite number of elements a, € Ay, v=1, 2,-e0,m, and the
subgroup C(k) = N, C;, has finite index in E. But C(k) is contained
in the centraliser of k£ in FE, so g~'kg, with g € K, is finite valued.
Hence

H7+1(G) N K = H7+1-

Suppose kg € H,..(G), where k ¢ Kand ge E, g+ 1. Let o+ 1 be
the least ordinal in the range 74+ 1< o+ 1< A such that kt e H,.,,.
Now H, is a characteristic subgroup of K, and hence is normal in G,
and both kH, and kgH, are FC elements of G/H,. Hence gH, is FC
in G/H,.

We can choose an infinite sequence of distinct positive integers,
My sy +++, such that g—* A%_ g+ A,%, for all 2 =1, 2, ..., for otherwise
g would belong to all but a finite number of the C’s. Moreover, since
C, has finite index in E, for each ¢, we can choose the sequence y,,
My =+« s0 that distinet terms belong to distinct systems of transitivity
in the representation R of E. By relabelling the subgroups A4;, 7 =1,
2, ---, we may arrange that the sequence p, £, -++ is just the sequ-
ence of odd positive integers. So if » is any odd positive integer,
and ¢g*A, 9 =A;, then % is even. Since ¢ < B3, we can choose
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a, € A, — H(A,), for n=1, 3, ---. Let a; =¢-'a,g, and define

_ -1
Crn = g7 g% = a; ay, n=1 3, ---.
Then
aQ, a -1
€h' Cn=(9")g™ =07 ;0 Ay, .

If n+#m, the four integers =, #, m and m are all distinct and thus
(g“) " g°n ¢ H,. Thus gH, is not FC in G/H,, contrary to what we
have already proved.

It follows that the upper F'C-geries of G is

(1} =H,<H<-.-<H=K<G,

for G/K ~ E ~ J, and J is an FC-group. Moreover J is infinite and
centreless, and the factors H,.,/H, are infinite and centreless, for all
v < B, since Gg is a group of type Qg and K is a direct product of
groups isomorphic with Gz. Thus G is a group of type @Q.,, as required.

We have now shown how to construct a group of type @,, given
groups of type @ for all 8 < a, whether « is a limit ordinal or not.
So, by transfinite induction, we have:

THEOREM. There exist groups of type Q., for any ordinal a.

I should like to express my thanks to Prof. P. Hall of Kings
College, Cambridge, who suggested the topic of this paper to me while
I was studying under his direction.
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THE CALCULATION OF CONFORMAL PARAMETERS
FOR SOME IMBEDDED RIEMANN SURFACES

A. M. GARsIA

Introduction. Riemann surfaces were originally introduced as a tool
for the study of multiple valued analytic functions. In Riemann’s
work they appear as covering surfaces of the complex plane with given
branch points. Since then Riemann surfaces have been considered from
several different aspects.

Here we shall follow the point of view assumed by Beltrami and
Klein, who visualized these surfaces as two-dimensional submanifolds of
Euclidean space whose conformal structure is defined by the surrounding
metric. ’

Recent results of J. Nash® on isometric imbeddings of Riemannian
manifolds assure that all models of Riemann surfaces with the natural
Poincaré metric can be C= isometrically imbedded in a sufficiently high
(561) dimensional Fuclidean space. However, the question still remains
open whether or not every Riemann surface has a conformally equivalent
representative in the ordinary three-dimmensional space.

Although the dimension requirement seems restrictive, there is
reason to believe that, since only conformality is required, at least the
compact surfaces can be conformally imbedded. We shall not be
directly concerned here with this existence problem ; instead, we shall
present a family of elementary surfaces which may contain all conformal
types and whose conformal structure can be easily characterized.

In the genus one case, the conformal structure is usually described
by a complex parameter v which gives the ratio of two principal periods
of an abelian differential of the surface. It is always possible to
choose these periods so that their ratio v lies in the region 9N of the
Gauss plane defined by the inequalities :

Sy <0, =2 <Ry <3 [v]>1for Rew< 0, [v] =1 for Rev = 0.

It is well known that every Riemann surface of genus one has in IMN
one and only one representative point.

It is easy to verify that the representative points v of the tori of
revolution lie in the imaginary axis and cover it completely. Thus it
seems plausible that the affine images of the tori of revolution should
cover all conformal types in the genus one case; however, we have

Received February 12, 1959. This research was supported in whole by the United States
Air Force No. AF49 (638)-42, monitored by the AF Office of Scientific Research of the Air
Research and Development Command.

1 ““The imbedding problem for Riemannian manifolds”. Annals of Mathematics, 63
(1956), pp. 20-63.
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found no proof of this fact. Indeed the characterization of the parameter
v for an imbedded surface leads in general to rather difficult problems.

For this reason, for quite some time there have been no known
examples of surfaces whose representative point in M lies off the
imaginary axis. In 1944, O. Teichmiiller? proved the existence of
these surfaces by showing that there are small deformations of the
tori of revolution for which the variation of v is not purely imaginary.

Led by these observations we have tried to develop a method of
uniformizing a given Riemann surface that could be of practical
application for some wide enough family of surfaces. To make our
considerations applicable to surfaces of higher genus we needed to
introduce some parameters to take the role that v plays in the genus
one case. To this end we have adopted as a canonical form of a
Riemann surface the result of the Schottky uniformization. In fact,
some imbedded surfaces can be considered topologically ‘‘ marked’ in a
natural way, and the Schottky uniformization associates with every
marked surface of genus g (>1) a complete set of geometrical invariants
which can be expressed by means of 3¢ — 8 independent complex
parameters.

In view of the importance of these parameters we deemed neces-
sary to include in the first section of this paper a description of the
Schottky uniformization and some general facts associated with it. In
the second section we present a definition of ‘¢ M-surfaces’. These
are imbedded surfaces which may have edge type singularities along
curves but can be made into Riemann surfaces in a natural way. To
generate these surfaces we adopt a process which uses surfaces of genus
zero as building blocks to construct surfaces of genus one and sur-
faces of genus one to construct surface of higher genus.

In the third section we present a method of constructing the
Schottky uniformization of a given M-surface. This method is more
general than it appears in the context since from the existence of
the Schottky uniformization, every marked surface can be considered
an M-surface (dropping the condition that the building surfaces of
genus zero should be globally imbedded.) As will be shown in the
fourth section, this method assumes practical importance when the
building blocks of M-surfaces are ordinary spheres. These special
M-surfaces we have called ¢ natural’”.

To present our results in this case we made use of anallagmatic
coordinates of spheres as introduced by E. Cartain in [2]; for the sake
of completeness a brief introduction to these coordinate is also included.

In the last section a few properties of natural M-surfaces of genus

2 “Beweis der analytischen Abhé#ngigkeit des konformen Moduls einer analytischen
Ringflichenschar von den Parametern’’, Deutsche Math. 7 (1944), 309-336.
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one are studied, and some of the results are used to construet the
Teichmiiller models. At the end a process is given by means of which
all natural M-surfaces can be made into C~ smooth canal surfaces.
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1. A choice of conformal parameters for compact Riemann surfaces.

1.1 Here and in the following Y shall denote a given 2-sphere;
““a coordinate in Y’ shall mean an extended valued complex coordinate
introduced by a stereographic projection of Y upon the Gauss-plane.
Let z be such a coordinate. Since z is defined up to a Moebius transfor-
mation of Y onto itself, we can assume that the points 0, 1, « are
situated wherever we may wish. Whenever it does not lea®to am-
biguities, we shall make use of the same symbol for a point of X and
its complex coordinate.

If 4 is a Jordan curve and a a point of X not lying in 4, we
shall denote by A(«) the connected component of X — A which contains
a. A(a) will be called the interior of A with respect to a. If 4
separates « from another point 8 of Y we have of course

3= Ma)+ 4+ 4(B) .

Let now a,,8, (t=1,2,---,9) be 2¢ distinct points of ¥ and
w, (1=1,2, ---, g) given complex numbers of absolute value greater
than one. Let 7, be the Moebius transformation of 3 onto itself defined
by the equation

(1)

TR —Q,  2—Q,
=,
T2 — 5 2 — £

We assume for a moment that a, =0 and B, = . Under this
coordinate system we have

T2 = W2 .
Let o, and p, be the smallest and the largest of the absolute values
lazlilﬂi, 7::‘2737""9'

If |, ] > (/n)pe./0,) for some 0 < 7 < 1, a circle with center at 0
and radius r = 7p, is transformed by 7, onto a concentrical circle of
radius
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r=lw|r>p,.

Thus if |w,| > p./p, there are infinitely many circles 4 such that

A() N 7,.4(0) .

Before expressing this fact in an invariant way we shall introduce
a notation. If o and B are two distinet points of ¥ by P(a, B) we
shall denote the pencil of circles which admit «, B as a couple of
inverse points.

We have thus shown that:

I. Provided | w,| is sufliciently large we can choose a circle A in
an infinite number of ways so that

(a) 4eP, B)

(b) the points a,, By; «=+: ,, B, are contained in the domain A(B,)N
7, A(a;).

Let 4, be one of these circles.

We shall show now that:

II. Provided the |w,|’s are sufficiently large the circles A, can be
chosen in an infinite number of ways so that

(a) 4,eP(a;, By)

(b) the closed disks

m: 71/11(:81)’ ) Ag(aa)’ TyAq(Bg)

are exterior to each other.

Because of I we can prove II inductively.

Suppose that the circles 4,, 4,, -+, 4,_, have been chosen in such
a way that

(a) AJeP(ajr :81) (,7.:1,2,"‘,7:_1),

(b) the closed disks A,(a)), T,.4:(B); *++; Adii(e;y), Tioydi—1(Bi-1) are
exterior to each other,

(c¢) the remaining points «;, 8, (j = %, © -+ ¢, ---, g) are contained
in the domain

N {4,(8) N 74,y)} .

J=1,i-1

We temporarily assume that a;, =0 and B, = . We let S be the
set consisting of the closed disks

Afey), TA(BY), === Aii@;y), Timidii(Bizy)
and (if 7 < g) the points

Xy Bi+1’ cee, Ay, /Bg .
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Under this coordinate system let o, and p, be the minimum and
the maximum value assumed by |[z| as z varies in S. Clearly the
argument can be completed since, for the same reasons as before, if
| w;| > p./0,, the circle 4 can be chosen in an infinite number of ways
so that

(a) deP(a,, By)

(b) the set S is exterior to A(«;) and 7,4(B;). Let A, be one of
these circles.

A further investigation on the nature of the inequalites to which
the |w;|’s are to be subjected, for such a construction to be possible
would be of some interest, but for our immediate purposes it is not
needed.

We would like to point out, however, that if for a given set of
‘complex numbers {ay, B, w; +-+; @, B, w,} the construction in II is
" possible, then it is also possible for any other set {a,, 8, ®}; +++; a,, By, W)}
such that

]w;lz]wil 7::1,2,"',9.

\ 1.2. Let M, be the subset of the 3g-dimengional complex cartesian
space composed of those points

m ~ {an Bi @y +e2; @, By, wq}

: for which it is possible to choose g Jordan curves 4, 4,, +-+, 4, of ¥
i such that
: (a) each 4, separates a, from g,

(b) the closed sets 4,(a,), 7,4,(B.), ==+, d(x,), T,4,8,)° are exterior
%to each other.

III. The points of M, give rise to compact Riemann surfaces of
.genus g.*
If m~ {a, By w;++~; @, B, w,} and 4,, 4,, -+, 4, are chosen
' to satisfy (a) and (b), we set
R = n {4:(B:) N T da)} -

i=1,g9

We then identify the points of the boundaries 4, and 7,4, of R by
means of the transformation z,. In other words we set Q ~ 7,0 for
each Qe 4,. We do this for 1 =1,2,+++, g. Let X denote the result-
ing space.

We shall make X into a Riemann surface introducing local uni-
formizers.

3 Here the 7;’s are again given by (1).

¢+ The construction presented here is to some extent contained in a paper of Schottky
published in Crelle’s Journal (1887, cfr. [8]). See also Hurwitz-Courant [5], p. 462.
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If P is a point of X which is interior to R and N is a neighborhood
of P contained in R we take as a local uniformizer any coordinate in
Y which does not attain the value oo within N.

If Pis a point of X which lies on one of the A’s, say 4;, we have
to proceed in a different way.

First we take a neighborhood N of P 4n X which is so small that
it is contained in the set

RUTTIR.

Then we define a corresponding neighborhood N* of P in X by
setting

N* = {4(B:) N N} + v, {da;) N N} = RN (N+ t,N).

If z(p) is a coordinate in 3 which does not attain the value o in
N, we introduce as a local uniformizer in N* the function on X which
takes the value z(p) for pe R N N and the value z(z;'p) for a point p
of R n 7,N.

We proceed in a similar way for each of the curves 4,. The
resulting manifold is a Riemann surface of genus g; it will be denoted
by I'(m; 4,, 4y, +++, 4,) and referred to as a ‘‘Schottky model”.

1.3. We shall give statement III a more precise meaning by show-
ing that

IV. Any two surfaces I'(m; Ay, Ayy «++, A,) and I"'(m; A, A, <<, A})
(same m), are conformally equivalent.
Let G be the group of Moebius transformations generated by the

’

7,’s. G constitutes what is usually called a ‘‘Schottky group’’.

We shall denote by f(m) the set obtained from Y by deleting the
limit points of G.

The following properties of G are well known (cfr. for instance [4]
pages 37 to 66), and can be easily established:

(a) The group G is free.

(b) The sets D = ) {A(B)N7da)} and D' = N {TEIN 7o)}

are fundamental regions of G.
(¢) The images of D (as well as those of D') decompose and cover

completely the set I'(m), i.e. ﬁ(m) = Z&TD = ;GTD’5.
TE T
These relations yield

(3) D=3>DnrD

TEG

(4) D=SDnrtD;

T€EG

5 We should emphasize that f(’m) is a disjoint union of the images of D and D’.
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since D and D' are bounded away from the limit points of G° both
these sums, after a finite number of terms, terminate with a string of
empty sets. The equality in (8) is also equivalent to

(5) D=>Dn D

T€EG

and (4) can be written in the form

(6) D =SoDn D).

TEF

We define a mapping” ¢: D— D' by setting
op =1p for p e Dn D .

Since the unions on the right hand sides of (5) and (6) are disjoint
¢ is well defined. Clearly @ preserves the identification of points in I”
and /7 and thus defines a topologieal mapping of I" onto /7, in addition
it maps every sufficiently small neighborhood of I" conformally onto
neighborhood of 77.

From this the assertion follows.

1.4. The abstract Riemann surface represented by any one of the
surfaces I'(m; Ay, 4, <<+, 4,) shall be denoted by I'(m); it shall be
referred to as ‘‘the Schottky model corresponding to m.”

Suppose now that there exists a Moebius transformation of ¥ onto
itself which sends the points «,, B --+; «,, B, respectively onto the
points «j, 5j; ---; «,, B, and assume that the parameters w,, w,, -+, o,
have been chosen in such a way that both m ~ (ay, B, @y; -+ +; g, B, ®,)
and m' ~ (af, Bl, @ +-+; a,, B, ®,) lie in M;. Then the corresponding
models I"(m) and I'(m') are conformally equivalent. Under these circum-
stances, it is natural to identify any two points m and m’ of M, for
which we have

C(),; = (l); ’
(7) if g % 2 (Bi! oy, «,, 181) = (1821 Cl’;, a;u B;)s 7: = 2; v, 9,
if g = 3 (Cl’,;, &y, Oy, Bl) = (az’;’ al, a’;, B;) =23, «->, g .

If I" is a Riemann surface of genus ¢, the Jordan curves 4,, 4,, +--, 4,
will be said to form a ‘‘canonical semi-basis’’ if they can be completed
to a canonical basis for the cycles of I'.

The Riemann surface I' will be said ‘‘marked’’ if a canonical semi-

6 The limit points of G are contained in the sets ri " Ajay), vi ©;A5B;) and =4 As(ay)
(i: j::l’ 2, g)'

7 Here and in the following a ‘“‘mapping’’ shall mean a ‘‘one-to-one mapping’’.

8 By the symbol (z, ¥, 2, w) where z, ¥, 2, w are given distinct complex numbers we

mean the cross-ratio (@ — ¥)(z — w)/(x — w)z — ¥).
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basis has been chosen in I". The surface I" marked by 4, 4,, «--, 4
shall be denoted by the symbol I'(A4,, 4,, +--, 4,).

We shall consider two marked surfaces I'(A,, 4,, ---, 4,) and
I, 4, «-+, A)) as the same object whenever /" ~ /" (conformally) and
4, is homotopic to 4! (for 2 =1, 2, ---,g). With these identifications
the following theorem holds:

g

V. The points of IR, are in a one-to-one correspondence with the
marked Riemann surfaces of genus ¢.

Proof. Clearly, every Schottky model I'(m; A,, 4, ---, 4,) can be
considered a marked surface by the choice of 4,, 4,, ---, 4, as a canonical
semi-basis.

But the converse is also true: namely, to each marked surface
', 4, ---, 4,) there corresponds a Schottky model, uniquely defined
up to a Moebius transformation, and thereby a point of 9M,. This cor-
respondence is easily established after constructing the so-called ‘‘Schot-
tky covering surface’’ of each marked surface. This concept is well
known (see for instance [4], pp. 256-257), but for the sake of comple-
teness, we shall sketch its definition.

Let I'(4,, 4,, -++, 4,) be a given marked surface.

Let M,, M,, ---, M, be a completion of A, 4, -+, 4, to a canonical
basis, and _# denote the free group generated by the cycles M,,
M, ---, M,.

We imagine the surface I'(4;, 4,, «-+, 4,) cut along the curves 4, to
vield a planar region X bounded by the 2g Jordan curves A, 4,, «--, 4,
A7ty A3ty «ee, A7 of I'. We then reproduce an infinite number of exact
replicas X,, of X, one for each M ¢ _#. The closed sets X, are then
glued together according to the following rules:

(i) If M = M,M* (and the first factor of M* is not M;') then the
points of the curve A;* of X,. are identified with the corresponding
ones in the curve 4, of X,.

(ii) If M= M;"M* (and the first factor of M* is not M,) then
the points of the curve 4; of X,. are identified with the corresponding
ones in the curve A4;! of X,.

With these identifications the set ) X, becomes a covering surface
ME g,

of I'. We shall denote it 7°, and call it the ‘“Schottky covering surface’’
of I'(Ay, Ay <+, 4,).

What then remains to be proved is a consequence of the following
well known properties of the surface IQA. (cfr. for instance [5] pp.
483-484 or [4] Chapter X).

9 We tacitly assume, without restriction, that the curves ; do not intersect each other.
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(a) [, is of planar character, it can be conformally mapped into
the sphere 2.

(b) The mapping g, of I, <—»fA which sends each region X, of
I, onto the adjacent region X, , is a cover transformation of ﬁA.

(¢) The group of cover transformations of I, is free and admits
the mappings 1, f,, -++, ¢, as generators.

(d) If ¢ is any conformal mapping of ', into 3, the cover trans-

formations of I°, induce in X, through the mapping @, a set G of
Moebius transformations which is a Schottky group. The generators of
G are given by the Moebius transformations

T, = QP Ty = Q@ cee, T, = @UPTE.

(e) The image X, of X; (where by E we mean the identity in
_#) constitutes a fundamental region for G; its boundary consists of the
curves @A, @A, oo, @Ay @A, A7, oo, A7, and @A;' is the image
of @A, under the transformation 7, for each 1.

Thereby ¢X, and 7,7,, ---, T, originate a Schottky model which is
conformally equivalent to (4, 4,, «««, 4,).

(f) If ¢ is any other conformal mapping of ﬁA into Y, @'p-?
induces a Moebius transformation of X; thus, if we set

T, = el T = o'pe'
and

2 —

TR, R Tiz —
2 — B

- 4 ’
T — B 2—B, TR— B

(under some coordinate system in J3), the corresponding points

::a);

mN(a,ly Bl! Gy =5 Uy, Bg; wg)

m ~ (a1, Bi, @ -++; &, Bj, o))
of M, are to be considered the same since the equalities in (7) will
necessarily be satisfied.

1.5. After Statement V it is natural to adopt the following:

DErFINITION. If I'(4,, 4,, -+, 4,) is a given marked Riemann surface
and m~ {a,, B, Wy +++;a, B, ®,;} is the point of M, corresponding
to it, the complex numbers

Wy Wyy *++y Wy
(8) a)i+g—1:(Bz, ay, o, B) (i:2,---,gifg_22)
Opiggms = (X, Ay, Xy B) (=3,-+,91f g=3)
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will be called “‘the conformal parameters’ of I'(4,, A, <+, A,).

In the following we shall say that a marked Riemann surface
I’(4,, Ay, +++, 4,) has been ‘‘uniformized’’ if the mapping of I4A into X
and the conformal parameters of 7I°(4,, 4,, ---, 4,) have been charac-
terized.

It is interesting to note that Schottky in [8] expressed the abelian
differentials and their periods as analytic functions of the parameters
ay, By, @ e A, B, @, unfortunately, there are some restrictive
hypotheses in his proofs, and the results, although explicit, assume
formidable expressions.

2. Some special models of compact Riemann surfaces.

2.1. The three-dimensional Euclidean space shall be denoted by E.
Any smooth (four times continuously differentiable), non self-intersecting
surface of FE,, homeomorphic to a sphere, shall be called a p-sphere.

A p-sphere shall always be assumed to have been assigned a specific
orientation.

Let 4 be a Jordan curve of a p-sphere I'. If « is a point-of I”
not lying in 4, as before, we shall denote by A(«) the connected com-
ponent of /" — A which contains «.

We can define an orientation of 4 by specifying which of the two
connected components of I" — 4 is to be the interior or the exterior of
4; conversely if 4 has been oriented, we can accordingly speak of the
interior and the exterior of 4 in I". To this end we shall adopt the
following convention:

If @ is a point of 4, ¢t and b are unit vectors having respectively
the direction of the positive tangent to 4 and the positive normal to I”
at @, and if the unit vector n, normal to 4 and tangent to I' at @,
points towards the interior of 4, then the ordered triplet ¢, n, b should
form a left handed frame.

Any oriented surface of E, can be made into a Riemann surface in
a natural way by means of the conformal structure induced by the
surrounding metric. In this fashion every p-sphere can be considered
a compact Riemann surface of genus zero, and therefore it can be map-
ped conformally onto a sphere.

2.2. Let X be a sphere, and z a complex coordinate in ¥. If I'is
a p-sphere, let 2 = @p be a conformal mapping of I" onto ¥. By means
of @ we can transfer to I” several conformally invariant properties of
Y. We shall define the cross-ratio of any four points «, B3, v, 6 of I"
by setting

(1) (a, B, v, 8) = (pa, 9B, Pv, ¥3) .
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The right hand side of (1) is independent of the mapping @. In fact,
if 4 is any other conformal mapping of 7" onto X, the mapping 7 = e
of X onto itself is conformal and necessarily a Moebius transformation.

A Jordan curve 4 of I' will be called a p-circle if the cross ratio
of any four points of 4 is real; i.e., if the curve ¢4 is a circle in Y.

If 4 is a p-circle of I" and «, 3, v are distinct points of 4 by an
“inversion with respect to 4’ we shall mean the transformation ¢
defined by the equation

(2) (op, @, B, v) = (v, @, B, 7)

the bar meaning complex conjugation. Clearly pop-' is in I an inver-
sion with respect to the circle @4.

The most general conformal mapping 7 of I” onto itself is determined
by the images «', 8’, v’ of any three distinet points «, 8, v of I', and
its equation can be written in the form

(zp, &, B, V') = (p, @, B, 7).

Such a mapping will be referred to as ‘‘a Moebius transformation of
the p-sphere I,

We will find it convenient, in order to avoid having to refer back
to the sphere X, to consider Schottky models imbedded in a p-sphere.
Indeed, the construction of these models can be carried out for p-spheres
in exactly the same way it was done in the last section for ordinary
spheres; thus we shall not repeat it.

2.3. Let I, and I, be two p-spheres which intersect along a Jordan
curve A. Suppose that there exists a conformal mapping ¢ of I'; onto
I", which leaves fixed the points of the intersection .

The mapping @ is unique.

In fact, if 4 is another conformal mapping of I, onto /", which
leaves the points of A fixed, then the mapping o' ['y— I, leaves”
more than three points fixed and must necessarily be the identity.

This shows that ¢ is completely determined by the conditions
imposed on it by three distinct points of the curve 4, hence @ may not
exist if the intersection of I, and I, is arbitrary.

A class of examples of couples of intersecting p-spheres for which
such a mapping exists can be obtained by constructing surfaces which
have a common axis of revolution and intersect along a common parallel,
then taking their images under arbitrary Moebius transformations of
space.

Suppose now that the finite ordered set of p-spheres 7y, [Ty, se«, Iy
is such that for each ¢ =1, 2, +--, n:

(a) The surface I',_, intersects the successive one I'; along a Jordan
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curve 4, which we shall suppose sufficiently well behaved. (We set
A, = Ay T, =T).

(b) There exists a conformal mapping 4, of I";_, onto /”; which
leaves fixed the points of the curve 4,.

(¢) 4,-, has on points in common with 4,.

Let each 4, be oriented in such a way that the interior of 4, in
I',_, contains the curve 4,.,. Let A; and A4; denote respectively the
interior of A, in I',_, and the exterior of 4; in I';. With this notation
we have

4,47 + 4, + 4F =T, .

The ordered set of p-spheres Iy, I}, ---, I",_, will be said to generate
“g link of M-surface’’, if in addition to (a), (b), (c) it satisfies the fol-
lowing conditons:

(d) The exterior 4;, of 4,_, in I',_, contains the curve 4,.

(e) No two of the sets 4,.,+4;,N A7 have any points in common.

These conditions being satisfied, the set

L:A0+A;nA;+A1+A1+nA:r_‘i‘""l"An—l’{“A;:—lﬂAo_

constitutes a compact, piece wise smooth, surface of genus one. We
shall make L into a Riemann surface.

For each 1 =0, 1, ---,n — 1 let ¢, be a conformal mapping of I,
onto a given sphere .

Let o, =9, 4, =4y, ', =T, A, = 4,_, ete...

If p, is a point of 4 N 4;,, and N a neighborhood of p, in 7,
small enough to be contained in 4; N 4;,,, we take as local uniformizer
in N the function z = ¢,p, where 2z is any coordinate in ¥ which does
not assume the value o in ¢,N.

If p, is a point of 4,, let N be a neighborhood of p, in /7, small
enough to be contained in the domain {44} .} N4;,,. We take as a
"neighborhood of p, in L the set

N*={47N}y N 47 + Nn 4, + Nn 4.
We introduce as local uniformizer in N* the function defined by setting
2 =@ d,p for p e {4;7*N} N 47
and
z=¢@mp for p e Nn {4,+ 47}

Again, z is any coordinate in ¥ which does not assume the value infinity
in @,N.

10 Here and in the following we shall assume a link to consist of at least 3 p-spheres.
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The conformal structure thus introduced in L agrees in a natural
way with that induced by the surrounding metric of E,. Of course, in
general along the curves 4, there will be discrepancies between angles
measured in F, and angles measured in L.

The surface L will be referred to as a “link of M-surface’’ or
briefly a “link”’. It will be denoted by L(I"y, Iy, +--, ",_).

2.4. We shall now construct surfaces of higher genus by putting
together several links. There are several ways to achieve this. For
our purposes it will be sufficient to construct only surfaces which consist
of a p-sphere I', with many handles, each handle being part of a link
containing I,.

Let L, L,, ---, L, be the links

Ll(rl,[), Pl,l? ty F1,n1—1)
Lz(['z,o’ Fz,lr Ty rz,nz—l)

La(Fg,or ['g,zy ety Fg,nq—l) .

With the same notations as before we shall use the symbols 4, ,,
4.5y 9i.; Where the first index will denote which link the object represented
belongs to, and the second index, which position it occupies in the link
itself.

Suppose that L,, L,, ---, L, satisfy the following conditions:

(f) The initial surfaces I';,, ---, I",, are all the same p-sphere I',.

(g) No two of the sets L, — I, have any point in common.

(h) The closed sets I'y — A, 'y — A7, (4, 5 =1, 2, --+, g) are all
exterior to each other.

Then the set E defined by

E:LlﬂLzﬂ"'ﬂLg*l‘l}:i(Li_Fo),
7

or, which is the same, by

B = %i (Ai,o =+ Am) +igg{Ai+,o N At—,l} + ligli (Li — Po)

shall be called an ‘‘M-surface’’.

E can be made into a Riemann surface using the same local
uniformizers which were introduced for the L,’s themselves.

However, some care has to be applied in the choice of permissible
neighborhoods, and this is solely for points of the surface I,.

We shall illustrate the situation with representative cases:

Suppose that P is a point of = that is in I7,.

If Pe N {4f,n4;,}, then we can take as a neighborhood of P in

i=1,9
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E any neighborhood of P in I", which is small enough to be contained
in () {48045}

If Pe 4,, we choose first a neighborhood N of P in I', which is
small enough to be contained in the domain

Ay A7 0 A5} + 4y +¢=r:,'q {4 0 A4},

then we take as a neighborhood of P in E the set
N* = {A;}LJN} NA47,+ NN 4,,+ NN 45, .

If Pe 4,,, we choose a neighborhood N of P in I',, so small that
N 4,40 (480 0 40D} + Ay + 472 0 A7,

We then take as a neighorhood of P in E the set

N* = {45IN} N 45, + NN 4,, + NN 45,
3. Characterization of the conformal parameters.

3.1. Let E~ (L, L, ++-, L,) be a given M-surface, and E(4,,, 451,
«e+, A,,) denote the surface E marked by the set of curves

Al,v Az.ly **y Ag,l .

We shall now present a construction of the Schottky model cor-
responding to E(d4,;, 4y, +++, 4,9)-

Let us first take under consideration the case that E consists of a
single link L(I"y, Iy, «+-, [,-).

We imagine to have cut L along the curve A,

Using the mapping 4, we can collapse the portion A, + 4;NA; of
L into the p-sphere I',. The new set

X1=Az{A1+Af'ﬂA;}-|—A2—}-A; nA:«x_"“"+An—1+A;—1nA0+A0+A;0/11—

with the points of its boundaries 4, and 4,4, identified by the transforma-
tion 4,, can also be considered a Riemann surface.

We shall briefly deseribe the neighborhoods and the local uniformizers
at the points of the set 4,{4, + Af N4} + 4,.

If pe 4,4,, we choose Nap in I', so that

AN C 4,(Af N A7) + A, + 4F N 47,
we then take
N* = {47'U47'N} N A7 + N N d,{4, + 4}} .

As a uniformizer in N* we take the function
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z=g@p  for p e NN 4{4 + 4}
2 = @, d,4p for p e {47*4;* N} N A7

(provided that z # « in N).
If ped,{47N4;} we choose Nop so that

N ¢ 4,{4;f n 47}

then set N* = N and z = ¢,p (assuming 2z # o« in N).
If pe 4, we choose Nop so that

N cC 4,{4} 0 A7} + 4, + 47 N 45,

then set N* = N and z = ¢,p (assuming 2z #+ o« in N).
L and X, are conformally equivalent.
In fact, the function +», defined by

yup=p forpe A+ AF N 45 + cov 4+ A, + 47 0 A7
yp = 4d,p for p € A, + AF N A7

induces a conformal mapping of L onto X,.
We proceed in a similar way, and collapse the subset

A4+ AF N AT+ A+ A7 N A7
of I', into I'; by means of the mapping 4, the subset
A { Ay 4+ A7 O AT A A{dy + A7 0 A5+ A+ A5 O AT
of I', into I", by means of the mapping 4,, etc..., the subset
dygeqoo e df{ M+ AT OATY A o oo + Ay {dyey + AF 0N Af )} 4+ Ay 4+ A 0 A7
of I',_, into I', by means of the mapping 4,, and set
Xoov=dy oo {dy + A7 O A7} + o0 + Ap{dyey + A 0 A5}
R/ P S P I S S /[ T ull’ B A NV ol S

Again, X,., is made into a Riemann surface, by introducing Ilocal
uniformizers in such a way that the function +,_, defined by

Vi =p for p e Ay + AF N Agy + <o + A, + A7 0 A7,
";bk—lp = 4;p for p € Ak—l + AI:-—-I N A; ’

’\I’Ic-—ﬂo = Achk—l b Azp for p e /11 + A1+ n A;

induces a conformal mapping between L and X,._,.
In this fashion, at each step of the process L and X,_, are kept
conformally equivalent, in particular for ¥ = n we obtain that L is
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conformally equivalent to the subset

Xn—1: Apdyy o Az{A1+A1+ fn A;} 4o
+ 4 {dpey + A5 0 A7} A A + A7 N A7+ 4,

of the p-sphere I',. Of course the points of the boundaries 4, and
d,4, 1+« d,4,, of X,_, are to be considered identified by the mapping
d,4,_1+++ 4, or, which is the same", by the transformation 7 = 4,4,_;
cee 4,4,

3.2. We shall now prove that

I. X,_. is a Schottky model in I',.

Since 7 is necessarily a Moebius transformation of I',, all we have
to show, to justify our assertion, is that = is hyperbolic or loxodromie,
that it has two fixed points o e "y — A7 and Be7A;, and that

th(a) D A(a) .
Now for each & we have

Ak{FIc—l - AI:} = A, + 4f

and since
A DMy — A7
we have
(1) A di—y D A7
Thus if

Ak—l A Al{ro - Al_} D Al:—1 ’
because of (1) it will follow that
(2) dy ooe 4"y — A7} D Af .

However, we have 4,{"y, — A7} = A, + Af D Af; hence (2) is true and
for &k = n we have

(3) ol — A7} D AF DTy — Af .

Since I'y — A7 is closed and A7 is open, the boundaries 4, and 74, of
I'y— A7 and 7{I"y — 47} cannot have any point in common. Therefore,
if a* and B* are two points of I', such that a*e I’y — 47 and B* e 47,
otherwise arbitrary, from (3) follows:

W 4,dy—1 -+ 43 and dpdy -1 - - - 4341 agree along Aj.
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T ) C A (a¥)
and
TA4,(8%) < A,(B) .

From these inclusions we can deduce that 7 is neither parabolic nor
elliptic:
In fact, if ¢ were parabolic with v as a fixed point, then
v = lim 77"a* = lim 7°8* .

n—>c0 N—ro0

But this would imply that
v € A(a*) N 4(B*)

which is absurd.

If = were elliptic and p € 4,(a*), then 77'p € A, (a*) and thus 77
would be contained in an open set D C 4,(a¥); consequently T-"Dc A, (™)
for all # = 1; but for a suitable value of » 77D would cover p. This
would imply that every point of 4, (a*) is interior to A (a*) which is
absurd.

Thus 7 is hyperbolic or loxodromic and its fixed points are determined
by the limits

a = limt{I", — A7}

n—> o0

B = limzra; .
With this notation under any coordinate system in I, the equation of
7 takes the form
- R

w7 — R z2— 8

with |@| > 1. Finally, since ael", — 47, from (3) we obtain
Th4(a) D d(a) .

3.3. We shall now consider the general case.
Let 2 ~ (L4, Ly, ++-, L), imagine E(4;,, 4;,, +--, 4,,) cut along the
curves

Al,u AZ,I! *c ey Ag,l .
We then apply to each link I, the previous construction. Each handle
/’i.l + A::l n Ain‘,z + s + Ai.ni‘—l + A;:n,&—l N A;o (i = 1: 27 "ty g)
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of E, is flattened into /", by means of the mapping +, defined by the
equalities:

D = Ai,ni cee dyydip for p e 4, + Afy N A7,

(4) Ay = Ai,nﬂ cee disp for p e 4;, + Ay N A7,

"P\ip = Az,nip for DL€ Ai,ni—1 + A{ini—1 N A5, .

The resulting subregion X of the p-sphere I', can be considered to be
the intersection

X=Xy N Xpyer N +oe N X, -

of the Schottky models X,,-1 corresponding to each link of E.

The pairs of boundaries 4;, and 4, «+- 4;:4,.4;, of X should be
considered identified by the mapping 4, +-- 4,.4,, or, which is the
same thing, by the mapping 7, = Ay, <+ + 4idi,.  Furthermore:

II. X s a Schottky model conformally equivalent to E.

Proof. As a by-product of the proof of Statement I we obtain that

(a) Each mapping 7, (2 =1, 2, -+, g) is a hyperbolic or loxodromic
Moebius transformation of I,.

(b) The fixed points «,, B, of 7, are respectively contained in
Iy — 4;, and A7 5.

(¢) In any coordinate system in I', the equation of 7, writes
(5) TR— & _ ) 2 @

[3
T2 — 3 2 — B

with |w, ] > 1.
(d) Each 7, satisfies the inclusions (see (3))

T4l — A7} D Afy D [y — A7y
or, changing notation:
(6) T i (@) D Ay () D Ay o) .
Since 4, ,(a,) is open we can safely conclude that (6) implies
Tyl a(a) D Ay )
Condition (c) in the definition of a M-surface requires the closed sets
I'y — AZO = Ai,o(lgi)r r'y— Aj-l = A],l(aj) (7:' .7 =12, -- ) g:

to be disjoint. However, the inclusions
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Tl (@) D Ay ;)

imply
T3 1(B;) C 4, (8:)

hence we must have

T3, 4, (B0) C Ay o(By) -

Therefore also the closed sets

TiAi.l(Bi)’ Aj,l(a'j) (?:, j = 19 27 %y g)

are disjoint. With this, the conditions for X to be a Schottky model
are all satisfied.

The conformal equivalence of X to E is a consequence of the fact
that the function +r defined by the equalities

yp=p for pel,N L, N --+ N L, — > 4,

i=1,¢9

and (see (4))
Yp=+nup for pe Li—To+ 4y,  (1=1,2,-++,9)

induces a conformal mapping of E onto X.

3.4. The mapping +r, or rather its analytic continuation in E,
uniformizes the marked surface BE(4,., 4y *=°, 4,1).

Let £, represent the Schottky covering surface of E(4y, ds1, +*+, 4,
and X the region obtained by cutting E along the curves 4, ,, 4,4, =++, 4, 1.

Let the cycles M,, M,, ---, M, of a completion of A, Ay, -+, 4,,
to a canonical basis of ZE be chosen in such a way that each M, inter-
sects the curves 4,,(7 =1, 2, ---, »,) in the order

Ai,nty A‘t,ni—ly A} At,zy Ai,l .

As before, let _# be the free group generated by the M;s and X,
for each Me _# an exact replica of X,.
Then we have

>

1= Z XM

Me %
where again the boundaries of the X,’s are identified according to the
rules (i), (ii) stated in §1.4.

For each Me_# let 74,€G* be the Moebius transformation cor-
responding to M under the isomorphism of _# onto G defined by setting

12 As before G' denotes the group generated by the 7i's,
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M,— 7, (1=1,2,+--,9).

The mapping » of E, into I, is then obtained taking
Yo =T for p e Xy — 3 4,

i=1,9

and the region of I', onto which EA‘A is mapped is given by the union

VB, = St X
TEG
This shows that X is the Schottky model corresponding to
B4y, Ayqy =+, 4,,) and therefore that the conformal parameters of
BE(d,,, A4, ++-, 4,,) are characterized by the invariants w, and the fixed
points «,, B, of the transformations 7,.

4, Links of spheres.

4.1. Given two oriented spheres /°, and [, intersecting along a
circle 4, there always exists a conformal mapping 4 of I', onto I, which
leaves unchanged the points of A.

The mapping 4 can be constructed in the following way:

Let 7 be a Moebius transformation of E, which sends a point of
4 onto the point at infinity. The circle 4 is taken by z onto a straight
line 74 and the spheres I', and I', onto two planes 7/, I, intersecting
along 4. If 7, and 7, denote the two planes through 74 which bisect
the dihedral angle formed by z/", and ¢/, the two transformations t,
and 7., obtained by reflection across m, and =, respectively, map z/"; onto
zI', with preservation of angles and leave unchanged the points of 4.

The corresponding spheres 7-'w, and 7-'m, generate the inversions
T, =T7'7,T, T,=7"'t,r which map /I, onto /", with preservation of
angles and leave unchanged the points of 4. These two spheres are
called the spheres of antisimilitude of 7", and I', (see also [3] page 230).

To see which of 7, and 7, defines the conformal mapping 4, suppose
that we transfer the orientation of I, and I, onto 7I", and 7I", by means
of 7. The produet R = 7.7, is a rotation of m radians around 4,
therefore whatever may be the orientations of zI°, and zI",, R generates
a sense reversing transformation of 77", and 7I", onto themselves. The
same will also be true for the product

R' = 'Rt

with respect to I', and I',. Since 7, = {t7'7, 7,7} {t7't,7} = R't,, either
T, or 7, is orientation preserving (as a transformation of I", onto I,).
But each of them is a sense reversing transformation of E;, therefore
the transformation 4 is given by that one of 7, and 7, which sends
the interior of I", onto the exterior of I",, The one of z-'z, and 7'z,
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which generates 4 will be called the ‘‘direct’” sphere of antisimilitude
of I, and I,.

We can thus construct M-surfaces by means of collections of inter-
secting oriented spheres. Such M-surfaces will be called ‘‘natural’’.

Natural M-surfaces form a wide family for which the canal surfaces®
are limit elements. It seems reasonable to conjecture that every Riemann
surface can be realized as a natural M-surface. We shall later show
that every natural M-surface can be deformed into a C= canal surface
without altering its conformal structure. For these reasons we found
it of some interest to present a brief study of the conformal parameters
of natural M-surfaces. This will lead to a few results concerning the
conformal imbedding of Riemann surfaces of genus one.

Before presenting these results we need to introduce a few tools.

4.2. The conformal geometry of the 3 dimensional space is simplified
by the use of ‘‘anallagmatic coordinates’’. An introduction to these
coordinates can be found in a paper by E. Cartan [2] or in a book by
R. Lagrange [6]. Here we will give only a brief description of them.

The collection of all planes, properly or improperly real spheres,
and points of E; shall be called the ‘‘3 dimensional anallagmatic space’’;
we shall denote it by .o,

A one-to-one correspondence between the points of a 4-dimensional
real projective space F, ~ (a,, &, a,, a, «,) and the elements of .57,
can be generated in the following way:

To each point a ~ (@, o, ,, @, «) of &, if x, x,, x;denote the
cartesian coordinates of a point of K, we can associate the equation

(1) axd + 22 + 2 — 2a.2, — 20,0, — 20,2, + a, = 0,

If =0 this equation defines a plane of FE..
If a0 (1) is equivalent to the equation

(2) (o= 2) o (= BY 4 (- Qo) = b G

o a, a, a;

which defines a real sphere, a point or an improperly real sphere accord-
ing as the quadratic form

(3) (@, a) =ai + a; + & — aaq,

is greater, equal or less than zero.

This correspondence between 2, and &7, is clearly invertible. The
five real numbers a,, «a,, a,, a,, a, (determined up to a common factor
of proportionality) thus associated to each element of .o/, are called the
‘‘anallagmatic coordinates’ of that element. When expressed in anal-

13 Surfaces which are envelopes of spheres (see [1]).
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lagmatic coordinates, the Moebius transformations of E, become the
homographies of &, which leave invariant the binary form

(4) (a’ B) = alBl + a262 + a363 - %(aOBli + a460) M

This form is assumed as a scalar product in <. We have to
distinguish it from the Euclidean scalar product

(5) X oy = XY, + XYy + XY,

which will also figure in our subsequent formulas. To this end vectors
with 5 components will be denoted by means of Greek characters and
vectors with 3 components by means of Latin characters. We shall
always denote (4) by (a, 8) and (5) by x -y, x - x often by x? a point
a of P, briefly

a~ (o, a a,),
and the binary form (4)
(6) (@, B) = a-b— 3,5+ ap) .

To represent oriented spheres of E, it is convenient to normalize
the anallagmatic coordinates by making use of the factor of propor-
tionality so as to express orientations in an invariant way (see [2]).
This is achieved by requiring that:

(1) If a~ (ay a, @) corresponds to a point of F, we should have

a, +a, >0

(2) If a corresponds to a real oriented sphere I' of E, and
&~ (x,, x, x,) corresponds to an interior point of I" we should have

(a, &) =1
(a, §)>0.

(83) If a corresponds to an oriented plane 7 and & to a point of
the half-space towards which the positive normal of 7 is directed, we
should have

(a, @)y =1
(@, §) > 0.
(4) If a corresponds to an improperly real sphere, we should have
(a, ) = —1
ay+oa,>0.

The transition from Euclidean to normalized anallagmatic coordinates
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can be carried out according to the following rules:
(a) If p~Eis a point of E; and » > 0 then

E=2\1, p, P).

(b) If ' ~a is a sphere or radius R and center in ¢, oriented so
that ¢ is an interior point

“:‘11'3'(1’ ¢, & — R).

(¢) If '~ a has the same center but imaginary radius

a= %(1, ¢, &+ RY.

(d) If 7 ~ a is a plane which contains the point @ and has the
unit vector n as positive normal

a=(0, n, 2n-Q).

By means of these formulas it can be easily verified that:

(i) The cosine of the Euclidean angle formed by two oriented
spheres /', ~ a and I'y,~ 8 is given by the binary form (6).

(ii) A point p~§¢ belongs to a sphere I'~a if and only if
(a, & = 0.

(iii) The equation of the inversion 4 generated by a real sphere
I' ~ & when expressed in normalized anallagmatic coordinates takes the
form™

(7) 48 =& — 2(¢, 8)3,

where & denotes a variable element of &,.

The normalization (1) for anallagmatic coordinates of points of E,
is invariant under produects of inversions generated by real spheres. In
fact, from (7) follows that if & = 1/R(1, ¢, ¢ — R? and & = (1, p, p)
then

* — lp_‘CIZ ’ 2
(7) AE—X————R2 (1, p’, p”)

with

R2

p=ct+ —"-
|p—c|

p—c.

Thus 4§ satisfies condition (1) whenever £ does.

14 See also [6] pages 25-26.
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Using (7) we can readily obtain the anallagmatic coordinates of the
direct sphere of antisimilitude of two given intersecting oriented spheres
I''~a, and I'y~ «,. According to the considerations in § 4.1, the sphere
I ~ & is the direct sphere of antisimilitude of /", and [I', if and only if
the inversion 4 which it generates, transforms the oriented sphere /77
onto the sphere I, oriented in the opposite way; thus in anallagmatic
coordinates we should have

Aal = —d,,
and by (7)
(8) @ — 2Aa, 88 = — a,
or
(9) (@, =52

To find (@, 8) we multiply both sides of (9) scalarly by a, obtaining

10) (@, 8) = =/ LE5?

where by @ we indicate the KEuclidean angle formed by 77, and [7,.
Now, (a,, 8) does not vanish, for otherwise (8) yields @, = — a,; and
since the orientation of & does not affect the outcome of (7) we can
choose the positive sign in (10) so that we obtain

(11) 5 &t a&
2 cos /2

4.3. The conformal parameters of natural M-surfaces admit a purely
algebraic characterization in terms of the anallagmatic coordinates of
the generating spheres.

Suppose first that L~ (I"y, 'y, »+-, I',_) is a given natural link,
and that ', ~a; (1 =0,1, -, n —1). SetI', =TI, @, = @, and @, equal
to the angle formed by I';_, and I'; (¢ =1, 2, ---, n).

Let I'; ~8; be the direct sphere of antisimilitude of /";,_, and I"; and
4, be the Moebius inversion generated by 8§,. In other words

s — Xt Q
' 2cos /2
4. = E— 2(§, 8,)8; .

The results of § 3.2 imply that the Moebius transformation which
defines in I', the Schottky model corresponding to L is given by the
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product of inversions
T=d,dyy s+ 4.

The conformal parameter of L is related in a simple way to the
eigenvalues of 7.

The study of this transformation can be simplified if we introduce
a complex coordinate in I, and make use of the results established in
§ 3.2.

To construct a stereographic projection p = @z of the complex plane
7 onto the sphere /", we can proceed in the following way:

We first choose a basis in &°, which consists of @, and four other
normalized vectors y,, &, &, v representing respectively

(a) ¢, and v,: two distinct real points of I7,.

(b) & and &,: two real spheres containing the points represented
by v, and ¥,, orthogonal to each other and to the sphere I,

We then normalize v, and v, so that

(70) ‘YI) = - 1/2 ;15
and set for each z = x + iy of =«
Pz = N(%o + € + ye, + {2 + ¥y,

where the indeterminate )\, is only restricted to be a positive real
number.
Introducing the two complex points

v = (&8 — 16,)/2, ¥ = (6, + 1€&)/2,
the equation of @ assumes the more suggestive form
(12) Pz = Nlo + 27 + 27 + 2@Ry) .

To find the inverse of ¢, we observe that if
E =N\ + M + Ny + Mm

represents a real point of I', we must have E=¢ and (§ & = 0; this
yields ,

V=2
and
Ao =R .
This means that such a & can always be written in the form

15 The scalar product of two normalized vectors of #; which represent real points of
FE5 is always negative.
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A A
—_x( — — ——)
£ o % + x7+x7+xx071

Thus we can set

-1 _l
(13) PpE = S

=]

In view of the results of § 3.2, the mapping 7 = 4, -+ 4,, restricted to
Iy, is a loxodromic (in particular hyperbolic) Moebius transformation.
Let us denote then by A and B its two fixed points in 7", and assume
that A is the source and B is the sink.

If we set

1 1
=-—=(1, A, 49, v, = —(1, B, B),
o= —-( ) = )

and take for & and ¢, any two spheres satisfying condition (b), since
! maps A onto the origin and B onto the point at infinity of =, the
equation of the Moebius transformation % = @-z@ of x will assume the
simple form

14) ¥z = pe¥z ,

with p>1and — 7 <0 < 7.
Thus for each point

_ .z AL
E=%wo+7w+>w+Tvl,

0

we have (using (13), (14) and (12)):

>y
T T* -1 Z' A ew
E=¢ E=9 M PO ~

pex# 060\ 2m
~xo(%+ i )

0 0

or

27\,)\, )

A priori the indeterminate ), is only restricted to be a positive real
number. However, the ratio Aj/\, depends solely upon the transforma-
tion 7. '

( Ao + 06N + &N

16 By 2/2 we mean an extended valued complex number.
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In fact, since 7 preserves the scalar product of &%, we must have

(&, 7)) = (& '),
(15) (Tf, '71) = (f’ 7_1'71) ’
(o7 7)) = (Yo 74) -

Since v, and v, represent fixed points of 7
Ty = U
7Y, = Y1,

for some: positive real numbers p, and p,. Substituting in the equations
(15) we obtain

S~

EgES

‘—})" = %: Hh=p0.
This gives

T = %vo + Aeiy 4+ Ne¥y + %”}.0% ,
Q

and since \ is arbitrary

Ty = €',
Ty = e Yy ,
Finally, the relation 4,¢,_, = — a; for i =1, 2, ---, n implies

a, = (—1)"q, .

With this we have shown that the eigenvalues of 7 are (—1)", 1/p,
o, €%, e~®, Thereby the relation between these eigenvalues and the
conformal parameter of L is established.

Only little has to be added concerning the general case.

It E~ (L, L, -+, L,) is a given natural M-surface and I', is the
common initial sphere of the I,’s, we operate separately on each link
L, and determine the transformation 7, generated by the spheres of L,.

These transformations alone carry complete information regarding
the conformal parameters of E.

However, unlike the case of a single link, the eigenvalues of the
7,’s are not sufficient by themselves to characterize the conformal
parameters of =, since they yield only the first g of them. The real
eigenvectors of these transformations have to be determined also, and
among them those representing the fixed points A;, B; of each 7, have
to be selected. Then, according to the definition (formulas (8) of § 1.5),
the remaining parameters are given by the coordinates of the points
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B, A;, B;---; A,, B, in a coordinate system in I', for which A,B, and
A, have coordinates 0,  and 1 respectively.

4.4. With the same notation as in §2.3, let L~ (", 'y, +-+,1",-1)
be a natural link and 4; be the intersection of the sphere I';_, with
the sphere I";. If w = pe® is the conformal parameter of L, we shall
say that o is the thinness and @ the torsion of L.

The thinness of the link L can be estimated in terms of the ca-
pacities of the annular domains 47, N 4;. In fact, we have the fol-
lowing:

THEOREM. Suppose that each annulus Ai, N A7 has a capacity c;
satisfying the inequality

1

(16) / c =
log o,

for some o, > 1. Then the thinness p of L satisfies the inequality

an 0= 0000 On,

and the equal sign holds if and only if (16) are equalities and the
spheres Iy, "}, +++, [",_, are all orthogonal to the spheres of a hyperbolic
pencil.
To prove this theorem, we need a few preliminary considerations.
If 7 is a loxodromic transformation of a sphere I'; i.e. if for some
coordinate system in I”

TZ—a _  2—«

z'z—B— z2— 0

the number | @ | (which can always be supposed greater than one) will
be called the ‘‘stretching factor’ of .

Let 4 and A’ be two circles of " having no points in common and
suppose that «, and B, are the two points of I" which belong to the
elliptic pencil generated by 4 and A'. Let a, and B, be ordered in such
a way that the disks A(x,) and A'(B,) are exterior to each other.

LemMMA I. Among all Moebius transformations of I" which map
A(ay) onto A'(et,) only those which admit «, and B, as fixed points have
the smallest stretching factor.

Proof. Let us choose a complex coordinate in 7" which is such that
a, =0, B, = o and 4 has the equation |z| =1. The equation of A’
will then be
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lz]=p

for a suitable p > 1.
If 7 is a Moebius transformation of I" which sends A(a,) onto A'(axy)
its equation can be written in the form

T — & -
= @

72— 3 z2— 8

with @ e Aay), B8 € A'(B,) and |w]| > 1". Now, 7 must send the points

1/a& and 1/8 respectively onto the points p*/@ and ©*/B. In other words,
we must have

o,p  OEow_,Naa poa_ 1
(1) gla — B la -8 p8—8 18 — B

and

(19) (@ B, Ya, 1B) = (a, B, pYla, p*B) .
Equation (18)a gives

_ O —a® 1—aB

(!)- — b
l—aa pP—ap

equation (19), after a few eliminations, yields

,02~0‘ZB.,02—01§—
1—aB 1—aB

:‘02.

Therefore we have

But aa < 1 (since a e A(«,)), thus
lol=p

‘and the equality sign holds if and only if a@ = 0. However, when
a = 0 equations (18)a,b give 8 = o. This proves the assertion.

Let the Moebius transformation (7z — a)/(tz — B) = w(z — a)/(z — B)
define in ¥ a Schottky model M(z). Any circle 4 such that the closed
disks A(a) and 74(B) are mutually exclusive cuts M(r) into a region
A(B)NtA(a) which is an annulus. As a consequence of the previous
lemma we can show that:

17 This follows from an argument similar to that presented in §3.2,
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LEmMA II. Among all circles A for which A(a) and TA(B) are
disjoint, only those belonging to the pencil P(a, B) cut M(z) into an
anulus of minimum capacity.

Proof. Let «, and B, be the two points belonging to the elliptic
pencil generated by 4 and 74, and assume that «,e A(a) and B, € TA(B).*
If ¢ denotes the capacity of the anulus A(B) N 7A(a) the stretching
factor of every Moebius transformation which sends A(«) onto v4(x) and
admits o, and B, as fixed points is given by p = e'“.

By Lemma I we must have

l wl z el/c
or, which is the same (since |w| > 1)
¢ = lflog | w |

with equality possible if and only if &« = «, and 8 = 8,. Q.E.D.
We can now give a proof of the theorem.
If ¢ denotes the capacity of the annulus

A7 — TAT = dy oo A{dy + A3 O A7} + -
+ An{An—l + 47N A;l.} +AD+ ASL N A7,

from a well known inequality of potential theory (cfr. [7]) we obtain

RIS SR
¢ Cy Cn

v

(20) 1
C

and the equality sign holds if and only if the circles 4, --- 4,4,
Ay ooe dydyy ooe, d,A,_., Ay, 4, belong to the same pencil. Since the thin-
ness 0 of the link L is equal to the stretching factor of the transforma-
tion 4,4,-, -+ 4,, from Lemma II we get

@1 pzer,

thus from (20) and (16) the desired inequality follows.

To prove the last statement of the theorem, we observe that the
equal sign will occur in (17) if and only if, (16) being equalities, equality
holds simultaneously in (20) and (21). However, this happens if and
only if all the circles 4, -+« d,4,, 4, <+« dsAy, oo, 4, 4,_,, A,, A; belong
to the pencil generated by the fixed points «, 8 of the transformation

T=4d,dy1+++ 4, .

Let then I be any sphere orthogonal to I", and containing « and

18 This is always the case after a suitable labeling of «g and By.
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B. Since I' is orthogonal to 4,, I” will be orthogonal to I",_, and I}, (the
direct sphere of antigimilitude of 7", and I7,.)

Therefore 4,/" = I and consequently /" is orthogonal to 4,(4,4,-,) =
Ay " will then be orthogonal to I',_, and to I., (the direct sphere
of antisimilitude of I",_, and I",_,). But this implies that 4, 4, =TI
and consequently I is orthogonal to 4, ,4.(4,4,..4,.) = 4,_, ete.
Proceeding in this fashion we obtain that 7" is also orthogonal to
[y Tpesy ++y, Iy, ', The spheres orthogonal to I”, and containing «
and B form a hyperbolic pencil.

Convergely if the spheres I, I, -+, [,_, are orthogonal to the
spheres of a hyperbolic pencil P, so will also be the spheres of anti-
similitude I, I}, ---, I',; consequently each sphere of P will be invariant
under any of the transformations 4,, 4,, ---, 4,.

We can then easily deduce that the circles 4, +-+ 4,4,, +~-, 4,4,_,, 4,
are orthogonal to the spheres of P and thus they all belong to the
pencil generated by the two points a and g intersection of /", and the
spheres of P. But « and B are the fixed points of the transformation
Adpdy—y o+ 4,.

Our proof is thus complete.

Although it will not be needed in the following we would like to
point out that the inequality (17) holds also for general links. In fact,
Lemma II is valid in the stronger form:

“Among all smooth Jordan curves A for which A(a) and TA(R) are
disjoint, only the circles of the pencil P(a, B) cut M(t) wnto an annulus
of minimum capacity.”’ ,

This statement follows from standard potential theoretical consider-
ations.

5. Some special links.

5.1. Let m, denote the w-plane and w,, w, two complex numbers
for which

Tmoaw,fw, < 0.
Let G denote the group generated by the translations

TW = W + W,
(1) TW =W + W, .

If we identify the points of 7 which are images of each other under
the transformations of G, we obtain a Riemann surface of genus one
I(w,, w,).

The surface I'(w,, w,) can also be thought of as the parallelogram
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P={wiw= v+ pw; 0=1A=1, 0= p<1} .

with opposite sides identified by the transformations (1).

This standard construction generates every Riemann surface of genus
one: as a matter of fact, as w, and w, vary, I'(w, w, assumes every
conformal type and each an infinite number of times.

It is clear that two Riemann surfaces I'(w, w,) and I'(wi, w)) are
conformally equivalent if and only if the lattices

L ~ {mw, + mw
’ { - ’ f} ml’ m2:0; ily i2)."
L' ~ {mw], + mawi}
can be superimposed by a similarity. Now it is well known that this
is possible if and only if the two ratios
y="%%and v = ﬂf
w, w}
are images of each other under a transformation of the restricted
unimodular group; in other words if and only if there exist integers
a, b, ¢, d for which ad — bc =1 and

Y =

The set

MW={p:Tmy <0; —1/2< Rev <1/2; |v]>1
for Rev < 0; |v| =1 for Rev = 0}

is a fundamental region of the restricted unimodular group; thus two
Riemann surfaces I'(w,, w,) and I''(w,, w,) will be conformally equivalent
if and only if the complex numbers w,jw, and wi/w} have the same image
point in M.

If we have a Schottky model M(r) defined by a Moebius transforma-
tion

Tz——a:peioz_a

- <
B— P >1, —w <=7

of some sphere X, a conformally equivalent model is given by the surface
I'(log p + 10, 2rt). In fact, the function w = log (2 — a)/(z — ) defines
a conformal mapping of M(7) onto I'(log p + 16, 2r1).

The point

0 _;logp
2r 2

Yy —=
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belongs to M if

(%)2 1 (1"%7?” ) > 1 when 6 >0
(2)

(—2%—)2 + (—1—0-2%;‘2)2 > 1 when 6 <0.

Thus can we conclude that two distinet Schottky models M(z) and
M(z') whose conformal parameters oe’® and p'e¢"’ satisfy the inequalities
(2) are never conformally equivalent.

We shall proceed to show that there exist natural links which are
not conformally equivalent to any of the models 7"(log p, 277).

5.2. Let a=1/R{1, ¢, ¢*— RY», a,=1/RA, ¢, ¢ — R? and
a, = 1/R(1, ¢, ¢ — R?) be three given spheres® of equal radius and
suppose that ce, = ce, = 28, § < R < ¢,¢,/2.

Let 4, and A, be the circles of intersection of @, a, and a, a,
respectively, w, and w, be the planes containing 4, and 4,, d the
intersection of =, and 7, (proper or improper), p the intersection of d
with the plane through ¢ perpendicular to d, and p,, p, represent the
points of contact of the two planes through d which are tangent to «.

We would like to compute the capacity of the annulus

D = A(p,) N 4(py) .

To do this it is sufficient to compute the stretching factor of a
Moebius transformation of & which admits p, and p, as fixed points and
sends A4,(p.) onto A,(p,).

Let 7 denote the plane through ¢ and d, and ¢ the sphere through
A, which is orthogonal to a. Clearly the product

T = T,T,

of the invergions 7z, and 7, with respect to = and o generates a
transformation of @ which is of the type requested. We shall compute
its equation.

We indicate by a and & two unit vectors with the directions of c,e:
and c¢p respectively. Let us assume for simplicity that the origin of
the coordinate system of E, is at ¢. We then have

1
==(1, 0, — R
a =2 )

=0, a, 0).

18 Occasionally we shall make use of the same symbol to denote a geometric object and
its representative in” .
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. ~ N N ~

Setting @ = pce, = pee, and = pep, = pep,:
7w, = (0, —sin pa + cos b, 23),
7, = (0, sin @a + cos ¢b, 29) ,

1 1 .
= —=(1, pi, p)) = s5— (1, —Rs R b, R,
7 plpz( D, p)) 2Rsm«p( inra + R cos )
1 1 .
y, = —==(1, p,, p) = —— (1, Rsin Rcos b, R?) .
v p1p2( Dy, D)) 2Rsm«)l»( inyra + R cosr )

By its definition ¢ belongs to the pencil generated by ¢, and v,, as
well ag to the pencil generated by a and =,.
Thus for suitable values of g, \, ¢/, N

(3) G = py, + Ny, = o+ Nm, .

Observing that since (g, ) = 1 and (v, v,)=—1/2 we must have A=—1//,
equating the middle components of (8) we obtain

M4 1 _ tanqy
A —1 tang

Now
T = Yo T2 = Y1

.9 = % — 2(v,, 0)0 = Ny, and analogously 7.y, = (1/\Y)y,.
Thus for the stretching factor o of the product 7,7, we get

(4) pzxzztanq)—ktan«p
tan ¢ — tanr

this determines the capacity of D®.

5.3. It is easy to show that every point of 9% which lies in the
imaginary axis can be obtalned as an image of an imbedded surface.

In fact, the image of a torus in M is always pure imaginary, and
as we vary the radius of the generating circle, keeping the center fixed,
we can describe the whole imaginary axis.

We shall exhibit a family of natural links with the same property,
and at the same time illustrate our way of computing the conformal
parameters of natural links.

Let a, b, ¢ be unit vectors forming a left handed orthogonal triplet
and set

20 The obvious argument based on the fact that the stereographic projection is a cross-
ratio-preserving transformation would lead to the same result with more or less the same
effort.
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a; = i(l, cos i2% g + sin’izjrb, 1-—- R2>
R n n

(assume % = 8). It can be readily verified that «,, «,, ---, a,_, define
a natural link for every value of K greater than sin z/n and less than
one.

Let 4, denote the intersection of «,_, with a;, and the sets A;, AF
have the same meaning as in § 2.3. To compute the conformal parameters
of the link

L(n, R):A0+A: ﬂA;+°" +An~1+A;—1nA;,

according to the results of § 4.3 we should study the transformation 7
product of successive inversions with respect to the spheres

R  a._ +a .
S = = i1 2 :1,2,..., .
' 2VR —sin'n/n G ")

This does not present any difficulty. In fact, we observe that each
of the a,’s is orthogonal to the plane

e, = (0, ¢, 0)

and the sphere

o= (g & ~ VI F).

Thus all the spheres of P(g, ¢&,) (the pencil generated by ¢, and ¢,
are orthogonal to each of the a;’s and therefore also to each of the §,’s.
This implies that the spheres of P(g,, &) are all invariant under the
transformation r. Consequently also the points ¢, and v, which a, has
in common with the spheres of the pencil P(g, &) are invariant under
7. We can then conclude that 7 admits the decomposition

TY = _1“'70
0
TE, = §,
TE, = &,
7, = (—1)"q,
% = 09,

with a suitable 0 > 0 (if ¥, and ¥, are properly labeled p will result
greater than one).

Thus the torsion of L(n, R) vanishes independently of n and R.
To determine the thinness p we use the formula (4) of last section and
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obtain for the capacity ¢, of each anulus A,_, + 45, N 47

¢y = {log

Recosz/n + sinw/nv/'1 — R2}‘1
Reos/n —sint/nvV1 — RY

Applying the theorem of § 4.4 we obtain

Rcosw/n + sinw/nv/'1 — R*\
5 =
(%) e <R cos t/n — sin w/n V1 — R2)

Clearly for any given % > 3 this function increases from 1 to « as
R decreases from 1 to sin 7/n.
It is interesting to note that if R is kept fixed in (5) and we let n
tend to infinity we obtain
2 1R

linp:e —F .

n—»c0

This result is not surprising since the link L(n, R) then approaches
the torus enveloped by a sphere of radius R as its center describes a
circle of radius one,

5.4. The fact that each link L(n, R) has torsion zero could have
been predicted. We can show that if a natural link admits a plane of
symmetry or a sphere of inversion (which amounts to the same thing)
then its torsion must vanish.

We shall consider two representative cases.

Case 1. All the spheres of the link are orthogonal to the sphere
of tnversion.

Let a,, &, -+, @,., be the generating spheres and € be a real sphere
such that

(@, € =0 (G=0,1,+00,m—1).

From this follows that the spheres of antisimilitude 8, &, -+, §,
will also be orthogonal to € and therefore

(6) € =d,4,,+°+ 4 =¢.
We suppose that ,, ¥,, v, ¥ decompose 7, and set (as in §4.3)

1 _ _ y
T, = ?'70; Ty, = Pv,, TY = €%, Ty = e Yy,

Since € is orthogonal to «, it must be of the form

(7) €= \¥o + MY, + MY+ Ay
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however, for a natural link o > 1 (cfr. theorem of §4.4), and thus the
hypothesis e = 1 is incompatible with (6) and (7).

Case 2. The spheres of the link are interchanged by the sphere of
wnversion. By means of two or more additional spheres we can reduce
(without altering the conformal structure of the link) every possible
gituation to the following one:

The spheres a,, &, «+-, &,_, are an even number n = 2p and further-
more the sphere of inversion & is such that

Ty = Qg Ty = Oy g, Ty = iy, o0, TO, = Q"
The spheres of antisimilitude will then be related in the following way
8, =78, 8,1 = Tedy, oov, 8puy = Te5, .

This implies that the transformation 7 = 4,4,_,+-+4, can be written in
the form

T = Tedydy oov A4,Tdyd, . oo 4,
or, setting ¢ = 4,4,, --- 4;:

T = T.07'7.0 .

Assuming that v, v, are the source and the sink of the transformation
7, for a suitable p > 1 we have

T(TeYo) = TeO ' TOTN, = TT7Y, = 0T, .
In view of the unicity of v, (since 0 + 1) we must have
(8) TeYo = Yo — 2('70: 8)8 = \Y,

for some )\ > 0 (cfr. the properties of the normalization in §4.2). Scalar
multiplication of (8) by w, yields 2(y,, €) = + V' N so that choosing the
positive sign (the orientation of & is irrelevant) we obtain

(9) ezv%.vo—w/i"vl.

Considering the spheres @; in the different order
ap) ap+1! *t aa’ alr ccy ap—l ’

we obtain again the same link; the source and the sink of the corre-
sponding Moebius transformation * = or.0-'r, will then be the points
v, = oy, and v; = oy,. Therefore we must also have

21 By r¢ we mean the inversion generated by &.
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1 —
10 €= ——vy,—V ey
(10) 1/#'7 ny

for some p¢ > 0.

We set ¥ = (5, — 18,)/2, ¥ = (e, + 6,)/2 where &, and €, are any real
spheres containing v, and v, orthogonal to each other and to the sphere
a@,; from (9) follows that

T =9, T =19.

Now (g%, 0v,) = (¥, v) = 0 and similarly (0%, 9,)=(av, o7,)=(07, ov,) = 0,
therefore in view of (10) we deduce

TOTH = T.00 = 0% , TOTY = T.00 = 0% ,
and
=070y =9,y =0"0y=9."

which is what we wanted to show.

Case 2 illustrates the intuitive fact that if a link L admits a plane
of symmetry then whatever torsion L might inherit from one of its
symmetric parts is taken away by the other. This property is not peculiar
to natural links but it holds for all Riemann surfaces of genus one im-
bedded in E.

We shall give only a sketch of the proof for the general case.

If a surface admits a plane of symmetry then it admits an anticonfor-
mal (sense-reversing angle-preserving) mapping onto itself. This fact by
itself is sufficient to exclude that the corresponding parallelgramm lattice
could be a general one, it must have rectangular or rhomboidal genera-
tors.®

However, the case of rhomboidal generators can be excluded also.
The anticonformal mapping generated by a plane of symmetry in E; will
always leave invariant two distinet closed curves of the surface as loci
of fixed points. On the other hand, if a rhomboidal lattice is a general
one, the reflections which preserve the identification of points admit also
two distinet invariant curves, but only one of them as a locus of fixed
points.

5.5. In contrast with the results of the previous section, it is not
difficult to construct natural links whose torsion does not vanish. The
simplest models of such links can be obtained using five linearly indepen-
dent spheres.

22 A shorter but less illustrative proof could be derived from the fact that the equation

tey = v together with (8) leads to an absurdity.
23 We owe this observation to Professor H. Royden.
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In fact, we can show that
If a link L is generated by five spheres a,, &,, --+, &, then its torsion
vanishes if and only if the vectors &, are linearly dependent.

The torsion of L vanishes if and only if there exist vectors which
are invariant under the product of inversions 7z = 4,4, --- 4, generated
by the spheres 8,. Now, the transform of a vector & by 7 (after a re-
peated application of formula (7) of §4.2) can be written in the form

Tf = f - 2(f> 81)81 - 2(4157 82)82 st 2(44 tee Alf’ 85)85

and the equation
(f; 81)81 + (4159 82)82 + eee + (44 b Alf, 85)85 =0

can be satisfied when and only when the §,’s are dependent. On the
other hand if we let a denote the matrix whose columns are the vectors
a,, & denote the matrix whose columns are the vectors §,, and set
1 =VT1+ (@, a))[2 * we have

1/2u, 0 0 0 1/24,
12, 1/2p, 0O 0 0
S§=a|0 1/2p, 1/2¢, 0 0
0 0 /2p, 1/21, O
0 0 0 1/2p,  1/2p,
and

2ty ety
Thus the 8 s are dependent or independent together with the a,’s. This
proves the assertion.

This result does not quite solve our original problem of constructing
models whose representative point in 9 is off the imaginary axis, at
least as long as we do not know when the point 6/27 — 7 (log )27 is
contained in . We shall get around this difficulty by showing that our
models can be made sufficiently thin (cfr. the inequalities (2) of §5.1).
To this end we shall exhibit a family of links within which this defor-
mation is possible.

Let C, C,, ---, C, be points of E, and P denote the closed polygonal
line C,C,---C,C,. Suppose that each segment C,Ci;, (1 =0, +--, 4; C;=C))
has length equal to twice that of the unit of measure, and set 2p, =
angle Ci_16@+1. Let «, be a sphere of radius R and center C,,1i.e.,

2 cfr. (10), (11) of §4.2.
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1 ) 2
(12) a; = ﬁ(l’ Ci’ Ci - R) .

In order that the spheres a,; fulfill the conditions (a), (b), (¢), (d), (e) of
§ 2.3, so that they can be used to define a link, it is sufficient to require
that for each 7—=1,.--,5 a,_, intersects a; and does not intersect
;. (Seta; = a,). We shall thus assume that P is such that

(13) P, > 76 + 7, or C;_,C;.y > 2(1 + ¢) .
for some 0 < 0 < 78,0 < & <1, and restrict R to satisfy
(14) I<R<1l+e.

Let L(P, R) denote the link defined by such a choice of P and R.
From (12) follows that

¢ ¢
(15) deto — L det |} G €3
R ...,
1 ¢ c

therefore the torsion of L(P, R) vanishes if and only if the vertices of
P lie on the same sphere. Now, it is geometrically evident that if we
keep P fixed and let R decrease to 1 the capacities of the anuli 4}, N 47
will decrease to zero (see also formula (4) of §5.2) and thus by the
theorem of §4.4 we can predict that the thinness of L(P, R) will tend
to infinity.

This proves the existence of links whose torsion does not vanish and
whose representative point is in .

More accurate results about the links. L(P, R) could be obtained by
a direct calculation of the eigenvalues of the corresponding Moebius
transformations. However, without going into tedious computations we
can show that: the portion of MM covered by the images of the links
L(P, R) contains a strip of constant width around the imaginary axis.

It can be shown (see[6] pp. 26-28 and 154-155) that the character-
istic polynomial of the Moebius transformation generated by a set of
linearly independent spheres &, 8,, - -+, 8, is given by the expression

L+ 2(81’ 82) e 2(81’ 85)
(16) x(\) = det 208, 8) 1+ ---2(3, )

.........................

208, 8;) 2M8;, &) -1+
On the other hand, from the results of §4.3 we have
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a7 2(A) = (A\* — 2cos On + 1)(A* — 2cos hon + 1) (M + 1)P .

(we have set cos ha = 1/2(p + 1/p)). FEvaluating (16) and (17) for A =1
and equating the results we obtain

(18) sin ko2 sin? 0/2 = — det || (3, 8,)]| -

If we recall the definition of the scalar product ((4) of § 4.2) we see that
it is

0 0 0 0-1/2
0 1.0 0 O
1@,8)|l=8" 0 01 0 0 |3
0 001 O
—-1/206 0 0 0
this means that
det || (3, 8) || = — 1/4{det 3)* .
Substituting in (18) we obtain
: det & |
19 g2 = 1/2 1detdl
(19) | sin 0/2] / sin ho /2

We now observe that for a link L(P, R) we have (q,.,, &;) = 1 — 2/R? and
setting » = V'R — 1, (11) gives

Rédet
det 8 = "——"24/"5 ’
so that, using (15), (19) yields
1 ¢, C:
(20) [det] seeeenens |
. 1 C,
0/2 — 4 4
|sin6/2| 2575 sin o2

We shall get upper and lower bounds for sin ho/2.
Let o be the sink of the Moebius transformation corresponding to
L(P, R), and set

Y=, G, G}), 45" =\ = M1A, G G, e s, 4 =0 =01, G, G?,):P'YO .

Sinece 8§, = 1/r(1, A,, A}) with A, = (C,-, + C))/2, recalling formula (7)* of
§ 4.2 we obtain

2 (1 + 1), since the number of spheres is odd.
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this gives

GA -GA&, ---GA&,
p:: Tw .

But each G, is a point of the corresponding sphere a,; thus we get

1) 0= a+R»
7.10

The theorem of §4.4 gives a bound from below. Let C; denote the
capacity of the anulus 4/, N 47, using (4) of §5.2 and some geometrical
considerations we obtain

C, = {log Rsin o, + 11 — R%cos’p, }“1 ,
Rsin ¢, — V1 — R?cosp,

thus

0= (Rsin @, + V1 — R*cos? ¢,) - - - (Rsin ¢, + VI — R¥cos'p,)’ .
= 7‘10 b

since we keep R < 2sin @, each of the factors in the numerator of the
right hand side is greater than one therefore

(22) o>L

?,.10

Finally (21) and (22) used in (20) yield (assuming r < 1):

1 ¢ C: 1 G, Cj
,det ......... l ldet ......... |
(23) L G _Cil < \ging2|< 1 ¢ Ci
2 {(B+1y—(R—1y) 21 — ™)

These inequalities imply our assertion:
For each polygon P~ C,C, --- C,C, let D(P) denote the value of

If P, is a regular pentagon of side 2 then the link L(P,, R) is certainly
well defined when 1 < RV 2. Simple geometrical considerations to-
gether with formula (5) of § 5.3 show that the link L(P,, /2 )has a thin-
ness P, for which log o, < 2x. Let then P vary among the polygonals
which satisfy the following conditions.

(1) D(P)=+0.
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(2) The link L(P, V' 2) is well defined.
(8) The point v(P) = (6(P)/2r) — i (log p(P))/27 corresponding to
L(P,v/ 2) is contained in the region | Rev| < 1/2,|v| < 1.
Assume 1 < R <1V 2 and set (P, R) = (4(P, R)/2r) — i(log p(P, R))/2x
where 6(P,R) and p(P, R) represent the thinness and the torsion of
L(P, R).

For every fixed P, as R decreases from 1V 2 to 1, the point v(P, R)
describes a curve M(P) which starts from a point outside I, enters
M for a suitably small value of R and tends to infinity from within
M as BR— 1.

The first inequality in (23) shows that each curve M(P) is bounded
away from the imaginary axis. Then, if we let P approach P, because
of the second inequality in (23), M(P) will tend to the imaginary axis
and sweep a neighborhood of the type asserted.

A family of polygons satisfying the conditions (1), (2), (3) can be ob-
tained from the following model. Let (x, v, 2) be a cartesian coordinate
system in E,. Let

C, = (1/Sin 71'/5, 0, 0)’ C, = (%(WP), y(‘l’)! z(‘l’)), C,= (_COt 71'/59 1, 0)
Ca = (—C’Ot ﬂ/57 _1; O)r C4 = (x(‘l’\% '—y(‘l")) __z(ql,\))
with

_ 1
wh) = 172 sin 27/5

y(y) = 1/2 + 2 sin 7[5 cos /10 cos
2(y) = 2sinw/5sinr ,

+ 2 sin 7/5 sin /10 cos

and set P(y) ~ C,C,()C,C,C()C,. The points C, have been chosen so
that P(0) is the regular pentagon of side 2 which lies in the plane z, y,
has its center at the origin and a vertex in the positive real axis. When
\r varies C,(yr), C () describe the circles H, K loci of points whose dis-
tances from C,, C, and C,, C, respectively are equal to 2. A short cal-
culation gives (for 4 < 7/2)

(24) D(P) = 2° sin z/5 sin /10 sin (1 — cos ) .

It can be easily seen that the links L(P(yr), V' 2) are well defined when
defined when || < /4 (the only critical distance in this range is C,C,
and it is well above 21/ 2).

Numerical estimates of the width of the strip covered are poor,
since (21) is rather crude. Nevertheless using (23) and (24) with
R =1.2 and p = 11 we obtain | 6| > 2 degrees.
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5.6. We shall conclude by showing that each natural M-surface can
be deformed into a conformally equivalent C= canal surface. Our con-
struction is based on the following observation.

Let I be a Riemann surface, N a subregion of I” and A4 the boundary
of N. Let N* be a Riemann surface with a boundary 4* and suppose
there exists a conformal mapping 4 of N* onto N which is defined and
continuous up to A4*. Then we can make the set

I'*= (" — N) + N*

into a Riemann surface conformally equivalent to I'. The proof is im-
mediate. We introduce local uniformizers in I'* so that the mapping
@(P) of I'* onto I' defined by

p(Py=P for Pel'*— N*
¢(P) = 4P for PeN*

is conformal.”

We shall illustrate the use of this observation in a simple case.
Suppose I' is imbedded in FE,. Assume that N is a simply connected
piece of a surface of revolution whose boundary is a parallel. Let N*
be any other simply connected piece of surface of revolution which hag
the same boundary and the same axis as N. The existence of the mapp-
ing 4 in this case is trivial. The observation can thus be applied, and
we can deduce that " and I'* = (I" — N) + N* must inherit the same
conformal structure from F.,.

If I' is C> across 4 and we want I'* to possess the same property,
then we have to restrict N* to osculate N along A to an infinite degree.

Our next application will be the smoothing of natural M-surfaces.
Let L be a given natural link and suppose that we want to render
smooth the edge formed by the spheres I', and I", of L. Let 4 be the
circle of intersection of I, and I",. For simplicity we shall assume that
the whole space has been subjected to a Moebius transformation so that
'y and I', have become spheres of equal radius, their centers being interior
points. Let A-, A* be the portions of I', and I', which are exterior to
I, and I', respectively, 7= the plane of A; =, and =, two planes parallel
to © at a small distance ¢ from #. Assume that 7, and 7, intersect A~
and A* respectively and set

dh=m NA, Ay=m, N A .

Let a be the straight line which contains the centers of I", and 7', v
a half plane bounded by a; k, and k, the semicircles I", N v, I, N v
respectively. Let

2 In § 2.3 we have proceeded in a similar way.
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A=vnN4d,A=vnd4d, A,=vn 4,.

Let N be the portion of L generated by the rotation of the ares
Ak A and Ak,A, around a.”

We shall choose k& to be a curve of v which joins A4, to A4, and fits
with %k, and £k, at its end points in a C= fashion. Let N*() be the
surface of revolution generated by rotation of the arc A,kA, around a.
It is easy to see that when the non-Euclidean length of the arc AkA,
in the half-plane v is equal to the sum of the non-Euclidean lengths of
the arcs Ak, A and Ak,A, there exists a conformal mapping 4 of N*(k)
onto N which leaves invariants the points of 4, and 4,. And then, in
view of our observation, N*(k) can be used to replace N in L. It remains
to be shown that such a %k can be found.

Let us first choose & to be the semicircle of v which joins A, with
A, and is orthogonal to . Since k is then a geodesic, using the triangle
inequality, we obtain

(25) n. ELAKA, < n. ELAEA + n. E1.ALA, .

Now, k can be deformed at its end points to fit with k,, and k, as
smoothly as we please, increasing its length as little as we wish. There-
after, if necessary, we can increase the length of % to change (25) into
an equality. '

To complete our argument we must show that L can be rendered
smooth without introducing self-intersections. However, it is clear that
k can be chosen to be a simple curve contained in the circle of center

A and radius the (Euclidean) length of the segment ZZI, for any given

e.
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HOMOMORPHISMS OF CERTAIN ALGEBRAS
OF MEASURES

IRVING GLICKSBERG

The problem of determining all isomorphisms between the L, alge-
bras of a pair of locally compact groups G and H has been considered
by J. G. Wendel [16, 17] and H. Helson [7] (in the abelian case); these
authors showed in particular that all norm-decreasing isomorphisms
arise essentially from isomorphisms between the groups (and are iso-
metries). In the abelian case a device suggested by Helson leads to
much more, and we shall determine all norm-decreasing homomorphisms
of certain algebras of measures (similar to L,) on G into the algebra
of measures on H(cf. 2.1 below.).

Let M(G) denote the Banach algebra of all finite, complex, regular
Borel measures on G, with convolution as multiplication. L,(G) forms
a subalgebra of M(G), in fact an ideal. Because of this, knowledge of
the norm-decreasing homomorphisms of L, algebras into algebras of
measures on another group leads to the determination of all norm-de-
creasing isomorphisms between M(G) and M(H); indeed when G and H
are abelian we shall show that for each norm-decreasing isomorphism
of a (not necessarily closed) subalgebra of M(G) which contains L,(G)
with a similar subalgebra of M(H) there is an isomorphism v of G
onto H and a fixed character § of G for which T is just the measure
gy transported to H via v (whence TL(G) = L(H) and T is an iso-
metry). This is exactly the abelian Helson-Wendel result extended to
superalgebras of L, in the non-commutative situation we can only
obtain the analogous result for compact groups.

Aside from familiar facts about harmonic analysis (as given in [10,
15]) our main tools will be the following results obtained in [6] for a
compact group G:

(1) each multiplicative subgroup of mnon-negative elements of the
unit ball of M(G), other than the trivial subgroup {0}, consists of
translates of Haar measure of a fixed normal subgroup of G [6, 2.4];

(2) each mon-zero idempotent in the unit ball of M(G) is Haar
measure of a subgroup multiplied by a multiplicative character of
this subgroup [6, 4.3].

It is a pleasure to record the author’s indebtedness to K. de Leeuw
for many stimulating comments and suggestions.

NoTATION. As usual CyG) will denote the continuous complex
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functions on G vanishing at infinity; M(G) is of course C,(G)*. The
space of all continuous bounded complex functions on G will be denoted
by C(G).

When G is abelian, G~ will denote its character group with generic
element §; the respective identities of G and G~ will be g, and g,. In
general measures on G will be denote by the letter p and those on H
by v with g, (v,) the mass 1 at g (h). It will be convenient to use p
for the measure and also for the corresponding integral, writing p(f) =

S f(9)u(dg) where integration is always over the entire group. For
notational ease we shall take the Fourier-Stieltjes transform ft of x to
be defined by [u«(g) = S(g, o)(dg)(=p(g)); in particular for absolutely

continuous measures, inversion will involve the familiar conjugation. .

On occasion we shall need to multiply a measure g by a function
f: fp will denote the measure we might define by fu(dx) = f(x)u(dx).
Finally it should perhaps be stated explicitly that the term ‘‘subalgebra’’
should only be taken in the algebraic sense, and all references to
norms on subalgebras of M(G) are to the norm of M(G).

1. Preliminaries. If 7 is an isomorphism of L,(G) onto L,(H), and
G and H are abelian then one has a dual homeomorphism 7 of H™ onto
G~ for which (Tp)” = ftor. This fact from the Gelfand theory formed
the starting point of Helson’s investigation [7], which proceeded to show
7 had algebraic properties as well when T is norm-decreasing. Helson
observed [7, §2] that = could be extended to map almost periodic funec-
tions in a linear norm-decreasing fashion, but found no application for
his observation, which will be fundamental for our abelian results.

Our first result yields the algebraic content of the norm-decreasing
character of somewhat more general maps. Here and elsewhere || ||..
will denote the usual supremum norm for functions, and 0 the func-
tion identically zero.

THEOREM 1.1. Let G and H be a pair of abelian topological
groups, with G~ and H”™ their (algebraic) groups of continuous charac-
ters. Let T be any map of H™ into G~ U {0} with th, = §,. If

(1.11) iaﬂ'ibt” < iaiﬁi]
i=1 oo i=1

for any trigonometric polynomial Z;‘=1atﬁi on H, then 7' G” is a
subgroup of H™ and the restriction of T to this subgroup an algebraic
homomorphism.*

£

1 Actually we could take G~ and H” to be any groups of (multiplicative) characters on
a pair of (not necessarily abelian) groups G and H. One need only replace G* and H*
(below) by the duals of the (discrete) groups G™, H” (into which G and H map onto dense
subsets).
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COROLLARY 1.2. If 7: H™ — G U {0} satisfies (1.11) and th, € G*

then o : h— T(ﬁl)“‘t(ﬂﬁ]) is multiplicative on the subgroup hi't=YG") of
H”™, and otherwise vanishes.

COROLLARY 1.8. If 7: H" — G~ satisfies (1.11) then o : h — (Tfao)‘lrfe
is & homomorphism of H™ into G~. Conversely if o is a homomorphism
(1.11) holds. Finally tdentical equality obtains in (1.11) iff = 1is one-
to-one as well.

Proofs. In (1.11) we are of course demanding that the obvious
linear extension of 7 mapping trigonometric polynomials on H into those
on @ be norm-decreasing, and thus we have a norm-decreasing exten-
gion of this map taking A(H), the almost periodic functions on H, into
A(G). Letting H* and G* be the almost periodic compactifications® of
H and G we then have a norm-decreasing map 7 of C(H*) into C(G*)
with TH* cG*" U {0}. As a consequence the norm-decreasing adjoint
map T* of C(G*)* = M(G) into C(H*)* = M(H*) is multiplicative, for
T*( % p)h) = g% p(Th) = p(Th)pr(Th) = T*p(h)T* (k) since Th is
either 0 or a character. Hence (T*(y, * )" = (T*u) (T*,)" and
from the one-to-one nature of ~ we obtain T*(y, » ) = T,  T*p,.

Moreover from TiiO = th, = g, we see that T* preserves non-nega-
tivity; for £ >0 and |[|g¢|| =1 imply 1= u(g,) = (Thy) = T*ﬂ(ﬁo) <
NT*ull < llpell =1 so that T*p(1) =1 = || T*p||, and therefore T*pn>0.

Consequently 7'* maps the multiplicative subgroup {y,:g e G*} of
the unit ball of M(G*) into a subgroup of the unit ball of M(H™)
which consists of non-negative measures. Thus by [6, 2.4] (cf. in-
troduction (1)) the image consists of translates of Haar measure v of
some subgroup K of H*, and we can write T*p, =19 where '@ ig
the translate of v to the coset v(g) € H*/K. For k in K*(=the subgroup
of H*” = H” of all characters identically 1 on K, hence constant on
cosets mod K) we have (v(g), fL) = VO(h) = T *yg(ﬁ) = pg(Tﬁ) = (g, 7h)
for all ¢ in G < G*. But as usual this implies = is multiplicative on the
subgroup K+ of H" since, for hy,h, in K<, (g, t(hhs)) = (1(g), ki) =
(7(9), h)(v(9), b) = (g, Th)(g, Thy) = (9, Thiths) for all g in G. On the
other hand for 7 ¢ K+ we have 0 = v"@(h) = T*pg(ﬁ) = yg(TiL) = (g, 7h)
for all g in G, and thus vh = 0; consequently 7"'G" is precisely the
subgroup K+ of H”, and our proof of Theorem 1.1 is complete.

We might remark that the converse of 1.1 can be obtained in
somewhat the fashion of the corresponding assertion of 1.3 (below), and

2 Jt will be convenient to view G as a dense subset of G* and A(G) as the restrictions
to G of the elements of C(G*) [10, 15]. Similarly we consider the elements of G™ as the
restrictions to ¢ of the elements of G*™,
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equality obtains identically in (1.11) if tH cG” and, as in 1.3, 7 is
one-to-one. Since we shall have no use for these facts proofs will be
omitted.

The proof of Corollary 1.2 follows immediately from noting that

”(‘L’lkLl)‘l_Xn‘_l aiz'fbiH = ﬁ,airﬁi

(so that (1.11) holds for ¢) while 0(?20) = §,. Evidently ¢ is independent
of the particular choice of iLl.

The direct portion of Corollary 1.3 is a consequence of 1.2, taking
iLl = ho. For the converse part we note that if ¢ is a homomorphism
then interpreting it as a map of H*" into G*~ we have a dual homo-
morphism v of G* into H*, and

(B ok )@ = (Zai)oro) -

Consequently (since we may consider G and H as dense subsets of G*
and H*) we have

(1.12) Hé a.0h, g: atahti(g)l = sup lé aiﬂi('y(g))l

= sup
oo G*

3 (h)| < sup l py aii}i(h)} - H Y azhi”w ,

=1

= sup
Y(G*)

and (1.11) holds. Clearly identical equality obtains if ¥(G*) = H*. On
the other hand since v is continuous and G* compact, ¥(G*) is a com-
pact subgroup of H*, and if ¥(G*)+ H* some non-zero f in C(H®)
vanishes on ¥(G*); since f can be approximated uniformly by trigono-
metric polynomials equality in (1.12) cannot always obtain. Thus identi-
cal equality is equivalent to v(G*) = H*, or dually, to the one-to-oneness
of o, hence of 7.

We shall return to some reformulations and analogues of these re-
sults in §6.

2. Homomorphisms. In order to utilize the device suggested by
Helson we need not restrict our attention to Banach algebras. We
need only insist that our subalgebra A of M(G) have G™U {0} as its
space of multiplicative functionals and be large enough to determine the
norm of each trigonometric polynomial on G. Unless something to the
contrary is stated G and H will represent locally compact abelian groups
throughout this section.

It will be convenient to extend the definition of the Fourier-Stieltjes
transform ft of g in M(G) by setting f(0) = 1#(0) =0, and regard
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G~ U {0} as the one point compactification of G”. Consider the following
conditions on a subalgebra A of M(G):

(2.01) For each trigonometric polynomial 37, a9, on G
|Z 0| = sup{|i(E ain)s e A, el < 1} 5
i=1 oo i=1

(2.02) The set of maps p— [Hg), §€ G U{0}, corresponds in a
one-to-one fashion to the set of all multiplicative linear functionals
on A, and A"cC(G"U {0}).

When both conditions hold A™ contains® sufficiently many functions
to determine the topology of G~ U {0}; for (2.01) implies A” separates
any pair of elements of the compact space G~ U {0}, and thus each g,
in G" U {0} has a base of neighborhoods of the form {§:|f(g)— f4(d.)|<e,
1=1,2,+++,n}, where ¢,e A. A = L(G) clearly satisfies these condi-
tion, and will of course be the most important example.

THEOREM 2.1 Let A satisfy (2.01) and (2.02). Then if T is a non-
zero norm-decreasing homomorphism of A into M(H) there is a compact
subgroup H, of H, a continuous (not mecessarily open) homomorphism
v of G into H|H,, and characters § of G and h of H for which

(2.11) Ti(f) = poISGhf) o7,  fe ClH),
where S denotes the map of Cy(H) onto C(H|H,) defined by Sf(hH,) =
SH F(rRY(@AR') (where v is Haar measure on H,); alternatively

0

(2.12) Ty = hS*Iju

where I' is the homomorphism of M(G) into M(H|H,) defined by setting
ru(f)y=mfov),feC(HIH,), and S* is the adjoint of S mapping
M(H/[H,) into M(H). Conversely each such quadruple H,, v, g, h defines
a non-zero norm-decreasing T via (2.11) or (2.12).

Proof. For each h in H", U (T,u)”(fc) defines a multiplicative
functional on A, and thus we obtain a unique 7h in G U {0} for which
(T;e)A(hf) = fu(rﬁ). Since the elements of A™ suffice to define the topology
of G"U {0} and the functions (T¢)” are continuous on H”~ one clearly
has 7: H~ — G"~ U {0} continuous.

On the other hand 7 satisfies (1.11) as a consequence of (2.01):

(2.13) Hg attﬁi‘ _ = sup

Hell<1

n A
(o)

3 Of course this holds when A” is only a separating subalgebra of C(G"U{0}); but
then we can only assert that G~ forms a subspace of the space of multiplicative functionals
on A (taken in the w* topology).



172 IRVING GLICKSBERG

= sup |73 0k
< sup |Te($ aik)| < |3 adi |

Thus in order to apply Corollary 1.2 we need only verify that th,e G”
for some iLl in H; but such an h, exists since otherwise TH"~ = 0,
(TAY"(H”) = 0 and thus TA = 0 by the one-to-oneness of the Fourier-
Stieltjes transformation. Consequently o : h — (Tﬁl)“lr(ﬁﬁl) is multiplica-
tive on the subgroup K = ¢ Y(G") = ﬁ;lf‘l(GA) of H”, and of course
vanishes elsewhere. As we have seen 7, and thus o, is continuous on
H” so that ¢7*{0} is closed and K = ¢~*(G") is open. Therefore K is
an open and closed subgroup of H”, whence H"/K is discrete, and the
dual H, = K+ of H"/K is a compact subgroup of H.

Dual to the continuous homomorphism ¢|K : K— G~ we have a
continuous homomorphism v of G into K~ = H/K* = H|H,, and thus
for b in K and g in G, (g, oh) = (v(g), k) = v*9(h), where @ is again
the translate to the coset 7(g) of Haar measure v on H,. Moreover the
formula

(2.25) (9, oh) = v"(h)

clearly also holds when h ¢ K= Hy, since both sides are then zero.
Combining (2.25) with a(h)z(h,) = t(hh,), or o(hhiY)r(h,) = 7(h), we make
the following computation, with F e L(H"):

Ty = Sf’(h)T/x(dh) = [Py i
Fpeiyah = ||F @, hydg)dh
[, otiiiyg, <hdipdg)

~ \|F@ iy, chydhde)
HF(h)(h hhii)(g, Thyv*@(dh)dhudg)

= \[(\# e, ai)w, hyro@iyia, <hardo)

= SF (h)(R, By (dR)(g, Thy)dg)

= \S(hi* FYv(9))(9, th)(dy) ,

iy

or, setting h = At and g= h,
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(2.26) Tu(F) = p(§ - [SGF) o v]) ;

since L(H")" is dense in C,(H) and both sides of (2.11) are continuous
in f, (2.11) follows. The alternative form (2.12) follows when we make
the obvious notational transfer.

Conversely given H,, v, § and h, and thus S* and I, the right side
of (2.12) clearly defines a norm-decreasing homomorphism of M(G)—
M(H), as the composition of four norm-decreasing homomorphisms. To
see that 7+ 0 we need only verify that (2.11) remain valid for f =
h'e H™; for then

Tu(h') = p@IS(hR') o 71)

while S(hh')e (H/H) if hiv e H}, and then S(Eh)oy = §'e€G". Con-
sequently TAMR) = AGY) = A~y # {0} for an appropriate &', by
(2.02).

But that (2.11) remains valid for f = h'e H” follows from the same
sort of computation as the preceding; with F e L(H") one obtains

[Fanamnai = Tud) = (@, )SGH@)d9)
= {J@ o, bE@o@nuag
= [ ([ [, 10w, o, hyroampmag)aic
= |7@( (@, prsiiyoomude) )i
= (P mgLs Gy o i

whence (Tu)(h') = p(GIS(hR') o v]) for almost all #’. But the second ex-
pression vanishes for A’ in the open complement of h-Hi so that (by
continuity) the first also vanishes there. On the other hand for B in
R H (also open) we have (g[S (ﬁfc’) o v]) continuous as a function of
' since S(hk)o v = o(hh') where ¢ is the continuous homomorphism of
Hi} = (H|H)" — G~ dual to v. Consequently both expressions are con-

tinuous functions of A’ on h~'H} as well, and thus coincide on this open
set.

2.2 REMARK. When the subgroup H, is trivial (i.e. = {h,}) one may
write 2.12 in the more concise form Ty = I'gy; for clearly we have

Ty = hi'gp so that Tp(f) = pllhf) o 7)) = p@(ho7)(fom) and we
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may replace § by g(%ofy)eG“. This situation will of course occur if
each h in H” produces a non-zero functional on TA, i.e. when TH CG™;
for then Hf = K= H".

2.3 REMARK. If A is an ideal of a larger subalgebra A, of M(G)
and A satisfies (2.01) and (2.02) there is the possibility of applying
Theorem 2.1 to certain norm-decreasing homomorphisms T on A,  For
provided TA # {0}, we may apply the result to the pair A and T|A to
obtain T|A = T,|A where T, represents the homomorphism (given by
the right side of (2.12)) of all of M(G) into M(H); consequently (since
A is an ideal in A)) for pe A, ¢ e A,,

Ty Tp=T¢ ) =T+ p) = Topf » Ty = Topt « Tpe

and (T — Ty)* T = 0. Hence Ty — T,y annihilates TA, and we
need only know that T'A has no non-zero annihilators in M(H) (not
TA,) to conclude that Ty = T,u' for all ¢’ in A,. As a particular case

COROLLARY 2.31. Let A satisfy (2.01) and (2.02) and let A, be a
larger subalgebra of M(G) in which A forms an ideal. If T 1is a
norm-decreasing isomorphism of A, onto M(H), then T is determined
as in Theorem 2.1, indeed as in 2.2 since Hy = {h,}.

Since p+*A = 0 implies ;AJAA = 0 while A7(§) #+ {0} for each § in G
by (2.02), A has no non-zero annihilators in A,. Thus since 7T is an
isomorphism, 7A has no non-zero annihilators in TA, = M(H), and
Ty = fLS*I‘gy. But if v denotes Haar measure of H, one clearly has
(ﬁv) * T = Tp so that we must have hy the identity of M(H), hence
H, = {ho}-

2.4. The following example shows how completely wrong Theorem
2.1 is for arbitrary large subalgebras of M(G) in general; it was sug-
gested to the author by K. de Leeuw. Let G be any non-discrete
locally compact abelian group and, for ¢ in M(G), let p= p» + p° be
the Lebesgue decomposition of p into discrete and continuous parts,
i.e., p* is a countable linear combination of point masses (converging in
norm) and p° vanishes on all one point sets. Since the continuous
measures form an ideal and p? * p? is still discrete, g — p* is a norm-
decreasing homomorphism of M(G)— M(G), or indeed of M(G) onto
M(G*(G* = G in the discrete topology); clearly the map is not induced
by any continuous v : G — G

2.5. The restriction that T be norm-decreasing in Theorem 2.1 can
be replaced by apparently weaker conditions in certain cases. The fol-
lowing result has a much simpler proof when A = L\(G).
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THEOREM 2.5. Let A be a subalgebre of M(G) satisfying (2.02)
which 1s spanned by its mon-negative elements and has sufficiently
many of these to determine the mon-negative almost periodic functions,
1.e.,

(2.51) feAG) and p(f) >0 for all £ >0 in A imply f£>0.
If T is any mon-zero homomorphism of A into M(H) which preserves
order (¢t > 0= Ty > 0) then T is norm-decreasing. If A also satisfies
(2.01) then Ty = S*I'y, pe A.

Proof. As in Theorem 2.1 we obtain 7: H™ — G"U {0} with T/l(i[) =
;z(rﬁ). The functional g — Tp(fzo) cannot be zero for then 0 = Tpu(1) =
|| Tpe|| for g2 > 0, whence T'A = 0 since the non-negative elements span
A. For £>0in A, p(thy) = Tu(h,) =0 so that zh, >0 by (2.51), and
thus th, = §,. Consequently for g >0, ||p2]| = p§) = puzhy) = Tpx(hy) =
|| Tpele.

Let 7, denote the linear extension of 7 mapping trigonometric poly-
nomials. If p is a non-negative trigonometric polynomial on H and
¢ >01is in A then p(rp) = Tu(p) > 0, so that 7,p > 0 by (2.51). Thus
7, preserves the order of real valued trigonometric polynomials, and
since 7hy = §,, —1 < p < 1 implies —1 < 7,p < 1. But for any trigono-
metric polynomial p = 37, a,fzi, if p* = Z?ﬂaiﬁ'% then (p + »*)/2 and
(p — p*)/2i are real valued, with values bounded by —||9||~, ||?]||.. Hence
Iz + p%)/2|l« = [IPlle) T2 — 2¥)/2]l = 70 — P¥)/2i]|. = [|P]|, and
therefore ||7,p]| < 2| p]|w-

Consequently 7, extends to a bounded map of A(H) into A(G), which
we may view as a map of C(H*) into C(G*); calling the extension 7,
we have Tu(f) = iz, f), e A, f € C(H*), since this held for trigono-
metric polynomials. Moreover this identity implies 7, (as extended)
preserves order by (2.51), so the adjoint 7y : M(G*) — M(H*) must also
preserve order. As before we conclude from 7,4, = g, that el = |l el
for # >0 in M(G*). Therefore 7,7 maps the point masses on G* into
the unit ball of M(H*), and thus their w* closed convex circled hull
into the same set. Since the hull coincides with the unit ball of
M(G*), |75 |l = llell =1, and, for z in A,

sup [T f)| = ’I§gpﬂlﬂ(fof)!§”shlp [T )] = 122l
o= 1'0 w1

I eo=1

where f varies in A(H). But the norm of 7Tu as a functional on A(H)
coincides with its norm as a measure ([4], [6, §5]), whence || Tu| =
ll¢tll, and T is norm-decreasing.

For the final statement in 2.5 we need only note that since h,=4g,,

¢ At this point the proof for 4 = L; is essentially complete; for T' is clearly norm-
decreasing on simple functions (rather, on the corresponding measures) and these are dense.



176 IRVING GLICKSBERG

and since our present = coincides with that obtained in the proof of
Theorem 2.1, we may take ﬁl = h} in deriving (2.26), so that b= I{O,
g = g, in (2.12), completing our proof.

It should perhaps be noted that portions of the above proof can be
used to obtain an analogue of Theorem 1.1 in which (1.11) is replaced
by *¢ ;‘,1airﬁi >0if >, ah, > 07’; for clearly our argument shows
this condition implies (1.11).

If the group H has a connected dual we can replace ‘‘norm-de-
creasing’’ in Theorem 2.1 by ‘‘bounded’’.

THEOREM 2.6. Let A be a subalgebra of M(G) satisfying (2.01)
and (2.02), and suppose H™ is connected. If T is any bounded mon-
zero homomorphism of A into M(H), then T 1is nmorm-decreasing; con-
sequently there is a homomorphism v:G— H and a § in G~ for which
Tp =rgp, pe A, In particular if A is a closed subalgebra, all non-
zero homomorphisms of A into M(H) arise in this fashion.’

Proof. As in the proof of Theorem 2.1 we obtain a continuous
map 7:H™ — G U {0} with 'G™ # ¢; further, the linear extension of
7 mapping trigonometric polynomials is bounded by a computation an-
alogous to (2.13), and we may view this as extending to a bounded map
7,: C(H*)— C(G*). Again 77 : M(G*) — M(H*) is multiplicative (as in
1.1), for k) = p(toh) = p(th), or (tFp)~ = frot, fre M(G¥).

Now (for any locally compact abelian G) if we define fie M(G*)
corresponding to pe M(G) by setting fi(f) = SG flo)udg), fe C(G*) (so
that fi represents the restriction of the integral corresponding to g to
almost periodic functions) then p—fi is an isometric isomorphism of M(G)
into M (G*) ([4], or [6, §5]), and, as functions on the set G~, ﬁ: fr. Moreover
as a consequence of a theorem of Bochner-Schoenberg-Eberlein [4], M(G)™
consists of just those g in M(G*) with /i continuous on the space G™.
Thus, for ¢ in M(G), since 7 is continuous and (z7fi)" = ﬁo T=/florT,
we have (7;fI)" the transform of some measure oy in M(H), i.e.,
ot = (op)~. Clearly ¢ is a multiplicative map of M(G) into M(H).
Since 77'G” # ¢ for any % therein we have Iayg(}i)l = ]f;kﬂg(hA)] =
| ﬁg(‘cﬁ)] = ]yg(rﬁ)| =1 for all g in G, whence oy, + 0. Consequently
if E denotes the set of all point masses on G,cE forms a bounded
non-zero subgroup of M(H) so that (H~ being connected) by a theorem
of Beurling and Helson [3, §5] ¢F consists of unimodular multiples of
point masses on H. Thus E maps into the unit ball of M(H) under o,

5 Such homomorphisms being automatically bounded since A is a Banach algebra and
M(H) is semisimple.
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or equivalently E~ maps into the unit ball of M(H*) under zF. But
E~ is w* dense in the set of point masses on G*, and thus 7 carries
all point masses on G* into the unit ball of M(H*). As in the proof
of Theorem 2.5 this implies ||Tu|| <||¢|l, pe A. The final assertions
of 2.6 now follow from 2.1 and 2.2, since the connectedness of H”™
precludes the existence of any non-trivial compact subgroup H, of H.
A consequence of our proof is

COROLLARY 2.61. Let H” be conmected, and let z:H™ — G~ U {0}
be any non-zero continuous map for which

i aﬂii”w < M'

i=1

S i

Jor all trigonometric polynomials Zzi.lafci on H. Then M can be re-
placed by 1, TH CG", and h — (ch)"'th is a homomorphism.®

For the map again extends to a bounded map 7, of C(H*) into
C(G*) with ||7y]] = |75l <1 so that M can be replaced by 1. Since a
translate of 7-'G” provides us with an open subgroup of H™ by 1.1,
T7'G" = H™ and we need only apply 1.3.

2.7. A result of Leibenson [9], improved by Kahane [8], can be
stated as follows: the only maps 7 of the circle group 7" into itself for
which fo 7 has an absolutely convergent series whenever f does are of
the form 7(t) = ¢, - t*, where t,e T* and n is an integer. The following
corollary of 2.6 yields a stronger assertion as a special case (G” =
H™ =T'' A = L(G)); the result is of course essentially a dual formula-
tion of 2.6.

COROLLARY 2.71. Let A be a closed subalgebra of M(G) satisfying
(2.01) and (2.02), and let H™ be connected.” Then any map T of H™
into G~ for which

fe A" implies fore M(H)"
must be of the form
e(h) = § - a(h)

where € G and o is a continuous homomorphism of H” into G™.

6 Note that continuity cannot be dropped from our hypothesis: for a map of R™ which
merely interchanges two elements produces a bounded map of trigonometric polynomials
on R.

7 In this and our subsequent results involving a connected dual (viz: parts of 3.5, 4.2,
4.3, and 5.1) (2.01) can always be replaced by the requirement that || p||e << Ksup {| u(p)|:
w€A,||nt] =1} for all trigonometric polynomials p.
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Proof. Let Ty be that element of M(H) for which (Tu)” = ftor,
peA. Clearly T is an algebraic homomorphism of A into M(H), which
must be bounded since A is a Banach algebra and M(H) is semisimple.
Moreover T is non-zero, since otherwise A"(rH™) = 0, contradicting
(2.02). Thus 2.6 applies to yield a continuous homomorphism v:G — H
and a ¢ in G~ with Ty = I'gy, pe A, whence as before

k) = (T (h) = Tuth) = Fiph) = wGth o v)) = f(Gh o 1)

for all g in A, b in H”. Consequently (k) = §(h o) = §o(h) where
0:H" — G is the continuous homomorphism dual to v.

It should be noted that we cannot obtain the type of boundedness
required in 2.6 by simply assuming A is a Banach algebra under some
norm.

An analogous result, in which connectedness is replaced by more
stringent requirements on 7, is a consequence of 2.5 and Bochner’s
theorem. We shall omit its most general statement, taking our algebra
A to be L,(G) so that no specific hypotheses concerning the algebra
appear.

COROLLARY. 2.72. Let T be a map of H™ into G~ for which ¢ ot
is positive definite on H™ whenever @ 1is a positive definite element
of C(G"). Then t 1s a continuous (but mot mecessarily open) homo-
morphism.

Proof. Since the Fourier-Stieltjes transform of a measure is a
linear combination of four positive definite functions we may define T
as before for ¢ in A = L(G) to obtain a non-zero homomorphism of
L(G) into M(H). Moreover, p >0, pe L(G) imply fr is a positive de-
finite element of C,(G"), and thus (7Tp)” = frotr is positive definite.
Thus (by Bochner’s theorem again) Tyt >0, and we may apply 2.5 to
obtain Tyt = S*I'p, pe L(G), in the notation of Theorem 2.1. But for
h ¢ HE we have L(G) (ch) = (TL(G)) (k) = (S*I"L(@))"(h) = 0; hence
from tH CG” we conclude that Hi = H™ and H, is trivial, Tp = 1"u
and therefore T/J(ﬁ) = y(rﬁ) = y(ﬁ o), so that 7 appears as the dual
to v, completing our proof.

The same proof (except for the final step) applies if one takes ¢
only to be a non-trivial map of H” into G"U {0} (i.e., with 77'G" +# ¢);
one obtains the fact that Ty = S*I'p, pe L(G), and concludes that 7
is a continuous homomorphism on the open subgroup z-'G"~ of H” (in
order to consider @ o 7 as defined on all of H™ one should include 0 in
the domain of @, with ¢(0) = 0).

2.8. It is tempting to try the same approach in the non-commuta-
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tive situation, replacing characters by finite dimensional matricial rep-
resentations; apparently only in case H is compact can we obtain any
congequences without a deeper investigation.

For any map ¢ of functions and matrix U = (u;;) of functions let
oU represent the matrix (g(u,,)). Then if U is any bounded continuous
finite dimensional matricial representation of H, v — v(U) is a bounded
representation of M(H). Moreover if T : L,(G)— M(H) is any bounded
homomorphism, then ¢ — Tp(U) is a bounded representation of L,(G)
and, as is well known, must be of the form p— ;1((7), where U is a
continuous bounded matricial representation® of G. Viewing C(H) as a
subspace of M(H)*, the adjoint 7* maps C(H) into L,(G)* = L.(G),
and we may clearly identify U and T*U = (T*uy,;) as identical matrices
of elements of L.(G). Consequently we can take T™*u,, as a continuous
function, indeed an almost periodic function, on G.

Now if H is compact the Peter-Weyl theorem assures us that we
can view T* as mapping C(H) into 2(G); moreover this map 7 is clear-
ly norm-decreasing if 7' is. Each g in M(G) provides us with a func-
tional f& on 2A(G), and since 7*:2A(G)* — M(H) is norm-decreasing,
7Bl < 1 pll < |l so that o:pp—7*f is a norm-decreasing map of
M(G) into M(H). But ¢ is automatically multiplicative: for

o(px )U) = (% 1)~ (U) = px p(U) = i U)p(T)
= o U)oU) = (op» o' )U)

for all U, so that o(y* ') = a(p) * a(¢) by the Peter-Weyl theorem.
Thus E = {opy,:9€ G} forms a multiplicative group in the unit ball of
M(H).

Unfortunately the results of [6] do not determine all groups in the
ball of M(H) in the non-abelian case, but only those consisting of non-
negative measures. FE will be such a group if T (and therefore T%,
7, 7% and o) preserves order; moreover we then have p— Tpy(1) a non-
zero representation of L,(G) if T # 0 (otherwise 0 = Tu(l) = || Tx|| for
all ¢ >0, hence for all ). Since g — Tp(l) also preserves order,
T*1 =1. As a consequence 7T is automatically norm-decreasing (cf.
footnote 4), and E # {0} since oy,(1) = p(r1) = p(T*1) = 1. We thus
have E a set of translates of Haar measure of a normal subgroup H,
of H, and can write as before gy, = V"9, v(g9) e H|/H,.

But the map g — I, of G into A(G)* (taken in the w* topology) is
continuous, so that g — t*f;, = v*@ is w* continuous, and one can easily
conclude that v is a continuous homomorphism of G into H/H, More-
over since g — f, is w* continuous we can represent [t as the w* con-

vergent vector valued integral Sﬁqy(dg), pre M(G). Applying % we

8 That is, a homomorphism into a group of (possibly singular) matrices.
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obtain o*71 = [e*7,pdg) = | pdg) so that T*(s) = [ =
USfov),fe C(H), in our earlier notation. Finally we have z*u = Ty,
pre L(G): for v*(U) = w(zU) = y(T*U) = T(U), all U. Hence we
may write T = S*I".

Actually if T is any non-zero norm-decreasing homomorphism what
we really need to know is that some one-dimensional representation of
H induces a non-zero representation of L,(G). For then we have multi-
plicative characters x' and y of H and G respectively for which T(y’') =
2(0); consequently ¥ Ty'u() = Ty 'u() = x*i(x) = (1) and the norm-
decreasing map T,:p— x'Tyx'p¢ has TF1l =1, whence it is easily seen:
to preserve order (as in 1.1). Thus Tu = (') *S*[yy.

THEOREM 2.9. Let G be any locally compact group, H any compact
group. Then any non-zero order-preserving homomorphism T : L(G) —
M(H) s of the form S*I'. If T is merely norm-decreasing and T*y'
18 a non-zero element of L.(G) for some multiplicative character }' of
H, then Tp = x"S*["yp, where x",x are multiplicative characters of
H and G respectively; indeed y" = (x')', x = T*Y.

3. Isomorphisms. An almost immediate consequence of Corollary
2.31 is the fact that isometric isomorphisms between M(G) and M(H)
arise in the same simple fashion as in the case of L, algebras. Actually
we have a stronger result.

THEOREM 3.1. Let G and H be locally compact abelian groups,
and let A be a subalgebra of M(G) containing L,(G), B a similar sub-
algebra of M(H). Then for any isomorphism T of A onto B which is
norm-decreasing on L,(G) there is an isomorphism v of G onto H and
a character § of G for which

Ti(f) = t9(fo), feCyH), peA.

Thus T is an isometry and T(G) = L,(H).

Before proceeding to the proof of Theorem 3.1 we might note that
L,(G) can be replaced in our hypothesis by any subalgebra of M(G)
satisfying (2.01) and (2.02) which is an ideal in A.

Proof of Theorem 3.1. Applying Theorem 2.1 to the restriction of
T to L,(G) we obtain characters §, and h,, and operators S* and I" for
which Ty = h,S*I'g,p, e L(G). Consider the norm-decreasing isomor-
phism T, = h7*T§;* of A, = §,A onto B, = h{'B. A, contains L,(G), and
B, contains L,(H), while T, =S*I"'p for g in L(G). Evidently
v* Ty = Top, e L(G), where ¥ is Haar measure on H,. Since ¥ is an
idempotent, ¢t — U * Typt is a homomorphism of A, into M(H) which is
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one-to-one on L,(G). Consequently it is one-to-one on all of A, for
U* Tope = 0 implies U+ Ty(pe * pf') = 0, ¢ € L(G), whence gt * ¢/ = 0 by the
one-to-oneness on L,(G), and ¢ =0. But if H,=+ {h} we have H{ a
proper open and closed subgroup of H~ so that we can find a v in
L(H), v # 0, with {(H#) =0, by the regularity of L,(H). Since b is
the characteristic function of H, (U *v)” = UH = 0, and P*y = 0; on the
other hand v = T\p, re A, o + 0, so that ¥ * v = 0 by the one-to-oneness
of £— o= Ty, and we conclude that H, = {h,}. Thus 7 appears as a
continuous homomorphism of G into H, and we may now write Tyt =
Iy, pre LG).

As a consequence’ we have (T,) (h) = (') (h) = p(h o 7) = fi(h o),
pe L(G), with hovyeG”, so Tt — (Toy)”(ﬁ) is a non-zero functional on
T.L\(G). Repeating a previous computation, we have, for p in A, and
¢ in L(G)

Topex Topt = Topex p) = D(pex pr) = Fpes Iyt = T Tyt

L(G) being an ideal, so that (T,n — I'p) * T,L(G) = 0. Thus for each
h, (Tott — I'p)"(h) = 0 whence Tyt = I'pt, pre A,. Consequently Tu(f) =
WG f) = Tgphf) = gpho v - fov) = t@u(fo 7)) for g in A, and it
remains to show v is an isomorphism of G onto H.

First o(G) is dense in H; for otherwise we have a non-zero f in
C(H) with fovy =0, while v(f)+#0 for some v in L(H), v = T,
whence 0 = u(f) = Tou(f) = (f o v) = 0. Moreover v is one-to-one since
if 7(9.) = 7(gs) then 2= 1, — 11, has I'pe =0 (for p(f o v) = f(¥(9) —
f(v(g.)) = 0). But then for p' in L,(G) we have p* p'e L(G) and
Topep)y=I(pxp)=TpuxI't =0 whenece pxp/ =0 for all ¢ in
L(G), and clearly ¢t =0, g, = ¢,. Indeed the argument shows /" is one-
to-one on M(G).

Consequently it is sufficient to show o' is continuous on v(G); for
then ¢ is a homeomorphism, ¥(G) is therefore locally compact and, be-
ing dense in H, must coincide with H as is well known. Suppose then
that the net hs = ¥(gs) — hy = %(9,). Clearly I'tt,, = v,,. For g in A,
with Tyt in L(H) we have vy, xTypeL(H)CTA, =TA,; -clearly
T(pg* 1) = vy x 't = v, * Topt 80 that p, * pre A, since I' is one-to-one
on M(G), and further Ty(y,, * 1) = vu, * Topt. But || To(pty, * t)— Toptl| =
[[vng * Topt — Topt]| — 0, Topt being in L,(H), and since T';'|L,(H) is auto-
matically continuous, ||, * ¢t — ¢t|| — 0. As a consequence {gs: & > &} is
contained in some compact K C G for some J,; otherwise a cofinal subnet
tends to infinity and Iim | ey * £ — ]l = 2]|t]| for each such p. If g
is any cluster point of {gs} in K then, for each §, p, * p(g) is a cluster

9 This follows as in the final part of the proof of 2.1.
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point of {,, *(9)}, which of course converges to («(§) since
[ty *tt — ]l > 0.  Thus g, +xp=p and Typ=TITp="7I(*p) =
Vyepy ¥ T = Yy, ¥ Topt; since T,p is an arbitrary element of L,(H) we
clearly have v(9) = h, and g = g,. Consequently {g;} converges to g, by
the compactness of K, and v~! is continuous.

Finally we have I'L,(G) = L,(H) since strong continuity of the map
g — t, * 1t is equivalent to strong continuity of A — v, * I't, and L, con-
sists of just those measures for which strong continuity holds, by a
theorem of Plessner. Consequently TL,(G) = L(H) and our proof is
complete.

Applying 2.5 and 2.6 to T|L,(G), we obtain

COROLLARY 3.11. Let T be any isomorphism of A onto B for which
p>0,peL(G) tmply Ty >0. Then T is an isometry ' induced by
an isomorphism v of G onto H.

COROLLARY 3.12. If H™ 1is connected any isomorphism T of A
onto B is on 1isometry determined as in 3.1.

THEOREM 3.2. When G and H are arbitrary compact groups, the
conclusions drawn in Theorem 3.1 and Corollary 3.11 continue to hold.

Proof. Consider first the situation indicated by 3.1, and let o, vo
be the Haar measures on G and H. Then 7z is a non-zero idempotent
in the unit ball of M(H), and thus, by the result (2) cited in the in-
troduction, of the form yx,v where v is Haar measure of a subgroup of
H, and yx, is a multiplicative character of this subgroup.

But A=’ = Ky, K the complex field, so B * (yw) = K(ywv). Tak-
ing M(H) = C(H)* in the w* topology, the linear map v’ — v’ * (y,v) of
M(H) into itself is of course continuous, and clearly is of norm < 1.
In particular the unit ball of B maps into D - (yw), where D is the
unit disc {z:]|2] <1} in K. Since each v, is w* adherent to the unit
ball of L,(H)C B, we obtain v, * (y;v) € D(y,v) for each h in H, and the
carrier of v must be translation invariant. Consequently v = 1* and
Y. appears as a character of the full group H.

Thus ¢t — Tp(x') is a non-trivial one-dimensional representation of
L(G):for T = x’(17") = 1. As in 2.8 we obtain a multiplicative
character y of G for which Ty(xi*) = p(y); since p(x) =1, x =1, and
by 2.9 we have Ty = x.S*I'p, pre L(G). Setting Typ = y;'Ty we obtain
an isomorphism of A onto B, = yi'B, with T,p = S*I'y, pre L(G), and,
in particular, T, = 3'Tp’ = .

As in 3.1, v must be one-to-one; otherwise we have a g+ 0 in
M(G) with I'tt = 0 so that Ty(px ') = S*M(pex ') = S*'pu=S*r'y =0
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for all ¢/ in L(G), and® p* L(G) = 0, £ = 0. Moreover if the compact
image ¥(G) of G in H/H, were not all of H/H, we should have an f in
C(H|H,) with f+ 0,f>0,fov =0; thus if o denotes the canonical
map of H onto H/H,,

0 < V(fop)=Ty(fop)=S*Tt(fop)=TL(f)=p(for)=0;

consequently v maps G onto H/H, and therefore is a homeomorphism
and isomorphism between these groups. But now [I” appears as an
isometry mapping M(G) onto M(H|/H,), and since S* is easily seen to
be an isometry, T, = T,|L(G) = S*I'| L(G) is isometric. This combines
with Ty =1 to show 7, and T;! preserve order: for

>0 px = ||pli &= Ty« = || gV = || Thpe|v°
S TR

Consequently T; maps {¢:0 < ¢ < '} onto {v:0=<v =<1, or, more
generally, the algebra L.(G)f = {f - ¢ f € L(G)} onto L.(H)-1'. As
an isometry T, thus maps closure onto closure, or L,(G) onto L(H),
and we are forced to conclude that H, is trivial since its Haar measure
acts as an identity on T.L(G) = L,(H). Hence v is an isomorphism of
G onto H, and T, =TIp. As before we conclude that T,u = Ip,
pe A: for with (f e L(G), Topt * Topt! = T ) =TI'(px )y =T'px 'y =
r'px Ty and (Tope — I'p) » L(H) = 0. Thus we have Ty = y,.I'pe = I'yp,
as in 2.2, or Tu(f) = p(x - (f o)), proving the analogue of 3.1. The
analogue of 3.11 follows since our T must then be norm-decreasing on
L(G) as in 2.8.

3.3. Returning to the abelian case, the results of Sreider [14] for
G = R indicate that G~ forms a smaller part of the maximal ideal
space of M(G) than one might initially presume. As one would suspect
from the one-to-one nature of the Fourier-Stieltjes transformation
however, G~ would seem still to occupy a rather dominant réle in the
Gelfand representation of M(G); this view is certainly reinforced by 3.1
since it shows the norm-decreasing automorphisms of M(G) can only
induce self-homeomorphisms of the maximal ideal space which leave G~
invariant, and indeed preserve its algebraic structure.

3.4. A variant of the proof of Theorem 3.1 yields the form of all
norm-decreasing isomorphisms of L,(G) onto a closed subalgebra of
L(H); when G~ is connected this yields the answer to the question:
what (proper, closed) subalgebras isomorphic to L,(G) can L,(G) contain?
Clearly if G, is a proper open subgroup isomorphic to G then L(G)

0 If p*Ly(G) =0 then for f, F€C(G) we have 0= SSf(glgz)p(dgl)F(g;‘)ﬁ(dgz) =
§ f* F'(g)u(dg,), whence p = 0 since such convolutions f* F are dense in C(G).
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provides such a subalgebra; when G~ is connected these are the only
candidates.”

THEOREM 3.5. Let A be a closed ideal in M(G) satisfying (2.01)
and (2.02) and let T be an isomorphism of A onto a closed subalgebra
B of L(H). If T is norm-decreasing then Ty = hS*I'gp (as in 2.1)
where v 1s an isomorphism of G onto an open subgroup of H|H, In
particular if H™ is connected any isomorphism of A onto B is of the
form p— I'gp, where v maps G isomorphically onto an open subgroup
of H.

Proof. By 2.6 the second assertion follows from the first. By 2.1
we have Ty = iLS*F{m; as before we can eliminate §, I%, and may as
well assume Ty = S*I'p. Since A is an ideal in M(G) and g+ A =10
implies ¢ = 0 by (2.02), we conclude exactly as in 3.1 that v is one-to-
one.

Moreover if y~* isn’t continuous on ¥(G)C H/H,, for some neighbor-
hood U of g, we have y(VH,)NU’= ¢ for each neighborhood V of
hy; let g, e v (VH)NU'" and let v(g,) = h,H, where h,e V. Since

T(pe~ thy,) = S*(pxpr,)) = S*Ip " = S*pwy, = Tpxy,

(where v¥? is the translate to v(g) of Haar measure on H, as before)
we conclude from the strong convergence of Ty +y, to Ty and the
automatic continuity of T~ (B being closed) that ||, — p|| —0.
Noting that p* g, = ¢ for all ¢ in A implies ¢ =g, by (2.02), our
previous argument yields the fact that g, — g,, contradicting g¢,e U’.
Thus v is a (topological) isomorphism, (&) is locally compact and there-
fore closed, and we need only show 7(G) open to complete our proof.

Let H, be the inverse image of v(G) under the canonical homomor-
phism of H onto H|/H,, a closed subgroup of H. If fe Cy(H) vanishes
on H, we clearly have S*I'u(f) = 0 so that the regular Borel measure
S*I'y vanishes on all Borel subsets of the complement of H,. Since
S*I'ye is a non-zero element of L,(H) for some p, H, clearly contains
some compact set C of positive Haar measure, and thus must be open®;
hence ¥(G) is open and our proof complete.

11 It is of course not the answer otherwise. For example let A, be the algebra of
integrable f on the circle T with f(etf) = f(ei(0+22/n)); then setting g(¢) = f(t¥/?) yields a
well defined element g of Ly(T}), and f— g is easily seen to be an isomorphism of A, with
Ly(TY).

12 For we can find a Baire subset £ of H containing G with E\C of (Haar) measure
zero; then the Borel measurable function h — ¢r(R)er= R~y — ¢o(h)po~Yh~1k') (for A’
fixed, ¢ the characteristic function) differs from zero only on a subset of (E\C)(h'E\R'C)
so that ¢p * er~XR/) = Sgao(h)(pa—l(h‘lh')dh. As usual the fact that ¢z *¢r~-1#0 on a
neighborhood U of hy yields for h/ € U a h in C with k' € hC-1 < H; whence U H, and
Hy is open.
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4. Some other isomorphisms. The réle of condition (2.02) in §2
was confined to providing us with a map 7 of character groups dual to
a given homomorphism of our algebra A. In certain situations such a
7 arises naturally in the absence of (2.02) and provided (2.01) holds, our
approach may again be applicable. For example suppose A is a closed
subalgebra of M(G) satisfying (2.01) for which G~ forms a subspace of
the maximal ideal space 9 of A; further suppose G~ is connected.
Then any endomorphism 7T of A for which the dual map 7: I — M
sends G~ into itself necessarily has 7(9) = g, - 9(9), € G~, where ¢ is
an endomorphism of G~. For T is necessarily bounded so that ¢ in-
duces a bounded map of A(G) into itself (by an analogue of (2.13), using
(2.01)), and Corollary 2.61 applies. Consequently T is itself determined
as before; similarly if G” is not connected but 7 is also norm-decreas-
ing, or order-preserving while (2.51) obtains, we can apply Corollary
1.8 or the remark following 2.5 to the same end.

Exactly such a situation arises in connection with the Arens-Singer
theory of generalized analytic functions [1], in particular in Arens’
subsequent generalization of the conformal mappings of the dise [2].
There (among other things) Arens is interested in the automorphisms®
of a certain closed subalgebra A, of L,(G), G locally compact abelian;
one has a fixed closed subset G. of G satisfying [1, §2]

(4.01) G, is a subsemigroup of G, i.e., x,yeG, imply xyeG,,

(4.02) the interior of G. is dense in G. and generates G;

A, = L(G,) is then the set of all elements of L,(G) vanishing off G..
As Arens and Singer showed, L,(G.) has G~ as the Silov boundary of
its maximal ideal space; consequently (by a well known property of the
Silov boundary) any automorphism 7' of L(G,) induces a self-homeomor-
phism 7 of its maximal ideal space which maps G~ onto itself. More-
over the fact that G, generates G shows (2.01) and (2.51) hold for L,(G.).
For the closure G; of G, in G* is a generating subsemigroup of G¥,
while any closed subsemigroup of a compact group is a subgroup [5, 11].
Thus G; = G*, and G,, as well as its interior, is dense in G*; since
point masses concentrated at interior points can clearly be approximated
by elements of the unit ball of L,(G,) in the weak topology defined by
almost periodic functions, we obtain (2.01) and (2.51).

Consequently if G” is connected we have 7(9) = g, - 0(9), € G", by
2.61, where ¢ is an automorphism of G~. Writing elements of L,(G)
as functions rather than measures, we thus have (7'f)(9) = F(6:0(9))
=(0.1)"(0(9)) = E[(9.f) o ¥17(9), where ¥~ is the automorphism of G dual
to g, and k > 0 compensates for the change in Haar measure produced by
v (of course k = 1if G is discrete). Clearly Tf=k(g.f) o v says vG,. =G,

13 These are not Arens’ full set of generalized conformal mappings, which correspond
to the automorphisms of his algebra Aj.
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and we have additional information about z. Thus in the classical case
of the Arens-Singer theory (where G is the group Z of integers, G.
the non-negative integers, and L,(G.)” may be viewed" as the algebra
of analytic functions with absolutely convergent Taylor series on the
disc |2z] < 1 (the maximal ideal space of L,(G,))) v must be the identity,
so that 7 reduces to a rotation on |z| =1, hence® is a rotation of
|2z] < 1. In other words the only self-homeomorphisms t of the disc
which (via F'— Fot) map the set of analytic functions with absolutely
convergent series on the disc onto itself are rotations.

Again in the case G = Z x Z, G, = {(m, n): m, n > 0}, where L,(G.)
can be viewed as the algebra of analytic functions of two complex
variables with power series absolutely convergent on |z| <1, |w]| =1,
there are clearly only two candidates for o ((m,n)— (n, m) and the
identity), and thus the general automorphism is of the form

S W" — S A W
or
>0 W™ — S WA 2

where ¢ and d are fixed unimodular constants; in other words each
automorphism is induced by separate rotations of each disc |2] <1,
|w| <1, plus a possible interchange of variables. Clearly this extends
to n complex variables.

Generalizing our setting slightly we have

THEOREM 4.1. Let G and H be locally compact abelian groups with
closed subsemigroups G. and H, satisfying (4.02), and let L(G.),
L(H,) be defined as above. Then if either group has a connected dual
an isomorphism T of L,(G,) onto L,(H,) is an isometry of the form
Tf = k(g f) o v, where k is a positive constant and v an isomorphism of
H onto G with YH, = G.. Without connectedness the same applies to
order-preserving or norm-decreasing isomorphisms.

4.2. Clearly most of what we have said applies equally well to any

closed algebra satisfying (2.01) for which G~ yields the Silov boundary.
And any closed subalgebra A of L(G), with A" a translation invariant

14 More precisely Li(G+)" is the set of restrictions to |2| =1 of these functions
(since ~ still is the Fourier transformation and not the full Gelfand representation, cf. {10,
p. 72)).

16 For r is analytic as the function representing the characteristic function of {1}
under the full Gelfand representation. Alternatively we could note that knowledge of = on
the Silov boundary determines r among all automorphism-inducing self-homeomorphisms of
M, since here rotation of the full disc is clearly such a homeomorphism it coincides witk
¢ on the full disc.
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set of functions on G~ which separate the elements of G"U {0}, has G~
the Silov boundary 8 of its maximal ideal space. For G~ forms a sub-
space of the maximal ideal space (cf. footnote 3), while if p— g is
the Gelfand representation of A4, |||l = lim [[p#™ " = || &]l.. = | /()]
for some § in G~, for each p in A, and 6 C G~. But since A" is transla-
tion invariant we clearly have & a translation invariant subset of G~,
and 8 = G~ (this is precisely the argument of [1]).
Consequently we obtain as before

THEOREM 4.3. Let A be a closed subalgebra of L(G) which is closed
under multiplication by elements of G~, B a similar subalgebra of
L(H), and suppose A satisfies (2.01) while B merely has B~ a separat-
ing set of functions on H"U{0}. Then if H™ 4s connected any iso-
morphism T of A onto B is an isometry of the form Tp = I'gu (nota-
tion as in 2.1), where v 1s an isomorphism of G onto H. Without
connectedness the same applies to norm-decreasing (or, if A satisfies
2.51, order-preserving) isomorphisms.

Here v is the isomorphism dual to the isomorphism ¢ we obtain
from 2.61, etc., rather than its inverse, which is the v of 4.1.

5. When G is discrete a general theorem of Silov [13] shows that
Ly(G) is the direct sum of a pair of ideals if and only if G~ is discon-
nected. When G~ is connected L,(G) may still be the vector space
direct sum of a closed ideal and a closed subalgebra, and Theorem 2.6
then reveals the exact situation.

THEQREM 5.1. Let G™ be connected, and L(G) = AP I where A is
o (non-zero) closed subalgebra and I a (non-zero) closed ideal. Then G
is the direct product of a discrete subgroup G, and an open subgroup
G, for which A= L,(G,) and I= {p: pe L(G), [(§,Gi) =0}, where §,€ G;.
Conversely any such decomposition of G and character §, orthogonal to
G, yields a decomposition of L(G) of the type described.

Proof. Let T be the projection of L(G) onto A, a nonzero homomor-
phism. By 2.6, Ty = I'g,t where I" is induced by a continuous endo-
morphism v of G. Let ¢ be the endomorphism of G~ dual to v, so that
gov=a(g)and Tp(g) = (3.9 7)) = 9,0(9)). Since T*= T, ((§,0(9)) =
T*§) = Ti§0()) = (U§:0(6:0(9)).  Consequently o(§) = o(§:0(3)) =
o(9)o(o(9)) whence (setting § = 9 9o = 6(9:) = g0y and coo =o.
Dually vov = v, and thus the algebraic subgroup G, = ¥(G) of G, on
which v acts as an identity map, is closed (for v(g;) — g implies ¥(7(gs)) =
7(g;) — v(g) and — ¢ whence g = v(9)eG,). Moreover the fact that
g, = 0107 says §,€ Gy

But G, is open as well. For /"¢ is a non-zero element of L,(G) for
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some £ in L(G), while I"'ti(f) = p(fov) = 0 for f e C(G) vanishing on
G, = v(G), so that the regular Borel measure 7"yt vanishes on all Borel
sets in the complement of G,; thus G, contains some compact subset C
of positive Haar measure, and must be open (cf. footnote 12).

Set G, = {gv(9)~*: g € G}, clearly an algebraic subgroup of G. Then
g = (g7(g9)™") - ¥(g) vields a direct product decomposition of G, G = G,QR G,
for g e G,NG, implies g = ¢'v(9")" = v(g) = W(g")1(9')* = g,. Since G, is
open, G, is clearly discrete, and evidently v is the projection of G onto
&, corresponding to our decomposition.

Let g% be the restriction of the measure g in L,(G) to ¢.G,, so
that ¢ = Zglegl #9% and

rpn) = mfon =5\ sa@ds), feCG).

1e Gl 916y

Since
ot x PO f) = Sf (97'9)p"(dg) = L S er9)dg)

and g7'g = v(g) for geg,G, we have I'pt = 35 cq Moyt * 9%, But this
clearly implies /”, and therefore 7, maps L,(G) into L,(G,); indeed it
shows I' and (since ¢, € G3-) T leave elements of L(G,) fixed so that A =
TL(G) = L(G,). On the other hand I, being the kernel of T, consists
of just those ¢ in L(G) with I'g,pt = 0, i.e. with f4(§,0(9)) =0,§eG".
Thus g el if and only if f(¢,0(G™)) =0 or f(§,Gi-) = 0 since o, as the
dual to the projection v of ‘G, X G, onto G,, is the projection of G~ =
G+ @ G- onto Gi.

Conversely given G =G, ® G, §:€ G+ one need only set Ty =
Dioea st * (0:41%) to obtain a projection of L,(G) onto L(G,); writing
d'g, (with ¢ e Gy, §,eGi) as the generic element of G” an easy com-
putation shows Tu(g:9;) = (9,94 so that T is clearly multiplicative and
I, as described, is its kernel.

If G is disconnected our present tools can only be applied to those
decompositions for which || 7T|| = 1 (that other cases occur can be seen
from the results of [12] for G the circle group); one can then obtain
an analogous result, somewhat complicated by the fact that v appears
as a2 homomorphism of G into G/G,, G, compact, and indeed the decom-
position of L, arises from a decomposition of G/G,, G/G, = G,/G, R G./G,,
and A appears as S*L(G,/G,).

6. Some reformulations. When G and H are compact abelian
groups Corollary 1.3 has an interesting reformulation; our final section

will be devoted to this result and some analogues.

THEOREM 6.1. Let G and H be compact abelian groups and let 1
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be any norm-decreasing linear map of the Banach space C(H) into
C(G) for which TH™CG”. Then there is a homomorphism v of G into
H for which Tf = (TIZO) - fov,fe C(H). In particular if Tﬁo =0,
then T is a Banach algebra homomorphism when C(G) and C(H) are
equipped with ordinary multiplication.

Further the range of T 1is dense iff v s one-to-one, and then
TH” =G~ and T is onto, while T is an isometry iff v(G) = H.

Although we could obtain a proof by noting that 7 is merely the
linear extension of 7 = T|H” we obtain in the proof of Theorem 1.1,
an appeal to Corollary 1.3 is more direct. Clearly 7 satisfies the hypo-
thesis of 1.3, and thus o h— (Tﬁo)'lrﬁ is a homomorphism of H™ into
G”. Since H” and G~ are discrete, ang o thus continuous, we have a
continuous dual homomorphism v : (g, o(h)) = (v(g), 7&). Thus

A

(Sad)o@) = (Zaoh)o) = @ ch)) (TS adio),

or Té]l a,ﬁi = z’l%o[(izzl ani) ° V:I . |

Since trigonometric polynomials are dense T'f = th, - (fow),feC(H).

For the final statements, we clearly need only consider the case
Tibo = §,. Note that if v is not one-to-one then Tf = fov says the
range of T consists of functions constant on the cosets of the non-
trivial kernel of v, and thus the range cannot be dense in C(G). On
the other hand if v is one-to-one, then (by compactness) it is an iso-
morphism of G with a subgroup v(G) of H. Thus for any character y
of v(G) we have a character § of G for which yov = ¢, and since y =
i |%(G) for some h in H” we obtain Aoy = yov = §, whence G* = TH".
Further if F e C(G) then any continuous extension f of Foy~*e C(v(G))
to all of H (available by Urysohn’s lemma) yields fov = F, and T is
onto. Lastly, if v(G) is proper we have an non-zero f € C(H) vanish-
ing on ¥(G) so that Tf = fov =0, and 7 is not even one-to-one, while
if ¥(G) = H then T is clearly an isometry.

In one case specific mention of characiers as such can be eliminated,
vielding the weaker result: if T is a linear norm-decreasing one-to-one
map of C(H) into C(G) taking the positive definite functions in the ball
of C(H), P(H), onto P,(G), then f —»(Tﬁo)‘le is multiplicative. For
with one-to-oneness the set of extreme points H™ U {0} of Py(H) maps
onto those of P(G), G"U {0}.

In this form we have an indication that a similar result can be
obtained for the L, algebras of locally compact abelian groups.

THEOREM 6.2. Let G and H be locally compact abelian groups and
P(G), P(H) be the integrable positive definite functions. If T is a



190 IRVING GLICKSBERG

linear isometry of the Bamnach space L(G) onto L(H) with TP(G)=
P(H) then T is an algebra isomorphism.

Before proceeding to a proof of 6.2 we should perhaps note an
abstract version. Recall that an extreme positive (extendable) func-
tional on a commutative Banach * algebra is a * preserving multiplica-
tive functional. Then

THEOREM 6.3. Let A and B be commutative Banach * algebras
with (without) identities, and suppose B is semisimple and symmetric.
Let T be a linear isometry of the Banach space A into B for which
the adjoint map T* takes the positive (extendable) functionals on B
onto those on A. Then T is a * isomorphism of the algebras A into B.

Proof. Let P(A), P(B) be the set of positive (extendable) functionals
of norm 1 on A, B. We know T'*, being an isometry, maps P(4) onto
P(B). Since it is one-to-one T* must map the set P(A)* of extreme
points of P(A) onto P(B)°. But these sets consist of * preserving multi-
plicative functionals, and since each multiplicative functional on B is *
preserving by hypothesis, and thus an extreme positive (extendable)
functional, T'* provides us with a map of 9M,, the maximal ideal space
of B, into M,. Consequently (with = now the Gelfand representation),
(Taa') (M) = (aa'Y (T*M) = (T*M)a"(T*M) = (Ta) (M) - (Ta'Y (M).
Since B is semisimple, Taa' = Ta - Ta', and we need only verify Ta* =
(Ta)*. But since M and T*M are * preserving for M in MM,, (Ta*) (M) =
aX(T*M) = (T*M) = (Tay (M) = (Ta)* (M), so Ta* = (Ta)* also fol-
lows from the semisimplicity of B.

The proof of Theorem 6.2 now follows quite simply, for, as is well
known, the positive (extendable) functionals on L(G) form the polar
cone of P(G). Thus the adjoint of T satisfies the requirements of 6.3
when A = L(G), B = L(H), and T is an algebra isomorphism.
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SOME APPLICATIONS OF EXPANSION CONSTANTS

B. GRUNBAUM

1. For any metric space X (with distance function d) the expansion
constant E(X) of X is the greatest lower bound of real numbers g which
possess the following property (S(x; p) = Sx(x; ) = {y € X; d(x, y) < p}
denotes the closed cell with center x and radius p):

For any family {S(x,; 0.); & € A} of pairwise intersecting cells in X,

0 S@.; #0.) # 9

If for every such family N.e.S(®.; E(X)p.) # ¢, E(X) is called
exact.

The expansion constants of Minkowski spaces have been studied in
[5]. In the present paper we deal (in §2) with an application of the
expansion constants to a problem on projections in Banach spaces; as
corollaries we obtain Nachbin’s [10] geometric characterization of Banach
spaces with the Hahn-Banach extension property (§2) and Bohnenblust’s
[3] result on projections in Minkowski spaces, as well as some results
which we Dbelieve to be new (§4). In §3 we discuss the relation of
expansion constants to a property of retractions in metric spaces, es-
pecially those convex in Menger’s sense; as a corollary we obtain Aron-
szajn-Panitchpakdi’s [2] characterization of spaces with the unlimited
uniform extension property. Section 4 contains additional remarks and
examples.

2. In order to apply expansion constants to projections in Banach
spaces, it is convenient to introduce the notion of projection constants.

DEFINITION 1. For any normed space X the projection constant
p(X) is the greatest lower bound of real numbers ¢ which possess the
following property: For any normed space Y which contains X as a sub-
space of deficiency 1, there exists a projection P of Y onto X such that
[|P|]| < . If for any such Y there exists a projection of norm less than
or equal to p(X), the projection constant p(X) is called exact.

(The projection constant p(X) should not be confused with the pro-
jection constant <#(X) studied in [6].)

We show now that if X is a normed space then E(X) actually coin-
cides with p(X).

Received April 6, 1959. Part of the results of this paper are taken from §6 of the
author’s Ph. D. thesis, “On some properties of Minkowski spaces,” (in Hebrew), prepared

under the guidance of Prof. A. Dvoretzky at The Hebrew University in Jerusalem. The
remaining results have been obtained under contract AF 61 (052)-04.
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194 B. GRUNBAUM

THEOREM 1. For any normed space X we have p(X) = E(X); more-
over, if one of the constants is exact, so is the other.

Proof. If X is not complete, then p(X) = o = E(X). The first
part follows immediately from the remark that, if Y is any subspace of
the completion of X containing X as a subspace of deficiency 1, there
exists no projection of Y onto X. On the other hand, E(X) = c for any
metric space X which is not complete. Indeed, if {z,;7n=1,2,.-:} isa
Cauchy sequence in X which is not convergent, let o, = 2lim,... d(x,, %),
for n =1,2,..-. Then the cells {S(z,;p,);n =1,2, .-} are mutually
intersecting, but ()i, S(x.; (0,) = ¢ for any p, which implies E(X) =
co. (We shall see in §4 that if X is a complete metric space then
E(X)<2)

Thus we may assume that X is complete. We shall first prove that
E(X) < p(X). To that effect, let Y be the linear sum of X (considered
as a vector space) and a point %, ¢ X. For any given family {S(x,; 0.);
a € A} of mutually intersecting cells (of X) we shall define a norm in
Y, such that Y becomes a Banach space containing X as a subspace,
and that for any projection P of Y onto X we have:

(2.1) DS 1Pl - p) # -

If inf p, = 0 any norm on Y establishes (2.1) since MNaecsS(%s; 0.) #
¢. We prove this relation in the following way: If for some B € A
we have p; = 0, then x5 € S(x,; p,) for all &« € A. On the other hand,
if for a sequence of indices o, € A we have lim 0s, =0, then (since
d(%ay %) < o + Pg) {@s,} is a Cauchy sequence. Since X is complete
there exists @, = lim,x, . We claim that %, € () se4S(%s) 0a)- Indeed, for
any a € A and any ¢ > 0, let n be such that Pa, < 1/2¢ and d(x,,n, x,) <
1/2¢; then d(z,, %,) < d(x,, To,) + 2o, %) < O + & Since ¢ is arbitrary,
it follows that x, € S(x,; p,) for any « € A, as required.

Thus we are left with the case inf o, > 0. Let ¥, = (€. + %)/0s
for each ¢ € A and K = {y,; « € A}. If S is the unit cell of X, we
denote by T the closure (in the product topology of ¥ = X x Ry,) of
the convex hull of the set SU KU (—K)C Y. Since T is a centrally
symmetric convex body in Y it defines a norm (according to which T is
the unit cell). We claim that 7N X = S, i.e. that X (as a Banach space)
is a subspace of Y. Obviously, this will be established if we show that
the intersection of X with a segment connecting a point of K with
a point of —K belongs to S. Now, an elementary computation shows
that [y,, —ys] N X is the point (%, — x,)/(0, + Pg) Whose norm is less
than or equal to 1, since ||z, — 24| < p, + Pp is a consequence of the
assumption that the members of {S(z,;0.)} are pairwise intersecting.
Now let P be any projection of Y onto X and let x, = —P(%,). Then
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P(y.) = P( x,,;— Yo > = Pa = % and therefore

@ @

wa——wo
O

]s Pl 1|91l < || Pl for each a € 4 .

In other words, x, € S(x,; || P|| 0.) for each @ € A which implies (2.1)
and thus establishes E(X) < p(X).

In order to derive the converse inequality p(X) < E(X) let Y be any
Banach space containing X as a maximal subspace, and let y,e Y, y, ¢ X.
The triangle inequality implies that Sy(x, ||z — %, ) N Sx(x’, || 2" — ¥, |]) # ¢
for any x, 2’ € X. Let ¢t be such that ().ex Sx(; f]|% — % || # ¢, and
denote by x, any point of that intersection. Thus || — @, || < ¢]l® — ¥, ||
for any x € X. We define a projection P of Y onto X by P(x + \y,) =
x + Az, and we shall show that || P(z + M) || < plle + My, ll, i.e., that
|| P|| < p. Obviously, we may assume )\ = 0 and then, by the definition
of x, we have [P+ 2yl =|lz+ el =[N ]l—a—n] <
LNl = =%l = plle + Mgl

This completes the proof of our last assertion, and thus also the
proof of Theorem 1.

The connection between projection constants and extensions of linear
transformations may be found using the following lemma:

If X and Y are any normed spaces, if Z contains Y as a sub-
space of deficiency 1, and if f is any linear transformation from Y
to X, then there exist a mormed space W and a linear transformation
F from Z to W such that:

(i) W contains X as a subspace of deficiency 1;

(ii) F coincides with f on Y;

@i NFf =11

We omit the simple proof of this lemma since a more general ex-
tension theorem of this type has been proved by Sobczyk [13, Theorem
4.1].

Using the above lemma, the following corollary results immediately
from Theorem 1:

For any Banach spaces X, Y and Z, with Y a maximal subspace
of Z, any linear transformation f from Y to X, and any ¢ > p(X) =
E(X), there exists a linear transformation F from Z to X, cotnciding
with f on Y, such that || F|| < || ¢l Fll; of »(X) s exact, there exists
such an F even for pt = p(X).

A standard application of Zorn’s lemma or transfinite induction
yields therefore:

The following two properties of a normed space X are equivalent:

(i) EX)=1 and 1is exact;

(ii) For any normed spaces Y and Z, with Y C Z, and any linear
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transformation f from Y to X, there exists a linear transformation ¥
Jrom Z to X such that F coincides with f on Y and || F|| = | F]||.

Since the ‘‘binary intersection property’’ of Nachbin {10] is equiva-
lent to “ E(X)=1 and is exact,”” the last statement is precisely Nachbin’s
characterization of spaces with the Hahn-Banach extension property [10,
Theorem 1].

3. In the case of metric spaces, expansion constants may be used
to obtain information on retraction properties, in close analogy to the
procedure applied in § 2 to projections in normed spaces.

A retraction r of a metric space Y onto a metric space X Y is
a (continuous) mapping of Y onto X such that »(x) = x for each x € X.

DEFINITION 2. The norm || r|| of a retraction » of ¥ onto XC Y
is the greatest lower bound of numbers g such that d(r(y.), r(¥,)) <
pd(y, y,) for all y,y, € Y. The retraction constant v(X) of a metric
space X is the greatest lower bound of numbers ¢ with the property:
For any metrix space Y which contains X any only one point not in
X, there exists a retraction of Y onto X with norm less than or equal
to p. If »(X) = min g, the retraction constant »(X) is called exact.

Obviously 7(X) = » if X is not complete, and it is easily shown
that for complete spaces r(X) < 2.

Since metrically convex spaces have special properties with respect
to retractions, we recall their definition (essentially that of Menger [9]):

A metric space X is called metrically convexr if for any pair of
points «’, " € X and any )\, 0 <\ < 1, there exists a point ¥ € X such
that d(z’, y) = Ad(a’, ") and d(z”, y) = 1 — N)d(z', ").

In analogy to Theorem 1 we have:

THEOREM 2. (i) For any metric space X, E(X) < r(X).
(ii) For any metrically convex metric space X, E(X) = r(X); more-
over, if one of the constants is exact, so is the other.

Proof. (1) Since for uncomplete spaces both constants are infinite,
we will assume that X is complete. Let {S(z,; 0.); @ € A} be any family
of mutually intersecting cells in X. We shall define a space Y =
X U {y} (with distance function D) such that for any retraction r of
Y onto X we have

@3.1) D S@as 7]l - u) #

This will prove part (i) of the Theorem. Now, if infp, =0 the rea-
soning used in the proof of Theorem 1 shows that any metrization of
Y is appropriate. Thus there remains the case inf p, > 0. Then, let
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D(x', ') = d(z', ") for all o', 2” ¢ X, and let D(x, y,) be the greatest
lower bound of those numbers ¢ for which S(z; ¢) contains S(x,; 0,) for
some « € A. (This metric on Y was used also in [2]). Since D(x, y,) >
0 follows obviously from inf p, > 0, in order to establish that D is indeed
a distance function on Y we have only to prove the triangle inequality
for triples of points containing ¥, i.e. the relations

(3.2) D(a', «'") < D(&', ¢o) + D(Yo, 2"')
and
(3.3) D(&', yo) < D(x', 2') + D(x", Yo)

for all «',2"” € X. To that effect let ¢ >0 be given; then S(z';
D', y,) + ) D S(x,; por) and S(z"; D(x"”, y,) + €) D S(x,; P.) for suita-
ble o/, @' € A. Since any two of the cells S(x,; 0,) have common points,
there exists a z € X such that d(x',z2) < D(x', ¥,) + ¢ and d(z",2) <
D(x", yo) +¢. Then D(x', 2") = d(«', ") < d(x’, 2) + d(x", 2) < D(&', y,) +
D(x", y,) + 2¢. Since ¢ was arbitrary, (8.2) results. On the other hand,
gince S(z'; d(x', ") + D(x", ¥,) + ¢) D S(x"; D(x"”, ¥,) + €) D S(®yrr; Purr)s
we have D(«', y,) < d(z', 2") + D(2", y,) + ¢ for any e > 0, which es-
tablishes (3.8).

Now, let » be a retraction of Y onto X, and let z, = r(y,). Then,
for any a € A we have d(x,, x,) < ||7]|| D%, %) < || 7| * 0uy Which is
equivalent to #, € (NaesaS(,; || 7] 02). Thus (3.1) holds, and the proof
of (i) is complete.

The proof of (ii) is now easy. Let Y = X U {y,} and let D be the
distance function of Y. We consider the family of cells in X defined
by {S(x;D(x,y,));« € X}. The triangle inequality which is satisfied by
D, and the metric convexity of X imply that these cells are mutually
intersecting. Let y be a number such that (V.exS(x; pD(x, ) # ¢,
and let z, be any point of this intersection. Then the retraction » of
Y onto X defined by 7(y,) = %, obviously satisfies ||7]|| < g. This com-
pletes the proof of Theorem 2.

REMARKS. (1) If X is not metrically convex, E(X) < »(X) is possi-
ble. The simplest example to this effect is that of a space X consisting
of precisely two points. Then E(X)=1 and n(X) = 2.

(i) Let X,Y and Z =Y U {2} be any metric spaces, and f a uni-
formly continuous transformation from Y to X, with subadditive modulus
of continuity 8(¢c) (see, e.g., [2]). It is easily established that there
exists a metric space X* = X U {z*}, whose distance function coincides
on X with the distance function of X, such that there exists an ex-
tengion F' of f, with domain Z and range in X*, which is uniformly
continuous with the modulus 8(¢). Therefore, using transfinite induction
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or Zorn’s lemma, we obtain the following corollary of Theorem 2, which
is equivalent to Theorem 2, §3 of [2]:

For any metrically convex metric space X the following properties
are equivalent: ‘

(a) r(X)=1 and is exact;

(b) For any metric spaces Y and Z, with Z D Y, and any uni-
Jormly continuous transformation f from Y to X with subadditive
modulus of continuity 3(¢), there exists a uniformly continuous trans-
formation F from Z to X, coinciding with f on Y and having d(c) as
modulus of continuity.

4. Some properties of expansion constants E(X) for finite dimen-
sional Banach spaces X have been established in [5]. As a consequence of
Theorem 1 of the present paper, these results yield the following in-
formation on the projection constants p(X):

(i) If X is an n-dimensional Minkowski space then 1 < p(X) <
2nf/(n + 1). (This was first established by Bohnenblust [3].)

(ii) If E" denotes the n-dimensional Euclidean space then p(E") =
V2n)(n + 1).

The characterization of those n-dimensional Minkowski spaces X for
which E(X) = 2xn/(n + 1), given in Theorem 2 of [5], yields immediately
a characterization of spaces X for which the upper bound is attained
in (i).

As observed by Bohnenblust [3], p(X) < 2 for any Banach space X.
By Theorem 1 this is a corollary of the following more general propo-
sition:

E(X) <2 for any complete metric space X.

Proof. Let {S(x,; 0.); « € A} be any family of mutually intersect-
ing cells in X. The reasoning used in the proof of Theorem 1 shows
that if inf o, =0 then M .es S(%.; 0s) # ¢. Thus we may assume inf p, =
0y > 0. Given any ¢ > 0 let 3 € A be such that o5 < (1 + ¢)p,. Since
then d(x,, ¥5) < Po + 05 < 00 + (1 +€)0 < (2 + €)0, We have 25 € NaeaS(2y;
(2 + €)p,), which proves our assertion.

The notion of expansion constants gives us a convenient method of
obtaining information on the exactness of projection and retraction
constants.

DEFINITION 3. A metric space X is said to have the finite inter-
section property if each family of cells {S(x,; 0.); @ € A} of X satisfies
the condition: Whenever every finite subfamily has a non-void inter-
section, then (M ,e.S(®.; L) # ¢.

Obviously, compact spaces and spaces with compact cells have the
finite intersection property. As a consequence of the w*-compactness
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of the wunit cell of any adjoint Banach space ([1], [4]), adjoint Banach
spaces (and thus especially reflexive, unitary, or finite dimensional Banach
spaces) also have the finite intersection property.

For spaces with the finite intersection property we have:

THEOREM 3. If X has the finite intersection property then E(X),
and therefore r(X) (and p(X) if X is a Banach space), are exact.

Proof. Let {S(x,; p.); @ € A} be any family of mutually intersect-
ing cells in X. By the definition of the expansion constant, any finite
subfamily of the family {S,.= S(z,; (E(X) + ¢)0.);a € A, &> 0} has
a non-void intersection. Since X has the finite intersection property
this implies that MNweesesoSue # ¢ But S(@s; E(X) » 0s) = NesoSue for
each @ € A and therefore ue.S(%s; E(X)0,) # ¢ as claimed.

REMARK. We know of no Banach space which has the finite inter-
section property but is not an adjoint space; indeed, it seems reasona-
ble to conjecture that only adjoint spaces have this property. On the
other hand, a wider class of Banach spaces has exact projection and
expansion constants. E.g., it is well known (Sobeczyk [12]) that p(c,) =
2 and is exact (it is not difficult to show directly that E(c) = 2 and is
exact) but it is easily seen that ¢, does not have the finite intersection
property (not even for families of cells having the same radius).

Another question, raised by Bohnenblust [3], is whether there exists
a projection of norm < 2 from any Banach space onto each of its maximal
closed subspaces. A negative answer to Bohnenblust’s problem follows
immediately from the following example.

ExaMPLE. Let X be the subspace of 1 defined by

X=lo= () el 5 —2on =0
Then E(X) =2 but E(X) is not exact.

For reasons of convenience we shall, instead of X, consider its trans-
late H= {x; Y z.n/(n+ 1z, =1} cl. Since X and H are isometric
metric spaces, this is permissible. Now let {e,;n =1,2, ---} denote
the usual basis of [, and S its unit cell S= {x e I;||z|| = Sl x.] <
1}. Obviously » + 1/(n)e,e H forn =1,2, -+-, but SN H = ¢ although
dist(S, H) = 0. (This last property was Klee’s reason for introducing
H in [8].) We consider in [ the family of cells

[Si=s(2t e 2t ) = o e pio - 2210,
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Then S} =S, N H is a family of cells in H which are mutually inter-
secting since

(m+ Dk + 1) .
e+ D)+ Dy o) €SN SE

We shall show that

ma[fs(E e )],

which will obviously prove our assertion. Let K = Ny..S(1 + nYe,;
2(n 4 1)/n); then, since H N S = ¢, it is sufficient to prove that K — S.
Assuming that there exists an # € K such that |jz|l=1+¢>1, we
have by the definition of K: '

n—f—le
n n

n-+1
et

x—.

Og[

=l ntl |+ Slml <2

n iF#n
for each n. Now, if for some n we have %, > 0, it follows that either
, >m+ 1)n>1or —x, + Ximl®| < (@ + 1)/n. Both cases are possi-
ble only for a finite number of indices % ; in the first case this is obvious,
while in the second it follows from the fact that it implies ||z ||— (#n +1)/n <
2x,, i.e. ¢ < (1/n) + 2x,. On the other hand, for those n for which z, <
0 we have

n i#n n
or
o< 2tL je e<l,
n n

which is again possible only for a finite number of indices n. Thus
K c S, which completes the proof.

REMARKS. (i) Since adjoint Banach spaces have exact expansion
constants, the space X of the above example is not an adjoint space,
although it is a maximal closed subspace of an adjoint space. It would
be interesting to know whether every non-reflexive Banach space has
a closed maximal subspace which is not an adjoint space.

(i) Jung’s constant J(X) has been defined [5] in the same way as
E(X), with the additional condition that all the radii o, be equal. The
space X of the last example shows that it is possible to have J(X) = E(X)
with J(X) exact and E(X) not exact.

(iii) Theorem 4 of §3 of [2] implies:
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If X is a bounded, metrically convex metric space and E(X) =1, then
E(X) is exact.

Although the condition of boundedness is perhaps redundant, the
following example shows that it is impossible to drop the condition that
X Dbe metrically convex.

ExaAMPLE. Let X={x,;n=1,2,+++} with d(z,,x,) =1+1/n+1/k
for n #+ k. Then E(X) =1 but E(X) s not exact.

Indeed, it is easily verified that E(X) = 1. On the other hand, the
cells S, = S(,, 1+ 2/n) = {x,; k >n} for n=1,2,..., are not only
mutually intersecting, but we even have S, o S, for ¥k <n. But obvi-
ously Ni-1S,=¢. (Complete metric spaces containing descending
sequences of cells with empty intersections have been considered by
Sierpifski [11]; see also Harrop-Weston [7].)
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ERROR BOUNDS FOR AN APPROXIMATE SOLUTION
TO THE VOLTERRA INTEGRAL EQUATION

JOHN HILZMAN

In 1945 Michal [2] obtained several results which he asserted were
useful for approximating the solution to the Volterra integral equation.
These results were concerned with certain equations in Fréchet differenti-
als having as their unique solutions the resolvent kernel and the exact
solution to the Volterra integral equation of the second kind. Michal
treated the resolvent kernel S[K |z, t] and the solution y[K|x] as func-
tions' of the given kernel K(x,t), the setting being the Banach spaces

T = {G(x, t) | G(x, t) is real and continuous on @ <t < x < b}
and

I = {g(x)|g(x) is real and continuous on a < x < b}

with the norms

(1) G, )|l = max|G(z, 1) (@ <t <2<Db),
ll9(2) || = max | g(z) | (@ <z <b),

respectively. In another work [3, pp. 16-17] Michal showed that the
solution y[K|x] can be expressed by a Taylor-type expansion in Fréchet
differentials of y[K | x] about an arbitrary Kz, t) from 7. In this paper
we shall use Michal’s results to obtain approximations to the solution of
the Volterra integral equation with error bounds.

I wish to thank Professor A. T. Lonseth for suggesting this course
of investgation and the Referee for recommendations which have im-
proved this paper.

Consider the integral equation

(2) v(@) + || K@, et = f(@)

where K(x,t) is in T and f(x) is in I. It is known that the exact solu-
tion to (2) is given by

(3) v(@) = 5@ + || S, 7wt

Received January 15, 1959, and in revised form March 30, 1959. This work was par-
tially supported by the Officé of Ordnance Research, U.S. Army, under contract with Oregon
State College.

1 The symbols S[K |, t] and y[K|x] were used to indicate the functional dependence
of S(z, t) and y(x) on Kz, 1).
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where the resolvent kernel S(z,t) isin 7. Let Kz, t) from T be ano-
ther kernel such that Sy(z, t), the resolvent of Kz, t), is known and
that || h(x, t)|| = || K(x, t) — K(x,t)|| is small in the sense of (1). Then
by (3) the solution to (2) with kernel Kz, t) is

(4) u@) = 1) + |" S(e, 1wt
Now treat y(x) as a function of the kernel K(x,t). The first Fréchet
differential dy(x) of y(x) with increment h(z, t) (applied to K(x, t)) is

dy(z) = —S” [h(x, £ + S S(z, 2z, t)dz]y(t)dt
a 13
[2, p. 253]. In particular, the Fréchet differential of y(x) evaluated at
Kz, t) with increment h(z, t) = K(x, t) — Kz, t) will be
(5) duo) = — [[[nw, 0 + " S, 20tz, 012z fuctyat .

Furthermore, by Theorem 2 of [2] the differential system
{dyo(m =~ [ [#e, ) + " Suw, iz, 00z Jugorat
a 14
Y(2) = f(x) (K, 1) =0)

has a unique solution which is given by (4). Thus a first order approxi-
mation to the solution y(x) of (2) will be

Yo(®) + dyi(x) .
The exact solution to (2) is given by the Taylor expansion [3; 1.
p. 112]

(6) Y(x) = yo(x) + J; (3 Dd’y(x)
where, in terms of composition powers?,
(7) d'y(x) = (=15 [b + Sk}’ x y, .

Thus knowledge of the higher order differentials will allow closer approxi-
mations to y(x).

We now take up the problem of establishing error bounds for any
order of approximation to y(x) from (6). If 4,(7=1,2,++,m) is in T
and ¢ is in I, and

x x x
2 VW:S Vix, 2)W(z, t)dz, W2 = S Wiz, 2)W(z, t)dz, Wn» = S W(x, 2)Wn-1(z, t)dz, and
3 ¢ ¢

Wnxg= Sz Wo(x, t)g(t)dt

a
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A=AA, . A, = S S"l Scz A, 2) A2y 2) -+ +

t Jit

An(zn—-lr t)dzn—l e dzl ’

it is seen that

'b___a/ln-l n
(8) 14l < =l T4,
and
(9) laxg < Lol —al iyq,.

Let P,..;[/{(S;h)] denote the sum of terms obtained from the com-
position A*-*(S,h)* by a permutation on the n places occupied by

Bl +++ R(Seh)(Soh) « « » (Soh) = B*~4(S;h) .

nei 1
For example, by setting
P, [R(Seh)] = B*(Soh) + M(Sch)h + (Sh)R*
and
P, o[h(Seh)] = R(S;h)” + (SR)(Sh) + (Sh)h
we can write with brevity
[h =+ Sk’ = hy + PyilM(Seh)] + Polh(Sih)] + (Soh)*
Now let
¢ =Mz, ), m = ||y(x)]l, B= Sy, t)|l, and u =[b—a].
Then from (7), (8), (9), and the mechanics of composition we obtain
(D7 d (@) || = [ (—1)"[h + Seh]" * y, ||

= |[h"x Yy + Pocya[B(Soh)] ¢y + =+« + ProacilB(Sh)] % Yy + (Sh)™ * 9, ||
SR Yo || + 1] Puci sl OS] # o || 4+« 4 1 (Soh)* # 4, ||

(10) < mc”'u" + (n) me™ut B 1o (n) me"u™ B®
n!

1) (n+1)! n/ (2n)!
< memu Eo(j)—_(wrj)!

< micu(l + uB)]"
< o .
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Thus transposing the desired nth order approximation to y(x) from
the right side of (6) to the left side and applying (10) we get

v = i) = 33 aouiw| =

J=

S )|

J=n+1 ]

(11) < 3 m(i1e’

J=n+1
< m[e" -3 (j!)-lﬁf]
Jj=0

where 6 = cu[l + uB], For small values of ¢ we readily discern the
asymptotic relation

n-1

(12) o) = w0 =S %d%(x)” = 06" .

A simple numerical example will be given next.
Consider the Volterra equation

(13) (@) + % So wt[3 + & — Ply(t)dt = @ exp [1/347]

where K(z,t) = 1/3at[3 + «* — t*] is in T, f(x) = x exp[1/32*] is in I and
a=0,b=1.Take Kyz,t) = xt exp[1/3(x* — t*)]. The resolvent kernel
for Ky(x,t) is Sz, t) = —xt. By (4) the solution to (13) with kernel
Kyx,t) is

(14) Yo(x) = x exp [1/3x°] + Sz — xt* exp [1/3t°]dt = x .
[
By virtue of (5), the Fréchet differential of y(x) evaluated at K(x, t)
with increment

Mz, t) = K(x, t) — Kz, t) = -:-13— x2t[8 + x° — t*] — at exp [1/3(x® — t°)]

is
_— m 1 3 3 3 3
dyi(@) = — So {gxt(s 4 2* — 8 — 3) exp[1/3(z* — )]
(15) + St - xz(% A + 2 —  — 3) exp [13(2 — 1] )dz]tdt
— xlo
162 °

Thus a first order approximation to %(x) will be
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10
16 ~ X
(16) yr) =~z + 163

It is easily established that
1Az, 1) || < 0.04, [| S(e, [l =1, [l y(x) | = 1 .
Hence, with 4 = 0.08, it follows from (11) that
A7) ly(x) — yo(@) — dy(x) ]| < 0.0033 .
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THE FRATTINI SUBGROUP OF A p-GROUP

CHARLES HoBBY

The Frattini subgroup @(G) of a group G is defined as the inter-
section of all maximal subgroups of G. It is well known that some
groups cannot be the Frattini subgroup of any group. Gaschiitz [3, Satz
11] has given a necessary condition for a group H to be the Frattini
subgroup of a group G in terms of the automorphism group of H. We
shall show that two theorems of Burnside [2] limiting the groups which
can be the derived group of a p-group have analogues that limit the
groups which can be Frattini subgroups of p-groups.

We first state the two theorems of Burnside.

THEOREM A. A non-abelian group whose center is cyclic cannot be
the derived group of a p-group.

THREOREM B. A non-abelian group, the index of whose derived group
18 p?, connot be the derived group of a p-group.
We shall prove the following analogues of the theorems of Burnside.

THEOREM 1. If H is a non-abelian group whdse center 1is cyclic,
then H cannot be the Frattini subgroup @(G) of any p-group G.

THEOREM 2. A non-abelian group H, the index of whose derived
group 1s p*, cannot be the Frattint subgroup @(G) of any p-group G.

We shall require four lemmas, the first two of which are due to
Blackburn and Gaschiitz, respectively.

Lemma 1. [1, Lemma 1] If N is a normal subgroup of the p-group
G such that the order of N is p*, then the centralizer of N in G has
index at most p in G.

LEMMA 2. [3, Satz 2] If H = @(G) for a p-group G and N is a sub-
group of H that is normal in G, then O(GJ/N) = @(G)/N.

LemMA 8. If N = {a} x {b} is a subgroup of order p* normal in
the p-group G such that N is contained wn O(G), and if {a} is a group
of order p* in the center of @(G), then N is in the center of @(G).

Proof. N normal in G implies that N contains a group C of order
p which is in the center of G. If C is not contained in {a} the proof

Received March 18, 1959.
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is trivial, hence we may assume C = {a?}. Since an element of order
p in a p-group cannot be conjugate to a power of itself the possible
conjugates of b under G are

b, ba?, «++, ba®Vp .

The index of the centralizer of b in G is equal to the number of con-
jugates of b under G, hence is at most p. Thus b is in the center of
?(G), and the lemma follows.

LEMMA 4. If H is a non- abelzan group of order p* them there is
no p-group G such that &(G) =

Proof. If H = @(G) for a p-group G, then H is normal in G and
must contain a group N of index p which is also normal in G. Then N
is a group of order p’, hence (Lemma 1) the centralizer C of N in G has
index at most p in G. Therefore C contains H, and N is in the center
of H. Since the center of H has order p this is a contradiction, and
the lemma follows.

We can now prove Theorems 1 and 2.

Proof of Theorem 1. We proceed by induction on the order of H.
The theorem is true if H has order p* (Lemma 4). Suppose H is group
of minimal order for which the theorem is false, and let C of a subgroup
of H of order p which is contained in the center of G. Then (Lemma 2)

?(G/C) = #(G)/C = H|C .

Thus the induction hypothesis implies that H/C cannot be a non-abelian
group with cyclic center. We consider two cases: H/C is abelian; or,
the center of H/C is non-cyclic.

Case 1. Suppose H/C is abelian. Since H is not abelian, and C has
order p, we conclude that C is the derived group of H. Thus HJC,
which coincides with its center, is not cyclic, and we are in Case 2.

Case 2. Suppose that the center Z of H/C is non-cyclic. The ele-
ments of order p in Z form a characteristic subgroup P of Z. Since Z
is not cyclic, P is also not cyclic and hence has order at least p*>. Thus
we can find subgroups M and N of P which are normal in G/C and have
orders p and p? respectively, where M is contained in N. Let M and N
be the subgroups of G which map on M and N. Then M and N are
subgroups of H which contain C and are normal in G; M and N have
orders p* and p° respectively, and M is contained in N.

We see from Lemma 1 that the centralizer of M in G has index at
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most p in G, hence M is in the center of H, which is cyclic. Also, N
is abelian since N is contained in H and the index of M in N is p.
Now N is contained in P, hence is not cyclic. Therefore N is a non-
cyclic group which (Lemma 3) is in the center of H. Since the center
of H is cyclic this is a contradiction, and the proof is complete.

Proof of Theorem 2. We denote the derived group of a group K
by K’'. Suppose G is a p-group such that &(G) = H where H' =+ {1}
and (H: H') = p>. Let N be a normal subgroup of G which has index
p in H'. Then G/N is a p-group such that (Lemma 2)

?(G/N) = &(G)/N = H|N .
But (H/NY = H'|N #+ {1}, and the order of H/N is
(H: N)=(H: H)YH': N) = p*.

Thus H/N is a non-abelian group of order »° which is the Frattini sub-

group of the p-group G/N. This is impossible (Lemma 4) and the theorem
follows.

REMARK 1. The only properties of the Frattini subgroup used in
the proof of Theorems 1 and 2 are the following: @(G) is a characteristic
subgroup of G which is contained in every subgroup of index p in G;
and, @(G/N) = @(G)/N whenever N is normal in G and contained in &(G).
Thus if we have a rule 4» which assigns a unique subgroup Y(G) to
every p-group G, then Theorems 1 and 2 will hold after replacing ‘‘the
Frattini subgroup @(G)”’ by ‘‘the subgroup (G)’’ if (G) satisfies the
following conditions.

(1) (@) is a characteristic subgroup of G.

(2) 4(G) is contained in &(G).

(8) Y(G/N) = +(G)/N if N is normal in G and N is contained in
¥(G)-

In particular, if y(G) = G’, the derived group of GG, we have the theorems
of Burnside. The proofs are unchanged.

REMARK 2. Blackburn [1] has used Theorem A to characterize the
groups having two generators which are the derived group of a p-group.
Using Theorem 1 it is easy to see that Blackburn’s proof establishes the
following

THEOREM 3. If H = &(G) for a p-group G and if H has at most
two generators, then H contains a cyclic normal subgroup N such that
H|N is cyelic.
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VON NEUMANN DIFFERENCE APPROXIMATION
TO HYPERBOLIC EQUATIONS

MiLTON LEES
1. Introduction.

Consider the finite difference equation

%) Vi = Vo + Al

devised by von Neumann for the numerical solution of the wave equation
2, 2

(1.2) : o _ 0w
ot? ox?

An essential property of any finite difference approximation to a dif-
ferential equation is the convergence of solutions of the difference equa-
tion to the solution of the corresponding differential equation as h, k—0.
It turns out that a sufficient condition for a difference approximation
to be convergent is that it be consistent and stable (cf. Lax and Richt-
myer [3]). Roughly speaking, a difference approximation to a differen-
tial equation is consistent when the difference equation converges to
the differential equation, and it is stable when the solutions of the dif-
ference equation can be estimated (in a suitable norm) in terms of the
prescribed data. A finite difference approximation to a hyperbolic dif-
ferential equation is said to be unconditionally stable when it is stable
for all positive values of the mesh ratio R = k/h; it is said to be con-
ditionally stable when it is stable for some values of R, but not uncon-
ditionally stable.

O’Brien, Hyman and Kaplan [5] determined completely the stability
properties of the difference equation (1.1). They showed that (1.1) is
unconditionally stable when « > 1/4, and conditionally stable when
a < 1/4 (the mesh ratio limitation being R < (1 — 4a)~%). This reduces
to a clasgical result of Courant, Friedrichs and Lewy [1] when a = 0.

It is well known that the implicit backward difference approxima-
tion

(1.3) Vi = Ui

to the wave equation (1.2) is unconditionally stable (cf. [5]). However,
the unconditionally stable approximation (1.3) involves an error of ap-
proximation which is of order % + k?, while the conditionally stable ap-
proximation

Received October 20, 1958, and in revised form March 18, 1959. Work on this paper

was supported by National Science Foundation Grant G-5863.
1 See section 2 for notation.
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(1.4) Vi = Vi

leads to an error of order %* -+ h®. The error incurred when the wave
equation (1.2) is approximated by the von Neumann difference equation
(1.1) is of order k* + h* for all values of the parameter «.

The difference approximation (1.4) was extended to a difference
analogue of the hyperbolic differential equation

6u

(1.5) M,) ;T 0, ) 2% dwﬁ +M%0u+d%U

ox

by Courant, Friedrichs and Lewy, and shown to be conditionally stable,
the mesh ratio limitation being 1 — aR* > 0. The implicit backward
difference approximation (1.3) has been extended to difference analogues
of equations of the form (1.5) by Lees [4], and shown to be uncondi-
tionally stable. Both extensions preserve the order of magnitude of the
error of approximation.

There are two natural extensions of the von Neumann difference
equation (1.1) to a difference analogue of the hyperbolic differential
equation (1.5). We consider both of these extensions of (1.1), and give
sufficient conditions that they be unconditionally stable. Both of these
extensions lead to an error of approximation of order k*+ h? for all
values of the parameter «. Unfortunately, our method of proving sta-
bility gives no information about the conditional stability of the von
Neumann difference approximations to (1.5).

We establish the stability theorems by showing that the solutions
of the von Neumann difference approximations to (1.5) satisfy an energy
inequality similar to the classical energy inequality of Friedrichs and
Lewy [2]. It is the energy inequality which allows us to handle differ-
ential equations with variable coefficients; the case of constant coefficients
can be treated by Fourier analysis (cf. [3]).

2. Preliminary remarks. Let 2, be a rectangular lattice with
mesh widths b and k = Rk fitted to the region

2:0<2<1,0<t<T.
More precisely, 2, is the set of all points of intersection of the coordi-

nate lines

x=nh,n=20,1,---, N,
t:mk;mZOyly"';M;

where Nh =1 and Mk = T. The quantity R is called the mesh ratio
of the lattice.
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Let
di(m, 1) = {(x, t) e Q,|x = ih and mk < t < Uk}
and put
2, :lgldi(k, M—F).
Denote by 7T.,, and T... the translation operators defined as follows:

T, onv(2, t) = v(x = nh, t),
T, (2, t) = v(x, t = mk) .

For the first order partial difference quotients of functions v(x, t) we
employ the following notation:

v, = %(T — 1), v, = %—(Tk — 1w,
v; = %(1 — T, v = —i—(l T,
v = (T, — T)v v =T, — T_).

o 2h ’ 2k

Difference quotients of order higher than the first are fo
peated application of the above formulas, for example,

Vg = ;2(T — 24+ T .

We shall use von Neumann’s finite difference method to approximate
the sufficiently smooth solutions of the following mixed initial-boundary
value problem

@.1) ";t“ = a(x, ) Lt bz, t) + ofx, t)%’g- + d(x, tu + e(z, 1),
O<ae<lo<t<sD),
u(z, 0) = £(z)

ou _

w0, t) = hy(t)
w(l, t) = hyt) .

We assume that the functions b,¢,d and e are continuous in 2, and
that there exist constants ¢;, (? =0, 1, 2, 3) such that

(2.3) 0<c <a(r,t)<e in 2,
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(2.4) la(x, t) — a(®, )| < ¢i|x — T| + ¢t — t] .

We also assume that the functions g, &, and &, are continuous and that
f is twice continuously differentiable.
The first finite difference approximation of (2.1) is

(2.5) vz = a(x, t)v; + ak*vzz + b(w, t)vy + c(x, t)v; + d(x, t)v + e(x, t)

where o is a parameter to be specified later.
The initial and boundary conditions (2.2) are approximated as fol-
lows:

o(x, 0) = f(x)
v(@, k) = f(2) + kg(x) + g[a(m, 0)f"(x) + b(=, 0)f"(x)

+ ¢(z, 0)g(x) + d(z, 0)f(x) + e(x, 0)]°
v(0, t) = hy(?)
o(l, t) = hyt) .

(2.6)

As a second approximation to (2.1), we take

2.7 vg = alw, v + alx, Hakvz,; + bz, t)vs
+ ¢(x, t)vy + d(x, t)v + e(x, t) .

Both of these difference equations are of the implicit type when
a >0, i.e., their solution, subject to the auxilliary conditions (2.6), re-
quires the inversion of a linear system of (NN — 1) algebraic equations
in the same number of unknowns at each time step.

3. Energy inequalities. In this section, we derive sufficient con-
ditions for the solutions of the difference equations (2.5) and (2.7) to
satisfy an energy inequality. As a corollary of the energy inequalities,
we prove the existence of a unique solution to the systems (2.5), (2.6),
and (2.7), (2.6).

Before giving the energy inequalities, we prove several preliminary
results.

LeEMMA 1. The function E(t) = (1 + Bk)~Y*, (8 > 0) satisfies the
following conditions:

(i) E;+BE=0,
(i) TWwE=Q+pBk)'E<E,
(i) E-Yt) < e .
2 This approximation is taken to insure that the approximation error is of uniform
order of magnitude over the region Q.



VON NEUMANN DIFFERENCE APPROXIMATION 217

Proof. Properties (i) and (ii) are readily verified, and property (iii)
follows by exponentiating the inequality

t/klog (1 + Bk) < Bt .

The next three lemmas give finite difference analogues of certain
differential identities employed in the proof of the classical energy in-
equality of Friedrichs and Lewy.

LEmMMA 2. If E@®) = (1 + Bk)¥* (B > 0), and v(x,t) is any func-
tion defined on Q,, then the following identity holds:

(3.1) Evivi = 3[(TWE )il + 38(TE)v;
Proof. We have that

[v}); = v + (T-wv v = 2005 — (v, — TV = 2005 — k(v,;) .

Similarly,
[vils = 2vvi + k(vi) .
Hence,
v = 3[vili .
Therefore

Ev; = $[(TE)w;] — (T E )}

which reduces to (3.1) in view of property (i) of Lemma 1.

LEemMMA 3. Let E(t) = (@1 + Bk) "%, and let v(x,t) be any function
defined on 2,. Then the following identity holds:
(3.2) Eviav,; = (viEav,); — v:Eaz(T-,v;)

- %[(T_kEa)va - %[(TkEa)vflz
1 2 k? 2. k? 2
+ g(Ea)rvx + T[(TkEa)vu]o — T(Ea)mu .

Proof. We have
Ev.av,; = (v,Eav.); — (v.Ea);v;
= (v.Fav,); — Eav;v;, — (T )v:Ea;
= (vEav,); — (T-,v)vzEa; — 3(T-Eays ],

k Eavft .

1 :
+ 5 (Ba)v: + 0
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Combining this identity with a similar representation for Ev;av,; we
obtain (3.2).

LEMMA 4. Let E(t) = (1 + Bk)~"*, and let v(x,t) be any function
defined on 2,. Then the following identity holds:

(3.3) Eviav,;i =(Eviav,;); — Eay(T-,00)vss — 3[(ThEa)vi i + 3(Ea)vs, -

The proof of this lemma is similar to the proof of Lemma 3, and will
be omitted.

In order to present the energy inequalities in a convenient form,
we introduce several norms. If v(x,t) is defined on 2,, then

N
ol = B b, 8
N-1
Mlollp, = hn§=111)2(nh, t)
21} = llville + 3wzl + 1wz 5=} -
For functions defined on 2 we introduce the maximum norm
|v[g = max |v(w, )] .
Q
THEOREM 1. (Energy Inequality) Let v(x,t) be a solution of the

difference equation (2.5) in 2,. Assume that v(x,t) vanishes 4°(0, M)
and 470, M). If the quantity

(8.5) da — a(x, t)

is bounded away from zero in Q, then there exists a constant ¢ depend-
ng only on a, T, ¢, (1 = 0,1, 2, 3) and the coefficients of (2.1) such that
for all sufficiently small k

(3.6) ol < elllolis + S *lleli.]

Proof.* We have

hES, Evi[vg — av.; — ak™vz; — bvy — cvy — dv —e] = 0.
Qh.

Let 4, = 2,U 4%k, M — k). Since v vanishes on 4%(0, M), we can write
the preceding equation in the form

(8.7) hES, Evi[v; — avz — ak™v,z:] = 3B(v) ,
AIL

where

3 The basic idea in the proof is made more transparent by taking b=c=d =¢ = 0.



VON NEUMANN DIFFERENCE APPROXIMATION 219
(3.8) B(v) = 2hlc§_‘, Ewbvy + cv; + dv + €] .
R

Using the identities of Lemmas 2, 3 and 4!, we can write (3.7) as

(39 AR (TuBYlli + (- Ea)vi], + (T Ea)vil;
— (T Eay]+ al’l(TEa)vs); = R(v) + B(v),

where

(3.10) R(v) = th {—=B(TLE)v; — 2Eazv«(T-,v;)
+ (Ea)ﬂr — yEak*v:, + ak’Ews} .

In deriving (3.9), we have used the fact that
2 (Ewav.)s = 3 (Eopva)s = 0
h
which follows from our assumption that v(x, t) vanishes on 4°(0, M) and

AY0, M).
Summation with respect to ¢ yields the following formulas.

G1D)  HES (LB = B vilir — el
(3.12) th (T- Ea)v’

= W3 (T E(T)a(w, T, T) — B3 afw, O, k)
(313)  hkS [(T.E0)il;

- 1S E(Thalw, TYi(w, T — ) — b3 E(a(e, ki, 0)
(8.14) hk% k(T Ea)v:);

- h:Z’;E(T)a(x, Ty, T) — 2vs(z, Tyvs(w, T — k) + vi(w, T — k)]
— b5 E(a(e, H[v4(a, k) — 20x(z, B, 0) + vz, 0)

(3.15) KK al?[(T.E)v=);

= ahS B(T)vi(w, T) — 20s(x, Thosw, T — k) + 2z, T — b))

— Ak BO(a, k) — 20i(x, Kyos(a, 0) + iz, 0)] .
It follows now from (3.9), (3.11)-(3.15) that

4 In Lemma 4, we take a = 1.
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E(D)||villiz + 23 [20E(T)0ia, T~ 1)

+ {2aE(T) — (E(T)a(x, T)):}vi(x, T)

+ {2E(T)a(x, T) — 4aE(T)}vi(x, T)vi(x, T — k)]
(3.16) = [[vills + =3 [2aB (R, Bz, 0

+ {2aE (k) — KE(k)a(x, k):}vi(z, k)

+ {2E(k)a(, k) — 4aE (k)} vz, k)vi(z, 0)] + R(v) + B(v) .
Consider the real quadratic form
(3.17) Q(&, U) = 2aEE + (2Ea — 4aE)én + (2aE — k(Ea))n .
Now,

(Ea); = E(T-4a) + Eo; = E(—B(T-) + a7)
by property (i) of Lemma 1. Therefore
(8.18) 20 — k(Ea); > E2«a
if Ba >a;.
It follows from (3.17) and (3.18) that by choosing 3 large enough

(3.19) Q1) = EQ2ag + 2{a — 2a}&n + 2a77) .

In view of our assumption concerning the expression (3.5), we see that
the right side of (8.19) is a positive definite quadratic form, and

(3.20) QE, 1) = En(& + 1),
where
M, = min [da — a, a] .
Also, there is a constant p, such that
(3.21) QE 1) < EmE + 7).
Hence, combining (8.16), (3.20) and (3.21) we fined that

3.22)  E(Mvillsr + E(T)d Il vzllsr + [lvzl[6,2-6}
< ”v?”g,k + #1%{””5”3,0 + '05“3,1:} + R(v) + B(?)) .

If we shown that there is a constant B such that

T-k
(3.23) R(v) + B(v) < kB||vi |5 + k%*”dl@,ﬂ(ﬂ
for all sufficiently small &, then (3.6) will follow.
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It is readily verified that
B(v) < hkX E([bls + |elz + 1dfz + 1)}
T-k
+ RS E(|b]G + [dla)vl + ka*HeH%,,E(T) .
n T
Since
S Ev: < S Bl
Qh
and
2 k Nh=h
S Ev; < S Evr + k— 3, E(k)vi(z, k)
o, @, 2 z=n
it follows that there are constants B, and B, such that
(3.24) B(v) < BhkS, v:E + BhkS viE + BzE’(Ic)gl[ A
A Qh
T——kh
+ E3*ell B () -

Using (3.10), it is not difficult to show that

3.95 R<E“B%“ﬁ‘i2|ﬁ“—§
(3.25) CEP> ‘{1+Bk”+iax |22
+ llalgjk%f& — ak’ 2 'Uft
2 1+ Bk
_._ﬁ _L 2 ~ ]2
+ (= 5T + 4y = g s (1) o2+ kB0

for a suitable constant B,. It follows now from (3.24) and (3.25) that
we can choose B such that for all sufficiently small & (3.23) holds. This
completes the proof of Theorem 1.

Restating Theorem 1, we have

COROLLARY 1. If 4a — a is bounded away from zero in Q, then
the von Neumann difference equation (2.5) is unconditionally stable for
all sufficiently small k.

THEOREM 2. If 4a — a is bounded away from zero in £, then for
all sufficiently small k, the finite difference equation (2.5) with the
auxiliary conditions (2.6) possesses a unique solution.

Proof. At the end of §2, we remarked that the system (2.5), (2.6)
is equivalent to a system of (N — 1)(M — 2) linear equations in the
same number of unknowns. It is sufficient to prove that the associated



222 MILTON LEES

homogeneous system of equations has only the trivial solution. The
homogeneous system is obtained by putting e, v(z, 0), v(x, k), v(0, t) and
v(1,t) equal to zero. From Theorem 1 we conclude that ||v],, =0,
which implies that v =0 in 2,. Hence, the associated homogeneous
system has only the trivial solution.

We now state without proof the following approximation theorem.

THEOREM 3. Let u(x, t) be of class C* in 2 and satisfy the mixed
wmnitial boundary value problem (2.1), (2.2). Let 4o — a be bounded away

from zero in 2 and let v(x,t) denote the solution of the von Newmann
approximation (2.5), (2.6). Then for all sufficiently small k there ex-
ists a constant B, independent of h and k such that

max |u(z, t) — v(z, t)]| < B(h* + &) .
on
We now consider the finite difference equation (2.7). The preceding
theorems can all be extended to this difference equation provided that
we modify the range of the parameter a.

THEOREM 4. (Energy Inequality) Let v(x,t) be a solution of the
difference equation (2.7) in Q,. Assume that v(x, t) vanishes on 4°(0, M)
and 470, M). If

(3.26) do—1>0,

then there exists a constant ¢ independent of h and k such that

(3.27) 1ol < [ Nolis + kS el |

The proof of Theorem 4 is quite similar to the proof of Theorem 1.
Only slight changes in the proof are required due to the fact that we
must use the full form of Lemma 4.
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AXIOM SCHEMATA OF STRONG INFINITY IN
AXIOMATIC SET THEORY

AZRIEL LEvVYy

1. Introduction. There are, in general, two main approaches to
the introduction of strong infinity assertions to the Zermelo-Fraenkel
set theory. The arithmetical approach starts with the regular ordinal
numbers, continues with the weakly inaccessible numbers and goes on
to the onumbers of Mahlo [4], etc. The model-theoretic approach, with
which we shall be concerned, introduces the strongly inaccessible numbers
and leads to Tarski’s axioms of [14] and [15]. As we shall see, even
in the model-theoretic approach we can use methods for expressing strong
assertions of infinity which are mainly arithmetical. Therefore we shall
introduce strong axiom schematsa of infinity by following Mahlo [4,5,6,].
Using the ideas of Montague in [7] we shall give those axiom schemata
a purely model-theoretic form. Also the axiom schemata of replacement
in conjunction with the axiom of infinity will be given a similar form,
and thus the new axiom schemata will be seen to be natural continuations
of the axiom schema of replacement and infinity.

A provisional notion of a standard model, introduced in § 2, will be
basic for our discussion. However, in § 5 it is shown that this definition
cannot serve as a general definition for the notion of a standard model.

2. Standard models of set theories. For the forthcoming discussion
we need the notion of a standard model of a set theory. A general
principle which distinguishes between standard and non-standard models
of set theory is not yet known. Nevertheless, a notion of a standard
model for various set theories will be given here, but this will serve
only as an ad-hoc principle and we shall see later that its general
application is not justified.

The Zermelo-Fraenkel set theory is generally formalized in the
simple applied first-order functional calculus, since this is the most
natural language for a set theory. In that formulation the Zermelo-
Fraenkel set theory has an infinite number of axioms. From that formu-
lation one passes directly to a formulation of the Zermelo-Fraenkel
set theory by a finite number of axioms in the non-simple applied
first-order functional calculus (we shall denote functional variables with
D, D1, P2, +++). The axioms of extensionality, pairing, sum-set, power-
set and infinity are as in [2]. The changed axioms are

The axiom of subsets (x)(3y)(2)(z € y=:2 € z . p(?)

Received February 20, 1959. This paper was written while the author was a Sloan
Fellow of the School for Advanced Study at M.L.T.
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The axiom of replacement
(%, ¥, 2,) (0, ¥) . P&, 2) : DYy=2)D(x) (3¥) (2) zey=@u) (wex . p(u, ).

The axiom of foundation (3 x)p(x) > (3 x) (p(x). W) (YexD~pH))).

If we regard as mathematical theorems of a theory @ formulated
in the non-simple applied first order functional calulus only those theorems
of @ which do not contain functional variables then it can be shown,
by the method of Rickverlegung der FEinsetzungen (compare [3],
pp. 248-249) that the set of all the mathematical theorems of @ coin-
cides with the set of all the theorems of the corresponding theory Q'
formulated in the simple applied first order functional calculus (whose
axioms are the axioms and the axiom schemata corresponding to the
axioms of ). Therefore @ and @' could be regarded, from the mathe-
matical point of view as the same theory. Nevertheless, we shall see
that @' is not obtained uniquely from @ if we disregard the actual
axiomatic representation of Q.

We are interested in passing to set theories based on a finite set of
axioms in the non-simple applied first-order functional calculus, since
in this case we can define the notion of standard models for these
theories in the sense of Henkin. A standard model of such a theory @
will be a model where the functional variables range over all the
subsets of the universe set of the model. The statement that the
universe u and the membership relation ¢ (which are both taken to be
sets) determine a standard model of @ can be easily formulated in set
theory. This is done as follows: We take the conjunction of the axioms
of @ and effect the following replacements!

@ ( by @)(xewu>d 3x)( by (32)(x € u.

xey by xyd>ee p@,---,2) by (@, --,2,>€f
and

then we close the resulting formula with respect to the variables f;
by the prefix (fi,» <<, f)(fiSu.-+-.f;Cu:>. Thus we obtain a
formula which we shall denote with Sm?(u, e).

Standard models for set theories for which (zy>ee=:ycu.
reyand yeu,x € y:>Dx e u are called standard complete models:
Sem®(u)=:(y)yeudDycu).(€)({xy>ece=:yecu.xecy:.Sm%u,e)).

We denote by S the set theory which consists of the axioms of ex-
tensionality, pairing, sum-set, power-set, subsets and foundation. SF will
denote the theory obtained from S by adding to it the axiom of
replacement. Z (resp. Z F') will denote the theory obtained from S (resp.
SF) by the addition of the axiom of infinity (axiom VII* of [2]). We
shall assume that these theories are formulated in the simple first-order

1 Alphabetic change of bound variables may also be needed.
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functional calculus unless we are dealing with standard models of these
theories, in which case we shall assume that we have passed to corre-
sponding formalizations in the non-simple first-order functional calculus.

By the methods of Shepherdson [12] 1.5 and Mostowski [9] it is
eagy to prove (in SF') that each standard model of a set theory @ which
includes the axioms of extensionality and foundation is isomorphic to
some standard complete model of Q.

The function R(«) is defined by R(a) = Ssca B(R(B)) (P(x) is the
power-set of x). The rank of an element x of R(«) is defined to be the
first 8 such that x ¢ R(8). We shall assume in the following that
the properties of these functions are known.?

We can prove, in the same way as Shepherdson [12] 3.14 and 3.3°
that if Q contains the axioms and the axiom schemata of SF' then each
standard complete model of Q is of the form R(«), where « is some
limit number. Thus we can conclude that each standard model of a
theory @ which contains the axioms and axiom schemata of SF is
isomorphic to some standard complete model of @ of the form R(x). If
we regard as assertions of infinity those statements which assert the
existence of standard models for strong set theories, we see now why
all assertions of infinity reduce to statements about the existence of
ordinal numbers with appropriate properties.

The (strongly) inaccessible numbers « are usually defined as regular

initial numbers greater than @ which satisfy (\) (v < @ D 2*<a). This
definition leads to the expected consequence only if the axiom of choice
is assumed, since, for example, if the cardinal of the continum is not
an aleph then according to this definition no ordinal is inaccesible.
Shepherdson [12] established the close connection between the inaccessi-
ble numbers and what we call the standard complete models of ZF'.
These results of Shepherdson can serve to give a new definition of
inaccessible numbers which will have a satisfactory meaning even if
the axiom of choice is not assumed.

DEFINITION 1. « is called inaccessible if R(«) is a standard com-
plete model of ZF'.

In(a) = Sem?"(R(a))

Shepherdson [12] proves, in effect, that this definition is equivalent
to the usual definition if the axiom of choice is assumed. Without using
the axiom of choice it can be proved that « is inaccessible if and only if

Q) a>ow
(2) « is regular
B) ®(zeRa)>~z>a)*

2 See, for example, Shepherdson [12] 3.2— he denotes the function R by G.
3 Shepherdson’s super-complete models are our standard complete models of ZF'.
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We shall widely use in the following the fact that every inaccessible
number is regular (this is proved by Shepherdson [12] 3.42).

Definition 1 shows clearly why such a number is called inaccessible,
i.e., unobtainable from the smaller ordinal numbers by means of the
set theory ZF. Following Specker [13] we can generalize this definition
as follows :

DEFINITION 2. Let Q be a set theory formulated by a finite number
of axioms in the non-simple applied first-order functional calculus. An
ordinal number « is called inaccessible with respect to @ if R(a) is a
standard complete model of Q.

In%(a) = Sem®(R(a)).

3. A strong axiom schema of infinity. The numbers inaccessible
with respect to ZF are the inaccessible numbers. The numbers inacces-
sible with respect to the theory obtained from ZF by addition of the
axiom (3 o) In(o) are all the inaccessible numbers except the first one.
Thus we can go on and observe numbers inaccessible with respect to
systems which require the existence of more and more inaccessible num-
bers. We can also observe the numbers inaccessible with respect to the
extension of ZF which is obtained by adding (y)(30) (¢ > ¢ . In(o))
to its axioms, etc. But if we want to have a really fast trip into the
realm of infinity we shall use the means provided by the arithmetical
approach to assertions of infinity.

Mahlo [4] defined a function 7, such that z,, counts the regular
ordinal numbers, 7, , counts the weakly inaccessible number and for
increasing 8 7, p, regarded as a function of «, counts ordinals which
satisfy higher and higher requirements of weak inaccessibility. The
whole hierarchy of Mahlo [4] is based on the class® of the regular
numbers — the range of =,,. If we replace x,, by a function 7, whose
range is a subclags of the class of the regular numbers we can define
analogously functions ., and 7, ,. and prove theorems corresponding
to Mahlo’s theorems in [4,5,6,]. We shall take for the range of 7,
the class of the inaccessible numbers.

Our exposition will differ from Mahlo’s also in a technical point:
Whereas Mahlo uses any strictly increasing functions to count the
members of given classes of ordinal numbers we shall use for this pur-
pose normal functions (Normalfunktionen)® which are much easier to
handle. A normal function at limit-number arguments may take values

¢ Since we do not assume that the cardinal numbers are formally defined ~=z'2_2 is
an abbreviation of a statement about equivalence of sets.

5 We shall use the word ‘class’ instead of the word ‘property’, e.g., instead of ‘the
property of being a regular mumber’ we shall say ’the class of the regular numbers’.
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outside the class whose members it counts, since the normal function

counts the members of the closure (in the order topology) of the given
class.

DEFINITION 3. The functions P,(«)” are defined by transfinite induec-
tion as follows: P,0) is the first inaccessible number; P8 + 1) is the
first inaccessible number greater than P,(gB); for limit-number a P(a) =
limg., Py(B). P,(B + 1) (resp. P,(0)) is the first inaccessible number ¢
greater than P,(B) (resp. the first inaccessible number) such that for
each v <7 ¢ = P,(v) for some limit number 7.

The functions P,(a) are not assumed to be defined for evey 7 and a.

DEFINITION 4. Q(8 + 1) (resp. Q(0)) is the first inaccessible number
«a greater than Q(B) (resp. the first inaccessible number) such that
Py(0) = a. For a limit-number a Q(a) = lim,., Q(B).

We can also define functions @,(a) such that Q,a) = Q(a), Qg+, is
related to @, as @, is related to P, and for limit-ordinal » @, counts
the inaccessible numbers which are in the intersection of the ranges of

all the functions @,,, 7' < 7. The numbers « for which Q,(0) = a we
call @*-numbers.

We shall now consider the following axiom schema
M Every normal function defined for all ordinals (d.f.a.0.) has at
least one inaccessible number in its range®

THEOREM 1. M is equivalent to each of the following schemata

M’  Every normal function d.f.a.o. has at least one fixed point which
is inaccessible

M"  Every mormal function d.f.a.o. has arbitrarily great fived points
which are inaccessible.

Proof. Obviously M” implies M’ and M’ implies M. We shall
prove that M implies M".

Let F be a normal function d.f.a.0. Let G be the derivative of F), i.e.,
the normal function which counts the fixed points of F. Since F' is
d.f.a.o. then by [1] §8 G is also d.f.a.0. For any given v let Hy(§) =

¢ A function F(a) on the ordinal numbers into the ordinal numbers is called normal if :

(1) It is strictly increasing: a < 8 D Fla) <F'(B)

(2) It is continous: For limit-number a F(a) = limg<aF(B).

7 These are the functions analogous to the functions me, of Mohlo [4].

8 This schema is written formally as
(@,8,7) (0(@,B8) . ¢(e,7) : D B=17). (@) (TB) ¢ (@,8) . (@,8,7,0) (a < 7 - ¢(,B) - ¢(1,0) : D B<I). (e,
BY(~@o)e+l=a).ax0.¢@h:CHE <A@ <a.e@n.7>71):2
(3 ,8) (¢(a,8). In(p)) where ¢ is a formula of set theory such that there is no confusion of
variables in the corresponding instance of the schema.
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G(v+§&). H, is a normal function d.f.a¢.0. and hence by M there is an
ordinal £ such that 8 = H,(&) is inaccessible. Since 8 = G(y + &), F(B)
= #B. By a well-known theorem the value of a normal function is not
less than the argument and hence 8 > v 4+ & > 1.

In order to see how near M is to a purely arithmetical assertion

it is interesting to note that M is equivalent to the conjunction of

(1) There exist arbitrarily great inaccessible numbers

(2) Ewvery mormal function d.f.a.o. has at least one regular number

in its range

The proof of this makes use of the fact that every regular ordinal which
is the limit of a set of inaccessible numbers is inaccessible (since an ordinal
is inaccessible if and only if it is regular, greater than w and (2) (2 €
R(a@) D ~z>a)). Let F be any normal function d.f.a.0. If there
exist arbitrarily great inaccessible numbers then the function Pj(a)) is
d.f.a.0. and also the normal function F(Py(«)) is d.f.a.0. By (2), using
the same reasoning as in Theorem 1, there is a regular ordinal B such
that F(P,(B)) = B, i.e., P(B) =8B and F(B) =pB. Since B is a limit
number and Py(B)=4, B is the limit of a sequence of inaccessible numbers
and since B is regular it is inaccessible.

ZM will denote the set theory obtained from ZF by the ad-
dition of M.

We shall now introduce a principle of reflection over ZF. This
will be an axiom schema which will assert the existence of standard
complete models of ZF which reflect in some sense the situation of the
universe.

Let @ be a formula of set theory. We denote by Rel (u, ) the
formula obtained from ¢ by relativizing all the quantifiers in it to u,
i.e., by replacing each occurrence (z) y or(32) x by (2)(z € w D %) or (32)
(z € w . )), respectively.®

The principle of complete reflection over ZF

N (3u) (Sem?T (u) . (X, ,2,)(@,«-2, € 4 D.p= Rel(u, 9)))
where ¢ 1is any formula which has no free variables except , «+ -, X,.

As seen from the formulation of N, it is closely connected with the
notion of an arithmetical extension of Tarski and Vaught [17]. In the
proofs of Theorems 2,3,5 and 6 we shall use the methods used by
Montague and Vaught [8] for arithmetical extensions.

We shall see now that another principle of reflection, which seems
at first sight to be stronger than N is equivalent to N.

THEOREM 2. N 1is equivalent in S to the following schema

9 If ¢ contains u bounded then w is replaced in ¢ before the relativization by the
first variable, in alphabetic order, which does not occur in ¢.
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N' Qu)(z ¢ u.Sem?" (u). (@, +=,2,) (X, %, € U D
Py = Rel (urq)l)' """ P = Rel (u’ ‘Pm)))
where m 1s any natural number and ¢,, 1 <1 < m, is a formula
which has no free variables except x,,««-, &y.

Proof. Obviously N’ implies N. Now we assume N and we shall
prove first the schema N’ which is like N’, only that it does not con-
tain the part 2 € u. Let ¢ be the formula V™.t =1.¢,. Since the
natural numbers 1,2, ---, m are absolute with respect to standard
complete models (see, e.g., [12] 2.820) we have Sem(u) D: . Rel (u, @) =:
Vr.t=1.Rel(u, ;). We use now N with respect to @ and we obtain
the existence of a set w such that Sem?" (u) and

(t)(x19°.o ,xn)(t,xly bl ’)xn e uD"'v:;n=1t:?:‘¢z
i=:VYn,t=1.Rel(u, o))

From Sem?”(u) we can prove easily by induction that o C wu, and
therefore, substituting 7 for ¢ in the above formula, 1 < 57 < m, we get
Xy, e, %, € 4D .@; = Rel (u, ,), and thus we have proved N"”. Now
we shall prove N’ from N”.

Given ¢,, -+, @, we denote
¢m+1=(3u)<z € u . Sem” (u) . (;,++- ,xn)(wl, e, Ty E€UD,

Z\l #i = Rel (u, %)))
Prra = (2) Pt

We use now N for @,,++-, ®.... Thus we have the existence of u
such that Sem?” (u) and

(3) x17’°°’xneuDog)iERel(u’@i) 1S7/Sm
(4) 2 €UD . Py = Rel(u, @,,.1)
(5) ¢m+2 = Rel (u’y ¢m+2) .

By Sem?” (u) and (3) we have (2)(z € ¥ D @,.1), and hence, by (4),
also (z) (2 € w D Rel (%, ®,,+,)); but the latter formula is Rel (4, ¢,,.,) and
hence, by (5), we have ¢,,,,, which is the instance of N’ corresponding
to @y, 200, P

We note that Theorem 2 will remain valid if ZF is replaced in
both N and N’ by S or by any extension of S.

THEOREM 3. In ZF the schema M is equivalent to the schema N
and to the following schema



230 AZRIEL LEVY

N (qa) (In(a). (x,, =+, 2,) (@, <+, €, € Bl@) D .p = Rel(B(x), ¢)))
where ¢ is any formula which has mo free wvariables except
Ly o0y L.

Proof. As we have already mentioned in §2 all the standard
complete models of ZF' are of the form R(a). Hence, by Definition 1,
N and N'” are equivalent.

We shall now prove M from N’’. Let o(x,y;x, -+, ®,) be any
formula. Let x(w, ---,,) be the formula asserting that if ¢(¢, 7:z,,
..., x,) gives a function 7 = F(£) which is normal and d.f.a.o. then
F(£) has at least one inaccessible number in its range. From N’ we
shall pass, as in Theorem 2, to a schema which is like N'” only that
@ = Rel (R(a), ¢) is replaced by Ai..p; = Rel (R(«), ;). We shall take
PL=@y, Py = AaneéEn, =% Po=(x, -+, ®,) x. By the cor-
responding instance of that schema there exists an inaccessible number
a such that

6) o, >+, 2,29 € B(a) D.p=Rel(R(a), p)

(M) @p-,2e R(@D.E@N@E N =Rel(R(@), (6) @n) ¢ (£ 7))
(8) Xy ovey, By € R(a) DX = Rel (R(CK), X)

(9) ('7/'19 ey, Ty ) X= Rel (R(a), (xl! ) xn)X)'

We shall now assume that for certain «,, --+, x, € R(a) ¢(§, 1) gives a
function » = F(£) which is normal and d.f.a.0. The relativization of
an ordinal-number-variable ¢ to the set R(a) is ¢ < a (see Shepherdson
[12] 2.816) and thus, since we assume the left-hand side of (7), we get

&) E<a>D@n @ <a.Rel(B(a), o&,7))

and by (6) we have (§)E<a>@Fn(m<a.p(En)). Since F is
normal and « is a limit number we have F(a) = «, thus proving
Xyy oo, %, € R(a) Dy (), ++-,2,). By (8) we have x,---, 2, € R(a) D
Rel (R(«), x(xy, -*-, x,)) which is Rel (B(«),(x,, +++, 2,) ¥) and hence, by
(9), we have (x,, -+-, ®,) ¥, thus proving M.

Now we shall prove N from M. In this we shall make use of
ideas of Montague in [7]. Let ¢ be any formula of set theory. We
write @ in prenex normal form. Let ¢ be of the form (y) (3 2) (w) (3 t) *
where ¢* does not contain any quantifiers, and let ¢ have the two free
variables x,, #,. For formulae ¢ of any other structure the treatment
is analogous to the treatment of this case.

Given any x, 2., ¥y let Fi(x,, x,, ¥) be the set of all the sets z which
satisfy (u) (3 t)9™* and which are of minimal rank among the sets satisfy-
ing this requirement. If there are 2’s satisfying (u) (3t) »* then by the
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axiom of foundation they have certain ranks and hence F\(x,, x., ¥) + 0,
otherwise F\(x, 2,,9y) =0. F(x,, y) is a set since it is the subset
of some set R(«) or it is the void set. Given any =z, x,, ¥, 2, # we denote
by Fyx,, ®,, 9, 2, u) the set of all the sets { which satisfy ¢* and which
are of the least rank among the sets ¢ satisfying ¢o*. ~ @ = (3¥) (?)
(au) () ~9*. We define for this formula corresponding functions
Fy(x, x,) and F(x, x,, ¥, ?).

H(x) = » + > Fyx,, x, y) + > Fyx,, 25, 9, 2, u)

21, X5, Y € X Ty, L2 Y, 2, U € X
+ E Fz(xu xz) + Z F4(x1; 952, yy z) .
T, %2 € T, % Y, € X

Let & be the rank of the set x, then x C R(§ — 1) (£ cannot be a
limit-number). Let us define

J@) = RE—1), K@) =J(HE), P)=23K@).
It follows immediately from the definition of P(x) that

%y, %oy Y, 2, w € P(x) D Fy(2,, 25, y) S P(x) . Fi(y, 5, ¥, 2, u) C P(x)
« Fiy(x;, ;) € P(x) . Fy(y, 2, ¥, 2) S P(2) .

Denote
B(S) = (%1, oy Y, 2, W) (X1, Ty Y, 2,4 € 8D 2 Fiy(0, 4, 9) C 8
Fy(xy, @, 9, 2, u) S s, Fyx, x,) Cs. Fx, x, v, z) C 38).

Assume @(s). We shall see that z, 2, € s D, o = Rel(s, ). We have

Rel(s, ) =)y e sD(F2)(zes.u)(uwesD@L(E € s.p))))
and by definition of F, — F,

(10) (xli Loy Y, 2, U, t) (ml’ TyY € 8.2 € Fl(xl, Xy y) .U € 8
.t e Fz(xly Xy Y, 2, u) i D ¢*)

(11) (xzy xz: ?/, z! u; t) (xl! xz € s, y € F3 (xl! x2) .2 €s
.U € Fe,x,,y,2).t € s: D ~ %)

If ¢ holds for x,, x, € s then Fy(x,, x,, ¥) + 0 and Fyx, %, y,2,u) =0
for y € s, z € Fy(x,, x,,¥) and u € s and hence by (10) Rel (s, #) holds
for x,2,. If ~ ¢ holds for z,, x, then we have by (11), in the same
way, that Rel (s, ~ ¢) holds, i.e., ~ Rel (s, ) holds.

Since we have always Y., R(a,) = R(sup,.. «,) and by the definition
of the function K K*(x) is of the form R(B8) also P(x) = > ,c. K™(x) is
equal to R(a) for some a. Since F(P(x)) we have @(R(a)). If we
want a to be greater than g it is enough to take x = {¢} and by
x € P(x) we have p ¢ P(x) = R(a), ie., < a. Now let F be the
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normal function counting, in the order of their magnitude, the ordinals
« which satisfy @(R(a)). Since we have arbitrarily great ordinals a
satisfying @(R(a)) F is d.f.a.0o. For & which is not a limit-number we
have @(R(F'(¢))). Let 7n be a limit-number, and let x, z, v, 2, u €
R(F(n)). Let v be the maximum of the ranks of z,, x,, ¥, 2, u. Since 7 is
a limit-number F'(%) is also a limit-number and therefore v < F(7). Since
F(y) = lim;., F(£) there is an ordinal £, £ + 1 < 7, such that v < F(¢ + 1)
< F(y), and hence 2, 2,, ¥, 2, w € R(F(§ + 1)). But, as we have already
mentioned, @(R(F (& + 1))) holds and therefore F'(x,, x;, y) & R(F(£ + 1))
C R(F(n)) and the same holds for F, — F,. Thus we have proved
@(R(F(n))) also for limit-number 7, hence (7) @ (R(F(7))).

By M the function F(7) has in its range an inaccessible number «.
Therefore we have @(R(a)) and hence

(%1, %) (%1, ¥, € B(a) D . ¢ = Rel (R(a), p)).
N follows from Definition 1.

THEOREM 4. In ZM it is provable that all the functions P, are
d.f.a.0. as well as the function Q.

Proof. Let 7 be the least ordinal such that P, is not d.f.a.0. and
let « be the least ordinal for which P, («) is not defined. « cannot be
a limit-number, since in that case P, (a) = limg, P,(8). Let us ‘“define”’
P,(a) to be the class of all the ordinal numbers. By exactly the same
arguments as those in the proof of Theorem 2 of Mahlo [4] (for the
case a« =7,, tt, v < a) we can define a normal function ‘‘converging to
P,(a)”’ which does not have inaccessible values at limit-number arguments,
i.e., we have a normal function d.f.a.o. which does not satisfy M'.
Now that we proved that for each » P, is d.f.a.0. Let Q(0) be unde-
fined. As in the former case we ‘‘define’’ Q(0) to be the class of all
ordinals and use the arguments in the proof of Theorem 2 of Mahlo [4]
(for the case of the least £ such that &£ = 7,;) to construct a normal
function d.f.a.0. which does not satisfy M’. In the same way we prove,
by transfinite induction, the existence of @(a) for each a.

Arguments which are very similar to those of Theorem 4 can be
used in order to prove in ZM that all the functions @, are d.f.a.o. as
well as the normal function counting the @*-numbers, and so on.

4. An hierarchy of set theories. In analogy with Mahlo [4] we can
give axioms of infinity stronger than M.

DEFINITION 5. «a is call a hyper-inaccessible number of type 1 if
it is inaccessible with respect to ZM, i.e., if it is inaccessible and each
normal function whose domain is « and whose range is included in «
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has at least one inaccessible number in its range. « is hyper-inaccessible

of type g+ 1 if it is inaccessible and each normal function whose

domain is a and whose range is included in « has at least one hyper-
inaccessible number of type x in its range. For a limit-number p¢ «a is
hyper-inaccessible of type p if it is hyper-inaccessible of type ) for

every » < p.

It follows immediately from Definition 5 that if a is hyper-
inaccessible of type p it is also hyper-inaccessible of type A for every
N < p

Let 4 be a definite ordinal number. To avoid going into details
we assume that existence and uniqueness of 4 are provable in ZF and
also that it is provable in ZF that the definition of 4 is absolute with
respect to standard complete models of ZF. Observe the following
axiom schema:

M, (for 4 >2) Every normal function d.f.a.0. has for every p < A at
least one hyper-inaccessible number of type p in its range.
Obviously we have thatif ZF + 4 < M then M, implies M,. Let ZM,

denote the theory obtained from ZF by addition of M,. By Definition

5 « is a hyper-inaccessible number of type 4 if and only if R(a) is a

standard complete model of M, (here we use the absoluteness of 4 with

respect to standard complete models of ZF').

In complete analogy to Theorem 3 we have:

THEOREM 5. M, is equivalent in ZF to the schemata
N () (< 4> (3a)(a is hyper-inaccessible of type t. (%, +++, 2,)
(mu e, Xy € R(a) D L@ = Rel (R(a); ¢))))
where @ 1s any formula which has mo free variables except
Xy *ovy Ty
and

Ny ()¢ < 4D (qu)(Sem” () .
(@3, == o, )@y, o+, e uD . @ = Rel (u, 9)))) where ¢ is any formula
which has mo free variables except x,, ««-, x,.

By Sem”*.(u) we mean that w is a standard complete model of an
axiom system like ZM, only that in ZM, p is taken as a parameter.
Thus Sem”«(u) is a formula with the two free variables ¢ and w.

By replacing 4 by 4 + 1 in Theorem 5 we obtain easily that M,,,
is equivalent to the schemata

(3 @) (@ is hyper-inaccessible of type A .
(@1 202, @) (@) =2+, 2, € R(a) D . ¢ = Rel(a), 9))

10 The hyper-inaccessible numbers of type 1 correspond to the pp-numbers of Mahlo
[4]. The hyper-inaccessible numbers of type 4 correspond to the members of the range of
na,0,x Of Mahlo [4].
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and
(3 u) (Sem”a(u) . (X1, ==, %) (T, =+, T, € u D . @ = Rel (B(a), p))).

Now we shall see that the same relation which holds between ZF
and ZM, and between ZM, and ZM,,, holds also between S and ZF.

THEOREM 6. In S the axiom schema of replacement in conjunction
with the axiom of infinity is equivalent to the schema

N, (@ u) (Sem® () o (1, * =+, %,) (%1, ==+, @y € u D . @ = Rel(u, 9)))
where ¢ 1is a formula which does mot contain free variables
except X, e+, X,.

Proof. That N, is provable in ZF is Montague’s theorem proved
in [7] and it is proved by the same method as the corresponding part
of Theorem 3.

Now we assume N, and prove the axioms of infinity and replace-
ment. By N,, taking any ¢, we obtain (3 u) Sem®(u). This u obviously
satisfies the requirements of the axiom of infinity. Now, given ¢(v, w)
with the only free variables v, w, x,, »++, 2, let x denote the formula

(r, s, ) (p(r,s) . p(r,©): D8 =) DY) (w)(w e y =
@v)(v e x.p @ w))

By N, we have, as in Theorem 2, that there exists a set % such that
Sem® () and

(12) Xyy 2o, Xy, U, W € U D . @ = Rel(u, )

(13) Xy 202y Ty ¥ € U D . (Fw) @ = Rel(u, (q w) @)
(14) Xy ooy Xy @ € % D . % = Rel(u, %)

(15) (901, "'7mn) (W)XERGI (u! (xlr ""wn) (x) X)

Since Rel (u,(3 w) @) is (w)(w € u.Rel(u, ¢)) we have by (12) and
(18) %, *++, 2, v € UD . (Fw)(w e u.p) = (3w) ®; hence if (r, s, ¢,)
(p(r,s) . @(r,t): Ds=1) then for x e u, since SemS(u) implies that
then z C u, the function represented by @(v, w) maps the members of
2 on members of u, and therefore, by the axiom of subsets, that
function maps « on some set y. Thus we have ;, <+, x,, 2 € uw D ¥ and
by (14) =z, ---, 2,2 € u O Rel(u, y); but the closure of the latter
formula is Rel (u, (2, =+ -, %) (x)x) and hence, by (15), we have x.

By Theorem 6 we can view the axiom schemata M and M, as
natural continuations of the axioms of infinity and replacement. There-
fore, although the consistency of Z F does not imply, even in ZM (if ZM
is consistent), the consistency of ZM, it seems likely that if in the
sequence S, ZF,ZM,ZM,, --- no inconsistency is introduced in the
first step, from S to ZF, also no inconsistency is introduced in the
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further steps.

In the following definitions and statements we essentially follow
Montague in [7].

Let the theory @ be an extension of the theory P. Let @ be any
sentence of Q. P + {¢} denotes the theory obtained from P by adding
to it @ as a new axiom. Con (P + {¢}) is the arithmetic sentence which
asserts the consistency of P+ {®}. @ is called essentially reflexive
over P if for every sentence ¢ of @ @ O Con (P + {9}) is a theorem of
Q. Q@ is called an essentially infinite extension of P if no consistent
extension of @ without new symbols is obtained from P by adding to
it a finite number of axioms. If @ is essentially reflexive over P then
Q@ is an essentially infinite extension of P. By the same argument as
that of Montague in [7] each of the theories S. ZF, ZM, --- is essenti-
ally reflexive over the preceding ones.

Let Epwy={{xy>;2x€y .2, ye R)}, A,={ R(a), Ex.)y. Montague
and Vaught proved in [8] that if 8 < @« and R(a) is an arithmetical
extension of R(B) (i.e., for any formula ¢ with no free variables except
xl’ see, xn

(@ <+ o, @) (B <+ =, @, € R(B) D . Rel (B(a), ) = Rel (R(B), 9)))

then both A, and A, are models of ZF (in the sense of models of the
type S, of Tarski [16]). "

THEOREM 7. If A, and Ag; are as mentioned above and [ 1is
inaccessible then both A, and Ag are models of ZM. If B is hyper-
inaccessible of type A then both A, and Az are models of Z M.

The proof that A, is a model as required is exactly like the second
part of the proof of Theorem 3. A; is also a model as required since
if @ holds in 4, it holds in A,.

Another aspect of the phenomena discovered by Montague and
Vaught in [7] and [8] is the following theorem:

THEOREM 8. Let Sb be a theory with the same language and axioms
as S with the additional set-constant b and the additional axioms
(16) SemS(b)

A7) (@, cee, ) (X, v, @, € DD . p = Rel (b, ) where @ is any
formula of S without free variables except x,, «+-, ,.
The theorems of Sb which do not contain the constant b are exactly the

11 This and the following Theorem 7 can be read in two different ways. Either we
take the theorems and proofs informally, in which case all the notions retain their verbal
meaning; or that the theorems are taken to be formal theorems of S and then the notions
of model and arithmetical extension are formal notions defined by means of the formal
notion of satisfaction, which is given, for example, in Mostowski [11].
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theorems of ZF ; the theorems of Sb + {Sem?#*(b)} which do not contain
b are exactly the theorems of ZM ; and the theorems of Sb + {(¢) (1t <
4D Sem”Mu(b))} which do mot contain b are exactly the theorems of
ZM, (the theorems of Sb 4+ {Sem?"4(b)} which do not contain b are
exactly the theorems of ZM,.,).

Proof. Every theorem of ZF is provable in Sb since Sb contains
the axioms of S and all the instances of N, are obviously provable in
Sb. Now let the sentence ) be a theorem of Sb which dces not contain
b. Let @(b) be the conjunction of all the instances of (16) and (17) used
in the proof of ¥. By the deduction theorem @ (b) D x is provable from
the axioms of S, hence (3 u) @ (u) D x is provable in S. But Montague’s
theorem (Theorem 6) (3 u) @ (u) is a theorem of ZF, hence y is provable
in ZF.

The other statements of Theorem 8 follow in the same way from
Theorems 3 and 5.

We see, by Theorem 8, that even though in the sequence ZF, ZM,
ZM,, --- each theory is an essentially infinite extension of all the
preceding ones we can get a corresponding sequence Sb, Sb -+ {Sem?*”
)}, Sb + {Sem?”* (b)}, --+ in which the theories which are ‘‘almost the
same’’ as the respective theories in the former sequence, and in which
all the theories are obtained from the first one by the addition of
respective single axioms.

5. Peculiar behavior of models. We shall now see examples illus-
trating the inadequacy for general use of the notion of standard model
introduced in §2. In our examples we shall use a formal satisfaction
definition. The idea of using the formalized notion of satisfaction in
these problems and the special way in which that notion is given here
are due to Mostowski.? Our notations will be those of Mostowski [10].

Our first example will be an axiomatic representation ZF* of ZF
which has no standard model.

Let @, be the nth formula in a given Godelization of ZF. Given
the functional variable p(¢, f) we shall construct a formula ¥(p) which
asserts that »(i, f) is a satisfaction definition.

p(%, f) is a satisfaction definition if the following holds for every
finite number ¢ and every finite sequence of sets f:

(a) If @, is the formula 2, =, or x, € x, then p(¢, f) if and only
if D(f) = {k, s} and f(k) = f(j) or f(k) € f(j), respectively.

(b)y If @, =0,|@, then
p(i, ) =:D(f)=s;. ~ (3, fls)) V ~ p(h, flsn)-

(¢) If &, =(3%,) @, and z,, is free in @, then (s, f)=:D(f) =s,
.(3a) o4, f + {{mad}). If x, is not free in @, then p(s, f) = p(4, f).

1z By oral communication,
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This inductive definition can be replaced by an explicit one in the
usual method and thus we get the required formula ¥(p) which asserts
that p is a definition of satisfaction.

Now substitute for p in Z'(p) any formula ¢ of ZF. Assume ¥(p),
then by the usual methods, e,g., those of Mostowski [10] pp. 114-115,
we obtain a truth definition for ZF in ZF and we arrive at the Tarski
contradiction. Thus we have proved in ZF ~ ¥(p) for any ¢ of ZF.
Therefore we can add the axiom schema

~¥(p) for any ¢

to ZF without changing the theory and we call the new array of
axioms ZF*. The sets u and e¢ form a standard model of ZF* if
Sm?* (u, e) and there exists no subset v of w of ordered pairs {if) such
that the formula obtained from the relativization of ¥(p) to the model
by substituting {if> € v for p(i, f) holds. But form Sm?*" (u,e) it is
easy to prove (in S) the existence of such a subset v of u, e.g., by
the methods of Mostowski [11]. Hence ZF* has no standard model.
In other words, ~ ¥'(p) is a true statement of set theory if p varies
over the relations expressible in the set theory itself, but ~ ¥(p) is not
a true statement if p varies over all the relations.

We shall now sketch briefly a second example. This will be a theory
T which contains all the theorems of ZF, but has more standard com-
plete models than ZF

Mostowski defines in [10] when a class F' of ordered pairs {if) is
called an S-sequence for the formula @,. This definition can be formulated
without class variables, except F. Therefore, using the analogy between
classes and functional variables, we can define, using only set variables
beside p, when the functional variable p(¢, f) is an S-sequence for ;.
Let Stf(u, ¢, f) be a formula which asserts that the finite sequence of
sets f satisfies @, in the complete model u (for the existence of such a
formula cf. Mostowski [11]). We consider the following formula 2(p)
p s an S-sequence for @, O (3u)(Sems (w) . (f)(f is a finite sequence
of sets whose range is in u O , (i, f) = Stf(u, 1, £))). If weadd to S
the schema 2(p) where ¢ is any formula of S then we get a theory
T which is an extension of ZF since all the instance of N, are provable
in T (to prove the instance of N, corresponding to the formula @ with
Godel-number ¢ we write down an S-sequence y for @, — this can be done
by Mostowski [10] 2, — and £2()) implies x,, -, %, € uD.® = Rel (4, ®)).
We shall now see that every standard complete model of ZF is a stand-
ard complete model of T but there are standard complete models of T
with universes of smaller cardinality than that of and standard complete
model of ZF. That every standard complete model of ZF is a standard
complete model of T is the formal counterpart of Montague’s theorem
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(that the axioms of infinity and replacement imply N,). Now let 7 be
the first inaccessible number. By Montague and Vaught [8] there exists
an ordinal number a < 7 such that R(a) is the union of the sets defin-
able in the model A, and in conseqgence A, is an arithmetical extension
of A,. In exactly the same way we can prove that there exists an
ordinal 8 & < B8 < v such that R(B) is the union of all the sets definable
in the model A, by means of the new constant a, and in consequence
A, is also an arithmetical extension of Az;. Hence, by Theorem 1.8 of
[17], A, is an arithmetical extension of A,. It is easily seen that A,
is a standard model of T, where u required in the schema Q(¢) is
always taken to be R(«).
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ON CERTAIN SINGULAR INTEGRALS

BENJAMIN MUCKENHOUPT

1. Introduction. The purpose of this paper is to consider a modi-
fication of the Hilbert transform and the singular integrals treated by
Calderon and Zygmund in [1] and [3], and to use the results to gener-
alize some standard results on fractional integration. In the one dimen-
sional case the Hilbert transform of a function f(x) is essentially the
integral Sw f—(x—t——t)dt. In the one dimensional case the transform to

be considered will be a convolution with 1 instead of with -1—

t 142y t
Throughout this paper v will denote a real n’m'nber not zero. As in the
Hilbert transform case there is trouble with the definition; for the
Hilbert transform this is solved by taking a Cauchy value at the origin.
The obvious extension of this method was used by Thorin [6] when he
considered a transform of the type

limgwf(x_t)—f(x‘l“t) dt .

£-0 Je AR

Here and subsequently ¢ will always be greater than 0 and the limits
in ¢ will be one sided. In this case, however, obtaining cancellation by
taking a Cauchy value is unnecessary; the kernel already has sufficient

oscillations to accomplish this. The integral lim S‘”f_(_x_ji) dt will not,

PN t1+iy

in general, exist, but by using some suitable summation procedure, it
may be given meaning. Starting with two such methods, it is shown
that this transform has the usual singular integral properties. Specifi-
cally, for functions in a Lebesgue L? class 1 < p < o, it is shown
that the summation procedure converges in L? and that the resulting
transformation is bounded in L?. For p = 1 substitute results are ob-
tained. Furthermore, for functions in L?,1 < p < o, the summation
procedure is shown to converge pointwise almost everywhere.

Carried along simultaneously with the preceding is the n dimension-
al extension of the sort considered by Calderén and Zygmund for the
Hilbert transform. In Euclidean = space, E?, let x = (x, %, ++- 2,),
|| = (2} + ++- 22)* and do =da, -+ dv,. The transforms to be con-
sidered are of the form

Sni@———t)g(t)dt.

It 1n+i-y
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where Q(t) = Q(TI;T> is integrable on the unit sphere, and the integral

in the neighborhood of the origin is again defined by a suitable summa-
tion method. In this case, unlike the Calderén and Zygmund results,
the integral of 2(t) on the unit sphere need not be zero. Again for
functions in L*,1 < p < o, the summation procedure converges in L?,
pointwise almost everywhere, and the resulting transformation is bounded
in L?. Substitute results for L' including pointwise convergence are
also proved although for some it must be assumed that 2(t) satisfies a
continuity condition. The method used to obtain all these results is
first to reduce the summation definition to one more closely resembling
the Cauchy value definition of ordinary singular integrals. After this,
lemmas similar to some lemmas in [1] make the methods of [1] and [3]
applicable to these transformations.

In the last section the preceding results and an interpolation theo-
rem of Stein [4] are used to prove the following theorem.

Let p, q, and ) be positive numbers such that 1 < p < q < oo and
% - _;_ 4\ Let (&) be in L* in E* and let Q(t) = Q(%) be in L,
s 1

T o the unit sphere. Then the integral

Dy(f) = SE 20f@—1t) 4

n ltln(l—)\)

exists for almost all x and ||D\(f)|l. < Allfll, where A is independent
of f.

For Q(t) =1 this is a well known theorem on fractional integrals.
See for example [5]. Substitute results are also obtained for p =1 and
q = oo using the proof for the weaker results in [8].

1
2. Summation. A summation method for the integral lim S f(x)dx
£—0 €

of the form lim Sl(pe(a)olag1 f(x)dx is a regular method if
g—0 0 @

lim S‘;%(a)]da — 0 for a >0, limSIgDs(a) da=1 and S] pa)|da < B.
g0 a -0 JO

LEmMmA 1. If lim 51 f(x)dx exists, then any regular method of sum-
g0 Jg

mation will give the same limit.
This is a standard fact about these summation methods.

LEMMA 2. If Sl f(x,y)dy converges in L® morm to g(x) as ¢ —0
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and has a uniformly bounded L*® norm, then any regular summation
method will also converge to g(x) in L® norm.

Let B be a bound for Sl!gug(a)]da and C a bound for ”Slf(x,y)dy“ .
0 € »
Then given » > 0, choose B so that

oo e ] =
for 6 < 8 and v so that

S |pd@lda < L

and
‘pla)d —1l<i
ISO¢(“) YT =3C

provided that ¢ < . The existence of B and v follows from the hypo-
theses of the lemma.

It ¢ <, then [o(o) — [‘pddal (e, miay

= o1 = {2 de) + ["pue)(960) - | 7@ )y da
+ | pi@(9@) - | @ vay)dal

= 9@l + [llode o — | r@nds]| da

1 1
+ | Jodol||o@) - | s dy]| da
by use of Minkowski’s inequality and Minkowski’s integral inequality.
Observing that ||g(x)||, is also less than or equal to C, this last ex-
pression is clearly less than or equal to O + B77 + .2C = 7. Since

3C 6C
1 was arbitrary, the lemma follows.

3. Definitions of the transform. To give meaning to the integral

Fle) = S:’f_(w_—_tl dt

t1+iy

it may be written as

©|LE D ar L& =D

t1+zy t1+i-y
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where the first integral must be obtained by using a suitable method
of summation. For this purpose logarithmic Abel summation defined by

(S)Slg(t) dt = limgltgg(t)dt

or logarithmic Cesaro summation defined by

(S)§ g(6)dt = hmg g(t)(l — igg Z Yt

may be used. Both are regular methods for they may be written as
1 1
lim S Pi(@) daS o(t) dt
3—0 0 [+
where @.(a) = ea** in the case of logarithmic Abel summation and

-1

P = { E
0 0<a<e

e<a<l

for logarithmic Cesaro summation. That these satisfy the necessary
conditions is clear from their forms.

In either case f(x) may be written as

(S)Sof(x t) dt + Sl fl@—1) JW =) 1

tl +1y t1+iy

N A ESC R I RSN

t1+zy t1+‘£y

By the first lemma the existence of this expression can be shown by
proving the existence of

lim Slf(x —t) — f(=) dt .

t1+iy

£-0

Therefore, showing the convergence almost everywhere of the expression

i [0 =0 = @) gy _ £y [1@ =0 g

t1+ iy 'VY tl +iy

= lim Hgi(i:t_)dt ~_Ji(_xE_”]

g0 t1+73y iy

g0

(3.1)

will imply convergence almost everywhere for the original definition of

f (x). Furthermore, by Lemma 2 the convergence in L? norm of (3.1)
will imply the convergence in L? norm of the original definition of

f(@).
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4, Convergence in L’ norm. Define

1

t1+iy

e<t< N

Kio(t) = , and let

0  elsewhere
. - N
Sre(®) = S_wf(x — DKy o(t)dt — f(ﬂ;”;?;« -
Then the transform of f(z) defined before, f(z) = lim lim Foo@) if this

last limit exists. Now if f(x)eL?, it is possible to take Fourier transforms
and obtain

For@) = Fa)( v ta) = £5)

where §(x) denotes the Fourier transform of g(x).

LEMMA 8. The expression Ky () — % is in absolute walue less

than ¢(y) = C (lll_l—')_’tl_l)i where C 1s an absolute constant. As M — oo
the expression converges to a function K‘E(x) except for x=0. Fur-

thermore, as €—0, K.(x) converges to a function K(x) except for x=0.
1

From its definition K’N,E(w) ~ Ty is equal to
N pixt Nzl pitsgn s —dy
S c;+i7 T 17: =[x WS ¢ 1+ dt — 6' .
e { vYE” ETI A (5%
Now
b ,itsgnT itsgnz b 1+’L’)’ beibsgnx
4.1 S A PR S " gt
“.1) a gl+iy psgn at**le  itsgna e Y
and
b pitsgnz itsgnz [b b pitsgnz
4.2 S e _ . sgn mS e
( ) a t1+iy ——’l:')’tiya o a tiy

If necessary, split the integral

SNl:nI eitsgnx
elz| t1+iy

into two parts, the first with limits less than or equal to one, and the
second with limits greater than or equal to one. Then applying (4.2)
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to the first part and (4.1) to the second part, it is clear that the whole

integral is in absolute value less than C%}X for some absolute con-

stant C.
Using (4.1), it is clear that

1 . 1 eibsgu:c eusgnz Nzl
lim Ky o) — L = |x|”(g " dt + lim — €7
N—oo Tyt P A N-o (8T ggn ©
Y Nzl pitsgnwm
_f_hml—l—wg o'tes )_.1_
Noe 3 SEN X trrey 1yer

and the two limits certainly exist. From this and (4.2) it follows that

itsgnx 1

lim K.(c) = lim [[x (2 dt —

—aytty elzl Yt sgn X 1 8gN X
I ztsgn:c
+%+'WS dt)—,l].
tsgnx Ji Y gryet

The limit of the integral clearly exists. The lower limit on the first
integrated part and the last term combined give

Sl eit sgn x eé sgnx

glx)

. ~dypicn . —~dy
lim |x|iv( _ lzl""e ) Ll im & e 1) =0.
&0 —gryetY pryety g0 LY

It follows that

K(x) = lim Ky(x) = Ix[iv< 76t + igtsen® n S‘l ?usgux it
(4 3) -0 Y sgnx oryt'b‘/ sgn x

+ 1 + Ty Soo eztsg.nz dt)
18gn o 1 Y

CoroLLARY 1. If f(x) belongs to L?, thenm the transformation
Aoy = [PE D at - SO satisfios | @)1 < el @] As ¢ —0,

AR Ezy
fe(w) converges in L7 norm to a function fF(x) which also satisfies

IF @)1l < e@ILf @]l

The expression (K w.e(2)— wa”) f(x) converges in L* norm to K. (m)f(x)

because the first part of the product converges boundedly. Con-
sequently, taking Fourier transforms, fN,E(m) converges in L* norm to
fs(oc). Similarly, since I{'e(x) f (x) converges in L* norm, the Fourier
transform, f.(x), converges in L® norm to a function f(x). The state-
ments concerning the norms follow immediately from the estimate in
Lemma 3.

For later proofs there is a more convenient form for K (). Adding
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the identity

0 — |x[zy + |w[i)’eisgnx _ Ix|iYSgnxSIe’l05g‘nxdt
vy Y v 0

to (4.3) gives

A . i 1487
K@) = =12 4 o sgn of L= Louwasay
% 0
(4.4) .
. - 1 _|_ 'I/}’ Soo e'ltsgnx ]
etseT gon o dt |.
+e gn e + gsgnx i Y

Now for |y| < 1 the expression in brackets is uniformly bounded. This
is obvious for the last two terms. Furthermore,

log tsyt‘“‘ du
C <|logt|

ERE
)

so that the first integral is also uniformly bounded. This leads to the
following.

COROLLARY 2. The transform Fy(x)=lim %—S %@ﬁ—grﬂdu
€0 [t >3

ly| <1, satisfies || Fy(x)]], < Al f(x)|], where A is independent of v and
f. As v— 0, F\(x) converges in L* to the ordinary Hilbert transform
of f(x).

F(x) may be written in the form

1imiS°°f(x —8) g @) _ S-Ef(x —t)dt . (@)

gm0 T Je LY et o (——t)“” et '

Now observing that

- ixt N pi(=z)t
SEJ—_dtzj ¢ 7 at,
_N(_t)1+w e fltwy

it is clear that

F@) = Ztim lim (K@) — Ko o(—0))f(@) = L(K(0) = R(—0)fie) .

T €50 N—ooo

From (4.4) it is clear that K(x) — K(—x) is bounded uniformly in v
since the unbounded terms cancel. Letting v — 0 in (4.4) then gives

lim (K (2) — K(~=2))

1 oo
=—2isgnocSlogtcostdt—}-Zisgnxcosl+ - 2 S cos ¢ dt
0 rsgnalt t?
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N
= 27 sgn w(limS Sl? t dt) =Tisgn .

N—oo JO

Therefore,

lim If'y(x) = if(w) sgn « .
Y0

The Fourier transform of the Hilbert transform of f(x) may be
written as

L tim lim (SNiM:—;—ejt— dt)f(x) = if(x)sgnzx .

T e-0 N-0 g

Thus, the two transforms are the same.

5. The N dimensional case. Most of the important results for
the n dimensional case can be obtained from one dimensional results
quite simply by the method of rotation which is treated in §8. Rota-
tion methods, however, fail in certain cases, and for these a direct ap-
proach must be used. This will be similar to the one dimensional
methods and is actually just a generalization of them.

In n dimensions the transforms will be of the form

fz) = Ln%& dt where Q(t) = ,Q(_lttT)

is a function only of angle and is integrable on the unit sphere, 2.
The part of the integral for which 0 < |¢] < 1 is obtained by using the
same summation methods as before. The same reasoning shows that
the existence of

(5.1) lim szef @ — D) g f(@) L.Q(t)da

-0 I t ]n+iy ’I:‘)’&iy

where do is the element of ‘‘area’’ of the unit sphere, implies the ex-
istence of the original definition. The convergence in norm implies the
convergence in norm of the original definition.

In n dimensions define

2(t)
Ky (t) = { L[+t
0 elsewhere .

e<[t|<N

LEMMA 4. The expression K'N,E(x) — W%Szg(t)dg 18 in absolute

wvlue less than c(y) = C(I—ﬂ{—;l_[—l)if | 2(t) |do where C 1is an absolute
=
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constant. As N — oo the expression converges to a function Ifs(x) except
for x = 0. Furthermore, as ¢ — 0, Ks(x) converges to a function K ()
except for x = 0.

Let 6 be the angle between « and ¢. Then using polar coordinates

Ry o) — ,1WS QAt)do
e Js
(5'2) N e’ir]x]cosﬂ 1
= Szg(t)dgqs—aﬂ”y dr — ~———iryew> .

The inner expression is the same at the one dimensional Fourier trans-
form except that = has been replaced by |x|cosd. Hence by Lemma

3 it is in absolute value less than Cﬂ(—y%‘"l—l—)j. The convergence. as
N— o, and ¢ — 0 follow from this. Applying Holder’s inequality then

shows these conclusions hold for the whole expression.

COROLLARY 3. If f(x) belongs to L? the transform

= S@=DOO g 1 ;w [ e a0

It[>e [t|r+er ety

satisfies ||fu(@)|l, < e F(@)]l. As € — 0, fu(x) converges in L* norm to
a fumction f(x) which also satisfies If @), < c(MHNF @) |l

The existence almost everywhere of ﬁ(x) follows from the reason-
ing of [3] p. 292. The result then follows from Lemma 4 in the same
way that Corollary 1 followed from Lemma 3.

COROLLARY 4. If LQ(t)do =0 and Q(t) belongs to Llog* L on X,

then the transform Fx) = limS %ﬁdt Jor |v| < 1 satisfies
£0 Jit|>e

K@), < Al|f ()|, where A is independent of v and f. As v—0,
F(x) converges in L* to the ordinary Calderon and Zygmund singular
integral limS f—(gf"—'iﬂ)g(i)—dt.

g0 JItlze t]

Using the one dimensional formula (4.4) in (5.2) shows that
6.3 K@) =S Q(t)(M)dU—I—S Q()H(| x| cos 0, v) do
= (0% b3

where H(|xz|cos 8, v) is uniformly bounded in both arguments. The
first term may be written as

— l“:']iy 5 Q(t)( lcos 6] — 1 )dO'
Yy J= 4

since LQ(t)do‘ = 0. Now
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log | cos 4| Sy'ilcos 0 |*™du
0 < log

|ecos 6] — 1 ’:

v v |cos 8] ’

and since Q(t) belongs to Llog* L, on X, an application of Young’s in-
equality' shows that the first part of (5.8) is also uniformly bounded.
Convergence follows from the pointwise convergence of the expressions
in the integral signs and the bounded convergence theorem. The first
part converges to 0 and the second part as in Corollary 2 converges to

Lm' sgn (cos 0)2(t)do. That the Fourier transform in the case of the

ordinary singular integral converges to the same value follows by ex-
pressing the transform in polar coordinates and again applying the re-
asoning of Corollary 2.

6. Convergence in norm. Let B7(y) = sup|S| where all sets S

such that S f(x)dx > |S|y are considered. Further, given a function
S

2x) of the type considered in the last section, let w(r) be its modulus
of continuity; that is w(r) = sup |2(x) — 2(y)| where x and ¥ both lie
on the unit sphere and |z — y| < 7.

LEMMA 5. Let f(x) be mon mnegative and belong to L*,1 < p < 2,
4

wn E*. Let t) = Q(m> be such that its modulus of continwity satis-

fies Slﬂ(f—) dr < o. Let E, be the set where
0

©.1) Flw) = S Q) o5 — tydt — &Szg(t) do

leize | § |+ vyet
exceeds y in absolute value. Then |E,| < C—?(JZ-)—S L @de 4+ e(v)B(y),

where [f(x)], = min (f(x), y) and c(y) = ﬂ%ﬂ where C depends
only on 0.

Note. The primary use of this lemma will be for the one dimen-
sional case where the continuity condition is automatically satisfied and
the constant C is an absolute constant.

This lemma is the same as Lemma 2, Chapter I of [1] except that
the transform

S 20) 0 — tyat

lelza [T
has been replaced by (6.1) and » by 1/e. The proof is almost identical,
and therefore will not be repeated. The few minor differences will be

1 See [7] Vol. I, p.116.
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mentioned.
When f(x) is split into the two parts g¢g(z) and A(x), the proof for
the one in L2 h(x), is a consequence of Corollary 3. The proof that

k(x) = S Q(t) g(x — t)dt

le1ze [ ]m%

satisfies
SA,Ik(x)ldx < cj lg()| de
Dy Dy

is the same except where the expression for the difference of the
kernels is obtained. The principal difference there is that the expression

1 1
'tlnﬂy Itklnny
arises instead of
’ 1 1
7

However, using the fact that

’

1 1 =——Sbn+wdu

an+zy bn+zy a un+1+iy

the same inequality can be obtained. Now
§:(@) = k(@) — 9(”0) S o) do

so that

[ 34@ 1z = [ Ib@)idz < of | lo@)ldo

From this point the proofs are again identical. Following the details
closely also shows that the constants are of the desired form.

From this result Theorems 1 through 7 of Chapter I of [1] follow
immediately, either with the same proofs or with minor modifications.
In some cases where only norms are concerned it is more convenient to
carry through the proof for

S 20) rp — t)dt

1t1>e |t In+'L'y

and then to add in the other term for which the theorems are obviously
true. Lemma 5 is also obviously wvalid for just this term of the
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transform. Thus, for example, the following are true.

THEOREM 1. Let f(x) belong to L*,1 < p < o, in E". Then with
the continuity condition on Q of Lemma 5, the fumction f(x) of (6.1)
also belongs to L*. Furthermore, || f‘s(w)ll,, < ey, DI f(@)]|, where c(v, p) =
o 7| + 17
[7(p — 1)
The form of ¢(v, p) can be obtained by using the reasoning of the
remark on page 99 of [1], following the constants through the proof,
and using the fact that for

and C depends only on R.

(vl +12\7 _ (v] + 1y
p>1, (PEN)7 < AR

THEOREM 2. Let f(x) be a function such that

[ 7@ + log*lp@))) dar < o .

Then with the continuity condition of Q of Lemma 5 fu(x) is integrable
over any set S of finite measure and

| [F@ s < @) Ir@ide
+ )| @ log* (1S 77 (@) do + S

where c(y) = Cﬂllg"—l—)—z and C depends only on 9.

[7]

THEOREM 3. Let f be integrable in E™ and Q satisfy the continuity
condition of Lemma 5. Then if S is a set of finite measure,

~ e c © l1-w
[ JA@rdo< £i8(] Ir@)lda)
where ¢ is a constant independent of a, S, ¢ and f.

THEOREM 4. Let p(x) be a mass-distribution, that is a completely
additive function of Borel set in E™, and suppose that the total varia-
tion V of p in E™ is finite. Let p'(x) denote the derivative of (%)
which exists almost everywhere. Then if 2 satisfies the continuity
condition of Lemma 5and if

2(t)
iei>e B2+

fw = dp(w — t) — %Lﬂ(t) do ,

over every set S of finite measure
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@z <151y
s 24

THEOREM 5. Let f(x) belong to L*,1 < p < oo, and let 2 satisfy
the continwity condition of Lemma 5. Then f.(x) comverges inm the

mean of order p as € — 0 to a function F(x).
From this last theorem it follows by use of Lemma 2 that the

original summation definition of f(x) also converges in L? norm if f is
in L? and 1 < p < .

7. Pointwise convergence.

THEOREM 6. If f(x) belongs to L?,1 < p < oo, then f.(x) converges
almost everywhere to o function f (w) as ¢ — 0. Moreover, the function
sup |£.(x)| belongs to L* and ]]sup Ife(@)ll, < ellf@)]l,, ¢ being a constant

whwh depends on p, v, and £ o'nly
The proof is similar to that of Theorem 1, Chapter II of [1]. Define

(=) 2] > e
K() = {mwv
0 le| < e.

Let H(x) be non negative, zero outside the unit sphere, have continu-

ous first derivatives, and have S JH(x)dz = 1. Denote by F(x) the limit
~ E

in norm of f.(x) and define

felx) = —}SEH( -t ) F(t)dt .

By the lemmas in Chapter II of [1], fs(x) converges almost everywhere
to 7@) and [lsup @I, < ellf@l, < cllf @I, As in [1] every con-
stant not depending on f will be denoted by ¢ simply.

Using the fact that f.(z) converges in norm to F@),

oy =tim | La(Z=L){ r¢ - K@

-0 JE"E

%J; g:’l)y S Q(w)dw:l dt .

This may be considered as the difference of two integrals and written

F(@) = lim B S lH( 2 =) ¢ — 0)K(o) dt do

A—0 neh

~ [t (T e
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Making the substitutions ¢ =x—wu-+v in the first integral and t=2—u
in the second gives

jtay =tm | s —wf | O g(2=)a0— La(“ 2] ofau

er 1y J=

=tim | 7@ - ”)h.m B0 g(2=2)ay

A-0 e” 5

+ SIM Ky(v) FH(u — v) B H(ﬁﬂdv —H_&Zﬁzﬂdu .

e L € € goyen+iy

Since H(zx) is differentiable, the limit may be taken inside the integral
signs to give

f@ = fe- “)B KO p(2=2)av

lol>e &"

o, EOL(u=) (e 2L |,

er € € Fyen+iv
where K(v) = Ky(v).
Now it is also true that

fo) = se@—wf| EOa(2=2)0]du - LD

E" 1yt

since the integral S H(x)dx =1. For |u| > 3¢ it is clear that
En

() - | S ()|

SEne‘"H(u — ﬂ)(Ke(v) — Ks(u))dq,‘

e
< S 8—%H<u — v\cw<|078[> dy — cw(%) ‘
— Je7 e / [u|™ [u|"

As before w is the modulus of continuity of 2 and ¢ is independent of
e. The last inequality for |K.(v) — K.(u)| is the one used in the proof
of Lemma 5; it is valid here because |u — v| < ¢ when the integrand
is not zero.

For |u] < 8¢ it is clear that both

SEn K;(f) H<u ;‘ 7))olv~ and

| S
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are less than or equal to

Slvls«ie ean<l'L—€——>d’l) = —‘X(o 5)<'ZL|> )

Here ), is the characteristic function of the interval (0, 5).
Similarly

et e () = () o] = o, S e ()

_X(02)< l?:l )

Combining all of these results

(43
|fe@) — fu@)] <§ lf(x—u)|[ ,<'fi'> x<3m>(':“)

(1) 4 S(2) o
+}——[f()-~-§ J@—wH(L)au | 0

From this the lemmas of the second chapter of [1] give
l|sup |fe@) — fu@)ll, < ellF@)]], -

Then since hm fg(x) F(x) almost everywhere and ||sup[ fg(x) N, < ellf (@),
and f8 —f 1n mean of order p, the theorem follows

THEOREM 7. Let () be a mass distribution, that is, a completely
additive function of Borel set in E” and suppose that the total varia-
tion V of t(x) in E™ is finite. Then the expression

Fi@) = § 20 g — t) — ”—(ﬂg 2,

1e1>e | £ |79 tyet J=

where p'(x) is the derivative of ((x) where this exists, has a limit f
almost everywhere as ¢ tends to zero, and over every set S of finite

measure Sslf(x) [*-edx < %l S| Vi-=,

This corresponds to Theorem 2, Chapter II of [2]. The proof is the

same except that Theorem 6 is used to obtain the convergence of the
integral involving g(x).

8. Other theorems. With this basis all the basic theorems in [2]
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and [3] can easily be shown to have their analogues for transforms of
the type considered here. The periodic and discrete cases can be done
simply; in the discrete case the subtracted term even disappears.

The rotation method as presented in [3] can also be applied in this
case but the proof is much simpler. The method that applies only to
odd kernels in the ordinary case applies to all kernels in this case. To
illustrate this the following important theorem is given.

THEOREM 8. Let f(x) belong to L?,1 < p < oo, in E™. Let ) =

.Q( |§l> be merely integrable on the unit sphere 3. Then if

Fi) = S 90®) p t)dt—%ngz(t)da,

, t ’76+'L‘Y
it satisfies

C(v| + 1yp*
If@)l, < <XLE L gy,
2 R b
where C depends only on Q. As ¢ —0, fe(a;) converges im L® norm to
a fumction f(x). Furthermore, Hsup |Fe@)|1l, < cllf@)|l, where ¢ is in-

dependent of f, and f.(x) converges “almost everywhere to f(x) as ¢ — 0.

That f.(x) exists almost everywhere is shown on page 292 of [3].
Let the norm symbol || ||, apply to the variable x. To write the
integrals in polar coordinates let ¢ = rt’, ¢’ on the unit sphere. Then

lsup 7@l = [[sup|| 2O pew — e — SO o

le1ze ||+ 1ye Jz

= supIS Q(t)da(s i(_”___)_d,a_l(jﬂ)

,rl-a-iy ?:,Yeiy

< S l.Q(t')[do(supH f@—rt) 5. f@)

7.1 +iy ’L’)’ Eiy

D

¥4

)

Using Minkowski’s integral inequality this is less than or equal to

[ o) 1ao jsup| [ L@ =) g S@)

gLty et

.
?

-
Using the one dimensional version of theorem 6 on the inner integral

by first integrating « parallel to ¢’ and then over the space of such
lines gives

Isup 7)1l < ([ | 2@)ido Yellr @1, < ellF@)ls -

The inequality for || fg(ac)ll,, follows using the same method and the one
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dimensional version of Theorem 1. The rest of the proof is the same
as that of Theorem 3 of [3] once convergence for continuously differ-

entiable f vanishing outside a bounded set is shown. Writing fs(ac) as

Flz) = Lmﬂf @ — 1) —f(®) o) gt

lt{n+iy
f@ —0)2M) 4, (&)
+ Smm [E|mroy at Ty SEQ

shows clearly that it converges pointwise in this case.

9. Transforms of fractional integral type.’

o)

mn)f(x — t)dt for 0 < R(z) < 1,

DerFINITION. T,(f) = cS s(t)(

£@)| seyee)do
sO(XD Y@ ~ tyat — )

[t|™ (nz — m)em=—"

T(f) = e lim |

€0 itl>
for R(x)=1 and z#1, and T(f) = ~ 1 f(x)Ls(t)H(t)do, where ¢, =
(z—_l—)—z—,o is taken as 0, 4(t) = 6<|t|

sphere 2, s(t) —s(| ti) has absolute value one, and R(z) denotes the

)2 0 is integrable on the unit

real part of z.

To obtain the principal theorem of this section a theorem of Stein
[4] p. 483 will be used. For this purpose it will be necessary to show
that the operators 7T, as defined above satisfy the conditions of this
theorem. Using the terminology of [4], the following lemma may be
proved.

LEMMA 6. Consider the set T, as a family of operators from
Sunctions in E™ that are zero off the sphere |x| < D to functions in
E". The set T, is then an analytic family of operators of admissible
growth in the strip 0 < R(z) <1. For a simple function ¢ in the

le l@ll, for 1< p < o, and

I Tiyplle < ||l hold where C depends only on 6(t) and not on D.
Throughout the proof ¢ and + will be simple non negative functions
and M the maximum of @. Since any simple function can be written
as the difference of two such functions, it will be sufficient to prove
the assertions for these. The lemma will be proved in parts as indicated.
a. Simple functions in the given set are transformed into measurable
functions for 0 < R(z) < 1. For R(z) =1 this follows from the preced-

2 The method of this section was suggested by A. P. Calderon.

given set, the inequalities (| Ti,,®ll, <
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ing sections. To consider the case 0 < R(z) < 1, let » = [t] and t'=t/|t].
Then changing to polar coordinates

9.1) T() = o] se)o@) do| L LE =10 a

Using this,
|TAp)| < M (L(l + 9“’»“)(52;:%%;)

where A is the greater of || — D and 0 and B = || + D. Both in-
tegrals are obviously finite so that T,p exists. The measurability follows
from the Fubini theorem.

b. If R(z)=1and 1 >¢>1/3n, then |T,.«(®)| is bounded by a
constant that is independent of z and ¢. For e =1

Tk < | Jo — 0]t

and is obviously bounded. For 1 > ¢ > 1/3n

o(t)

|t|"> p(x — t)dt

| T-o)| < Icz—e'Ln(

by use of Holder’s inequality. The second integral is certainly bounded.
Writing the first integral in polar coordinates shows that it is in abso-
lute value less than

[+ ownao| "2

so that it too is bounded. Since the exponents are between 0 and 1
the whole expression is bounded.

c. If R(z)=1 and 1/3n > ¢ > |I(z)|, where I(z) denotes the im-
aginary part of z, then |7, .(®)| is bounded by a constant that is in-
dependent of z and e. Using polar coordinates,

| o) < leamal| JoOP-*do|"LE=TE)

ne

< 2582(1 + H(t'))dagw Mg
< 2&-:S (A + 0" do;@—a—(zD)m

<4DM S A + 6(t")do .
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d. If R(z) =1, ¢ < |I(?)] and ¢ < 1/2n, then the integral

(9.2) cz_ESMZIS(t)l:<l€—SZ—>Z_S — %Jw(w — t)dt

is uniformly bounded. For z =1 it converges to 0 as ¢ approaches 0.
1t1>1 ]tln
which is finite. Since ¢,_. is bounded, the expression (9.2) is bounded;
convergence follows from the dominated convergence theorem.

e. If R(z) =1, ¢ < |I(?)| and ¢ < 1/2n, then the integral

(9.3) oo mertida| SO0 gy

Itz [t |

The integral of (9.2) is clearly dominated byS

has uniformly bounded L? norm. For z =+ 1 it converges in L* to T,(¢)
as ¢ approaches 0.

As before, let the norm symbol || ||, apply to the variable x. Then
changing to polar coordinates the L* norm of (9.3) is

o] SN0~ o me da| "2 )1

» Tnz—n+1

2

Then applying Minkowski’s integral inequality twice shows that thls is
less than or equal to

lcz_slsz(l + H(t’))do.glneang~lda

S"" p(x — rt’)dr

,,.nz-n+1 2

Using Corollary 1 and performing the integration of z first over lines
parallel to ¢’ and then over the space of such lines shows that the whole
expression is bounded by

216)| doCAU+ TP, ,
TII()_IS (A + 0N do=——rr = 7l = ZCH@llzg (L + 6t do .

To prove the convergence consider the expression

9.4) cz_ESEs(t')(ﬁ(t’))’dagzneam‘ldogz% dr .
This converges in L* norm to T(®) by Corollary 8 and Lemma 2 since
its limit is the Abel summation definition of T,(¢) written in polar co-
ordinates. The reasoning used above to show that (9.3) had bounded
L? norm can be applied to the difference of (9.3) and (9.4). This shows
that the L* norm of the difference is less than or equal to

¢l jewy= - ewridsliel,,
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and this converges to 0 as ¢ approaches 0. Consequently, (9.3) converges
to T,(p).

f. F(z) = S«[rTz(tp) dx is analytic in 0 < R(z) <1. For 1 — R(2) >
[I(z)] or 1 — R(z) > 1/3n this follows immediately from the majorizing
expressions for T,(p) in parts b and c. Since T(p) is a uniformly con-
vergent integral of an analytic function in these cases, T,(®) and hence
F(z) are analytic. For 1 — R(z) < |I(2)| and 1 — R(?) < 1/3n observe
that T,(®) is the sum of (9.2) and (9.3). By the same reasoning as in
the other case, the integral of the product of + with either (9.2) or
(9.3) is analytic. Therefore, the sum of these parts, F'(z), is analytic.

g. F(z)= S«]»Tz(@) dx is continuous on R(z) = 1. By its definition
T.(p) is the product of ¢, and the transformation of the previous sec-
tions where s(£)(6(t))* has replaced 2(t) and (nz — m)/i has replaced 7.
Using Fourier transforms then gives 7, (p) = c,K’,(i) where K, is the
function K of Lemma 4 with v = (nz—m)/i, provided that z = 1. Using
the expression (4.4) in (5.2) gives an expression for ¢,K,. Its form shows
that cz,K'z is uniformly bounded in 2 and 2. Furthermore, for 0 <a <
2 < b < o, it is also clear that ¢ K is continuous in 2z, uniformly in z.

Both statements remain valid if —%—S s(t)d(t)do is used for clK Using

this, it is also clear that 7' (p)=c.K,p.

Now let z be a complex number with R(z) =1, and let ¢ > 0 be
arbitrary. Choose real numbers a and b so that if S consists of points
in E” whose distance from the origin lies between a and b, and S’ is
the complement of S in K", then

(|, woras) < 4n~m|zsip AR

Let w be another complex number with R(w) =1. Then
|F(2) — F(w)| < |19l Top — Tuplls < |91l Top ~ Tl
< [l 9de)t sup e, — c.Kol
S’ €S’

([ 92z ) sup ek, — ok -
s z€ES

The first part is less than ¢/2 and the second part approaches 0 as w
approaches z. This shows the desired continuity.

h. F(z) is continuous and bounded on 0 < R(2) < 1. From parts
b through e it is clear that F'(2) is uniformly bounded in 0 < R(2) < 1
and lim F'(z — ¢) = F'(?) for R(z) =1 and 2z + 1. These facts, together

£—0

with the analyticity and continuity on R(z2) =1, give the desired con-
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tinuity and boundedness.

2
L ITwplle <llell and [[Twwpll, SAp%’_ TlPlnl<p < e,

where y is real and A depends only on é(¢) and not on D or . The first
is trivial. The second follows from Theorem 8 since (1 + |¥|*)|¢ivsyl/|¥] is

bounded.
This completes the proof of the lemma.

THEOREM 9. Let p, q, and )\ be positive numbers such that

1<p<g< o and%z%—x. Let f be in L* on E™ and Q(t) =

Q( t)be wm LS, s =

e , on the unit sphere. Then the integral

1
1—x

D) =, , tf,fj?_m Flo — tydt

exists for almost all x and

1(_pg )
1)l < C{ S22 ) Tl

where C depends only on 2.
Applying the theorem of Stein [4] p. 483 to the T, with p, =1,
g, = o,p,=¢,=q(1l —N), z=1—\ gives for simple o,

2

1Tl < A( 2 lpll, -

Now let 0(t) = | Q2(t) ]1—17, and s(t) = sgn 2(t). Then dividing the above
inequality by c,_, gives

1Dl < 4( LTI g,

- A( qu(ol_—lw )H 1 J;v

el

< Z(-2) gl

Now if 2 > 0 all the integrands are positive. Given an arbitrary posi-
tive function f in L?, take a sequence of simple functions ¢, that
vanish off bounded sets and converge in L? norm to f. Then taking
the limit in the inequality above gives

24 ( pqg \'7*
DAl < Z2(2L) 717l
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From this D,(f) exists almost everywhere. In the case where f and 2
are not positive the integrand of D,(f) is majorized by a positive func-
tion that does satisfy the desired inequality. This completes the proof.
It is known that the usual fractional integration theorem and, as a
result, Theorem 9 fail for the cases p =1 and ¢ = . Zygmund [8]
p. 605-6 proved substitute results for the usual fractional integral case,
and these results can be extended to the present case. The proof of
Theorem 10 is an adaptation of the corresponding proof in [8].

THEOREM 10. Let p = 1/» be a positive number greater than 1.
Let f be in L* on E™, vanish off a bounded set R and || f|l, <1. Let
2 = <|tt|> be in L°ys = 1~1-)n
pression D,(f) exists for almost all x. Furthermore, if @(x) =
e® — x* — 1, there exist constants a and A, independent of f and R,
such that

on the unit sphere. Then the ex-

[ o@nn) < ar.

Using Theorem 9

SEn@(alDA(f)D 2 S | DA(f) |
= i ((n — 11)%(21 )> (%Q)mllfl ’;,;
where p, = ﬁ—iﬁ Now using the fact that <\Rl§ lfi”)ﬂ -

creases with p shows that the preceding sum is less than or equal to
Z (@* Dn) === _|R|||flI** where D is a constant independent of =, f, and R.
2

Then usmg the fact that ||f]|, <1 and Stirling’s formula shows that
for a* = 1/(2eD) the series converges to a constant A.

THEOREM 11. Let q = 1/(1 — \) be a positive number, 1 < q < .
Let U(z) =1 + x)[log 1 + x)[** and f be a function in E™ such that

Sﬂ;ﬁ([ £1) is fimite. Let Q(t) = (, I) be in L, s = 1/(1 — ) on the unit

sphere. Then the expression D,(f) exists for almost all x, and over
any set R of finite measure

([, o) < a(r+ | was)

where A 1is independent of f and R.
By differentiating it is clear that ¥(x) is greater than the function
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conjugate to @(x) = e*” — 2° — 1 in the sense of Young.® Consequently,
for real positive numbers b and d, bd < @(b) + ¥(d) by Young’s inequ-

ality. Now consider a function g in L?, p = 1/\, vanishing outside R
and with ||g||, < 1. Then using Theorem 10

],.00f| < L] aip@iisi< 1 o@bi)+ | risn
< L(ari+ [ o).
However, by interchanging the order of integration

Japos] =],

Since ¢ is an arbitrary function in L? on R, the least upper bound for
.. . / . .
this integral is <S | Dy(f )|q>1q by the converse of Holder’s inequality.

R

Therefore (SRID*(f)iO AIR' —S v(rlh -
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ON THE STABILITY OF BOUNDARY COMPONENTS

KOTARO OIKAWA

I. PRESENTATION OF THE PROBLEM

1. Definitions.

1. A boundary component of a plane region D (Jz]| < x) is a
component of the boundary 8D of D, i.e., a connected subset of 6D
which is not a proper subset of any connected subset of 9.D.

There is an alternate definition. Let {Q,};.. be a sequence of
subregions of D such that

(i) 2,2080,D +--,

(ii) the relative boundary 92, N D consists of one closed analytic
curve in D,

(i) N1 2,=¢. Two sequences {2,} and {2,} are said to be
equivalent if, for any =, there exists m such that 2, — 2, and 2!, ¢ Q,.
A boundary component of D is an equivalence class of {2,}.

These two definitions are equivalent in the following sense:

(i) Given a sequence {2,}, the set ﬂ;7=1§n is a component of 6D
and, for two sequences, these sets coincide if and only if the sequences
are equivalent.

(ii) Given a component I" of 8D, there exists a sequence such that
I =7 2.

For a boundary component I”, the sequence {2,} such that I"'=;., Q,
is called a defining sequence of I.

Let w = f(z) be a topological mapping of D onto a plane region D'.
Then we can immediately see from the second definition that f gives a
one-to-one correspondence between the boundary components of D and
D', We shall speak of the image of a boundary component I' under f
in this sense and denote it by f(I").

2. Let D° denote the complement of D with respect to the extended
plane |2 | =< . For a boundary component I", there exists a uniquely
determined component of D° whose boundary coincides with I". We call
it the component of D° corresponding to I' and denote it by I'*.

If D does not contain the point z = co, the boundary component I”

Received January 7, 1959. The present paper is a part of the author’s doctoral dis-
sertation submitted to the University of California, Los Angeles. The author wishes to
express his heartiest gratitude to Professor Leo Sario for his guidance and encouragement
during the preparation of this paper.
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264 KOTARO OIKAWA
such that co e I'* is called the outer boundary of D.

3. We call a region D a circular (or radial) slit disk if 0 e D,
Dc (2] < R <), the outer boundary is |[z] = R, and every other
boundary component is either a point or an arc on |z| = const. (or a
line segment on arg z = const.).

2. The stability problem of boundary components.

4, Let D be a plane region and let I" be a boundary component.
Sario [16, 17] gave the following classification:

(a) If £(I') is a point for every univalent function w = f(z) on D,
then I is said to be weak.

(b) If £(I') is a continuum, i.e., a connected closed set containing
more than one point, for every f, then I is said to be strong.

(¢) If I' is neither weak nor strong, it is said to be unstable.

Weak boundary components were first investigated by Griétzsch in
connection with the so-called ‘‘Kreisnormierungsproblem’ (Groétzsch
[7]; see also Denneberg [5] and Strebel [21]). He called them vollkom-
men punktférmig. Regions of class Oy =0, introduced by Ahlfors and
Beurling [2] coincide with those possessing merely weak boundary com-
ponents. Sario [16] has generalized the concept weak boundary com-
ponents for open Riemann surfaces. It has been discussed also by Savage
[19] and Jurchescu [10].

We are now lead to the following natural problems:

PROBLEM A. Given a boundary component consisting of a single
point, determine whether it is weak or unstable.

ProBLEM B. Given a boundary component consisting of a continuum,
determine whether it is strong or umnstable.
We shall attempt to obtain concrete tests with practical applicability.

3. Related extremal problems.

5. Let D be a region containing the point z = 0. Let L be the
family consisting of all functions w = ¢(z) which are regular and
univalent in D — {0}, and have the expansion 1/z + ¢z + +-- near z = 0.

Consider, with Grotzsch [6], the diameter of the image @(I”) of the
boundary component I”. It is quite easy to see that I' is weak if and
only if supyey diam @(I') = 0, and I' is strong if inf,eq diam o(I7) > 0.

6. Let %, be the family consisting of functions w = f(z) such that
(i) regular and univalent in D,
(i) f(0)=0 and f(0) = 1,
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(ili) f(I") is the outer boundary of f(D).
Rengel [14] introduced the following functionals on &, :

M(f) = max [w]| = sup [f(2) |,

m(f) = min|w],
wENT)

and considered the quantities

R(I") = R(I"; D) =fselg}p m(f)

and

r([)y=r(I"; D)= mf M(f) .
From the definition we have immediately the basic

THEOREM 1. [ is strong if R([") <co. [ is weak if and only if
() =oo.
These criteria are equivalent to those in No. 5, since

R(I") = 2/inf diam ¢(I") ,
PEYR

r(I") = 4/sup diam ¢(I") .
PEYR

In fact, for an arbitrary function f(z) = %,, the functions

_ 1 M0
=T

and

1

PO = @) + i s

belong to B, and
m(f) < 2/diam @ (")
M(f) = 4/diam @ (I") .

On the other hand, for ¢(z) e, let F(w) be the function which maps
(p(L7)*)° conformally onto the exterior of a disk with the center at the
origin. Assume further that F(w)=w + ¢+ ¢'/w + --- near w=co.
Then f,(z) = 1/F o ¢(2) e F, and

2/diam @(I") < M(f,) = m(f,) < 4/diam (") .
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The proof of the above equalities is hereby complete.

7. Whether or not R(I") <o is necessary for strength is still an
open problem. We shall discuss this problem in No. 24.

We shall see in No. 17 that 1/r(I") equals the ‘‘capacity’’ of the
boundary component I" introduced by Sario [16] (it is not necessarily
equal to the logarithmic capacity of the closed set I'), and, therefore,
that the latter half of Theorem 1 is equivalent to Sario’s result ([17],
Theorem 6). Jurchescu [10] showed that the ‘‘capacity’’ coincides with
the ‘‘perimeter’’ introduced by Ahlfors and Beurling [2].

It will be shown in No. 22 that R(/") coincides with the quantity
which Strebel [22] called ‘‘extremal Durchmesser’’. Finally, Theorem 4
in No. 21 shows that the first half of the above theorem coincides with
Sario’s result ([17], Theorem 4).

II. PRELIMINARIES

In this chapter, we collect a number of known results which will
be needed later.

4, Extremal length.

8. A curve vy considered here is either a closed rectifiable curve or
a curve of the form 2z =2(t) (0 <t < 1) every subarc of which is
rectifiable. If lim,.,2(f) or lim,., 2(¢) exists, it is called an end point.

Let D be a reginon and let {y} be a family of curves y ¢ D. Let
{0} be the collection of functions p which are = 0 and lower semi-con-
tinuous in D. With the understanding that 0/0 = o/ = 0, take

(it pas)

] duay

It is called the extremal length of {v} (Ahlfors and Beurling [2], Ahlfors
and Sario [3]).

9. The following properties (I)-(V) are well known; for the proofs
the reader is referred to, e.g., Hersch [8]':

(I) A{v} is independent of the choice of D.

(IT) A{v} is conformally invariant.

(III) 27"} = 1{v} if every v contains a .

(IV) For {v} and {7.}, assume the existence of disjoint regions D,
and D, such that v, c D, (v =1, 2). If, for any v of the third family

1 His definition is different from ours, but his proofs remain valid.
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{7}, there exist 7, and v, such that 7, U 7, C v, then
My + My =37}

(V) Let {7;} and {v,} be the same as above. If {v;} U {v,} < {7},
then

1,1 -1
Myl My T Mg

(VI) (Hersch [8]'). For three families with {7} = {v,} U {7.},

1 1 1
T s g e

(VIII) Let {7} be the subfamily of {v} consisting of v having both
end points and such that 2(¢) (0 < ¢ < 1) is rectifiable. Then M {7} = \{v.}.

In fact, since the extremal length of {v,} = {v} — {7} is infinite,
(VI) shows that A {7} < M{y}, and {7} = N{v} by (II).

(VIII) For a curve v:z=2() (0<t<1), let ¥ be the curve
z=20) (0<t<1). If 20)=lim,,2(¢) exists and is real, put % =
vy U¥ U {2(0)}. Let {v,} be a family of curves which are contained in
the upper half-plane and have the end points z(0) on the real axis. Let
{7} be a family which contains all ¢, and 7. Furthermore it is assumed
that, for any v, there exist v, and ¢} in {y,} such that 7, U v{ C 7.
Then

Mot =20 {7} .
In fact, to define M {v}, we may restrict {p} to the subfamily con-

sisting of functions symmetric about the real axis. Since 2 inf%S pds =
Yo

infyg o ds for such p, we conclude that A{v} = 2xn{7.}.
Y

(IX) Let A be the annulus 1 < |z| < ¢ or a region obtained by
deleting a finite number of circular slits from this annulus. Let {y} be
the family of all closed rectifiable curves in A separating |z| =1 from
| 2| = q. Then M {y} = 2x/log q. This is true even if each v is restricted
to a concentric circle in A.

The proof is found, e.g., in Herseh [8].

10. Let D be a region, and let E, and E, be compact sets such
that E. N D+#¢ (v=0, 1). Let {y} be the family consisting of v:
z=2(t) (0 <t<1) such that y c D, Nof2(t); 0 <t <e} C E, and
Neso{z(t); 1 — e <t <1} < E,. Then M {v} is called the extremal distance
S(E,, E)) between E, and FE, with respect to D.

By (VII), 3,(E,, E,) coincides with the extremal length of the family
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of rectifiable curves in D whose end points are on E, and E, respectively.
Under a certain restriction of the configuration, it is also equal to that
of a subfamily consisting of analytic curves (Wolontis [25]).

From this consideration, we get

(X) If no point of E, is accessible from D by a rectifiable curve,
then 8,(E, FE,) = .

(XI) (Pfluger [12]"). If cap E, =0, then §,(E, E) = . For
D=(z|=1), E,=(z2|=¢<1), and E, C (2] =1), 8,(E, E)=
if and only if cap £, = 0.

Combining (VI), (X), and (XI), we get

(X’) If no point on E,, except for a set of capacity zero, is acces-
sible from D by a rectifiable curve, then 3,(E, E,) = .

(XII) Let D, E,, and E, be contained in the closed upper half-plane.
Let D be the region which is the union of D, the reflection of D across
the real axis, and the part of 8D on the real axis. Let EO and E, have
analogous meanings. If 8;)(E’0, E’l) is expressed in terms of the extremal
length of a family consisting of analytic curves?, then

Sa(ln, B) = %SD(EO, E).

Proof. Let 8,3(15'0, E) = M7} where v is an analytic curve and let
Sp(Ey, E,) =M{v'}. Using the notation in (VII), we see immediately
that {v'} and {¥'} are contained in {v}. Since M {¥'} = \{7'}, we find,
on applying (V), that M {v} < M {v'}/2.

In order to prove the inequality in the opposite direction, we first
remark that, to define M {7}, we may restrict o to a function symmetric
about the real axis. For a curve v:z =12(t) (0 <t < 1), let v* be

- {z(t) if e(t) = 0
Tl if Se(t) <0 .

Evidently S pds = SV P ds for a symmetric p.
1% *

Since it is assumed that v is an analytic curve, v* intersects the
real axis at only a finite number of points z,, 2,, ---, 2. Let 4, be the
punctured disk 0 < [z —2, | <7 (v=1, 2, ..., k), where r is taken so
small that the 4, are mutually disjoint. The extremal length of the
family of curves in 4, separating z, from |z — 2, | = r is, by (IX), equal
to infinite. Therefore, for arbitrary ¢ > 0 and p, there exists a closed

curve v, C 4, encircling 2z, and such that S ods < ¢elk. On replacing a
Ty
part of v* N 4. by a part of v,(v=1, 2, --., k), we obtain from v* a

2 This restriction is satisfied in our subsequent applications. 1t is perhaps superfluous.
However, the author has not succeeded in furnishing the proof without it.
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curve 7' belonging to the family {y'} and such that S pds —e < S ods.
Y Y
Since v and ¢ are arbitrary, we get infy,S ods < infyS o ds for every
v Y

symmetric p. Since SS o*dxdy = 2 H 0’ dxdy, we conclude that M {v'} =<

2x{7}.

(XIII) Let A be the annulus 1 < |z| < ¢ or a region obtained by
deleting a finite number of radial slits from this annulus. Let E, =
(lz| =1) and E, = (|z]| = q). Then §,(F, E,) = (log q)/2xr, and it is also
equal to the extremal length of the family of all radials from E, to E,
in A.

For the proof, the reader is referred to, e.g., Strebel [20].

5. Teichmuller’s extremal region.

11. Let D be a doubly connected region and let {7} be the family
of all closed rectifiable curves in D separating the boundary components.
The quantity 27/\{v} is called the modulus of D and is denoted by mod D.
As is well known, D can be mapped conformally onto an annulus
1 < |z| < q where log ¢ = mod D.

For P > 0, the doubly connected region

DP = {[_17 O] U [P’ oo]}o

where the brackets express a closed interval on the real axis, is called
Teichmiiller’s extremal region. It has the following extremal property
(Teichmiiller [23]): Let D be a doubly connected region such that one
component of D¢ contains the point z = 0 as well as a point on [z| =1
and the other contains the point z = « as well as a point on |z| = P.
Then mod D < mod D, and the equality holds if and only if D is a
region obtained by rotating D, about the origin.

12. It was proved by Teichmiiller [23] that ¥'(P) = exp (mod D) is
a continuous function of P such that

(1) lim ZP) _ 16 .
Pow P
It is easy to see that
1 ?
2 log¥V | =)= —— .
(2) & (P) log 7(P)

On combining (1) and (2), we have

for P—0.

(3) log #(P) ~
log —
P
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13. The following result will be used later:

LEMMA 1. Let

A=01<]z| <9,

I'=(zl=1)),
and
E,={z; [z|=4q, |argz| < 6} .
Then
3.1, Ee)~ilog-1— for 6 —0.
T 0

Proof. 8,I", E) is equal to the extremal length \{y} where {v}
is the family of all analytic curves in A connecting 7" with E, (cf.
Wolontis [25]). By (VIII) and (XIII), it is equal to 8,(Ej, Ei)/4 where

R=Q1Q¢<]z| < N (Fz>0),

Ey=A{z; |z|=1/q, 0 < argz < 0} ,
and

= {2; |2z]=¢q, 0= argz < 0} .

Map @ onto the upper half-plane in such a way that 1/q and ¢ correspond
to 0 and 1, respectively. Let —a and 1 + 8 (@, 8 > 0) be the images
of ¢?/q and qe”, respectively. It is not difficult to see that
62
a~c—
q for 6§ —0

B~ c'q0*
where ¢ and ¢’ are constants independent of 4. The region obtained by
deleting the intervals [—c, —a], [0, 1], and [1 + B3, ] from the

extended plane is conformally equivalent to Teichmiiller’s extremal region
with

p=__9B g 0 —0).
l1+a+p

Therefore, on applying (VIII) again, we get 8,(/", E;) = x/(4log ¥ (P))
and, by (3),

1
g

S, Ey) ~ Z%log_]l3 ~ -711_—10g for 6 0.
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6. Koebe’s distortion theorem.

14. The following is a slight modification of the original form of
Koebe’s well-known distortion theorem, which will be used frequently:

Let ¢(z) be a function which is univalent and regular in |z| < ¢,
with ¢(0) =0 and ¢@'(0) = 1. Then there are numbers a(e) and b(e)
which are independent of ¢ and have the properties that

a(e) = | ()| < b(e) on 2| =¢ <&
and
lim 28 — jim X&) _ 1
£-0 I -0 I

In fact, we may take a(c) = eci/(e + &,)* and b(e) = e&i/(c — &)’

7. Quasi-conformal mappings.

15. In Chapters IV and V, we shall make use of quasi-conformal
mappings to illustrate our results by examples. As in the type problem
of Riemann surfaces, they are utilized to replace a given region by a
simpler one.

A sense-preserving topological mapping w = 7(z) of a region D onto
another is said to be quasi-conformal if there exists a finite number K
such that mod 7T(Q) < K mod Q for any quadrilateral @ — D (Ahlfors
[1]). Here, mod @ of a quadrilateral @ means the extremal distance
between two opposite sides of @. The minimum value of K is called
the maximal dilatation of T.

For the proofs of the following properties (I)-(III), the reader is
referred to Ahlfors [1]:

(I) If T is quasi-conformal of maximal dilatation K, then
mod T(A) < K mod A for any doubly connected region A c D.

(IT) Let E be a set which is contained in a finite number of ana-
lytic arcs. Let D be a region containing FE, and let T be a topological
mapping of D which is quasi-conformal in D — E. Then it is quasi-
conformal in D with the same maximal dilatation.

(IIT) If T is a topological mapping of class C', then the maximal
dilatation is given by K = sup,ep, (| T, | + | T:)/(| T, | — | T5|) where T,
and 7T- are complex derivatives.

(IV) Let {y} be a family of curves in D. Let T be a quasi-
conformal mapping of class C* with the maximal dilatation K. Then

MT(n)} = Ex{7} .

The proof is found in Hersch [9]%.
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REMARK. Even if T is not of class C* throughout D, this inequality
holds under, e.g., the following restriction: 7' is of C' in D except for
a countable number of analytic arcs clustering nowhere in D, i.e., every
point of D has a neighborhood intersecting at most a finite number of
the arcs, and every « is the union of a countable number of analytic
arcs clustering nowhere in D. This generalization will be needed in
No. 35.

III. CIRCULAR AND RADIAL SuIT DISKS

8. Circular slit disks.

16. Let D be a plane region containing the point z = 0, and let I”
be a boundary component. The problem of minimizing M(f) in §, for
a region of finite connectivity has been discussed by Rengel [14]. To
consider it for a region of arbitrary connectivity, in particular to show
the uniqueness of the minimizing function, Sario [16] introduced the
functional

Jf) =\, 10| darg f (feBn) -

Here the line integral means lim,., Sa log | f]+darg f for an exhaus-
Dn

tion D, 1 D; the limiting value exists and is independent of the exhaus-
tion. He proved the existence of a function g, such that

M(g,) = m(g,)

and
2r log M(g,) = J(f) — D(log | f| — log | g, )

for all fe @, where the second term means the Dirichlet integral over
D. Evidently g, is the unique function which minimizes J(f).

From these relations we can derive the following facts (Sario [16]):

(I) There exists a function g, € Fr such that M(g,)=min,c%, M(f)=
(). If v(I") < o, the minimizing function is determined uniquely.
It maps D onto a circular slit disk |w| < r(I"), where the area of
slits, i.e., 0D — I')*, vanishes,

(IT) Let 0e D, | D be an exhaustion and let I", be the component
of 0D, separating D, from I'. Then

r(l") = li_r)n r(l",) .

If n(I") < o, the sequence {g,} of the mimimizing functions on D,
converges to g, uniformly on each compact set in D.
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17. By making use of this result, we can express »(!") in terms of
extremal length. Let ¢, be a small number such that |z| < e, is con-
tained in D. For 0 < ¢ < ¢, the numbers a(¢) and b(¢) were defined in
No. 14. The following theorem has been proved, in essence, by Jurchescu
[10]:

THEOREM 2. Let {v}. be the family of all closed curves in D, =

D — (| z] = ¢) which separate I' from the point z =0. Then

7'(1”)S 27 <o r(I)
be) Mrke T a9

log

and, therefore,

. 2r
1 I'y =1lim (1 .
og r(I") §$<0g8+x{7}5)

The result remains valid if the v are restricted to analytic curves.

Proof. Consider the metric given by o = | gi|{/|9.|. Since the area
of the circular slits is zero, SS p*dxdy < 2w log (r(I")/a(e)). Therefore,

Mte = (2n)27 og (r(17)]afe)) -

To prove the left inequality, take an exhaustion D, | D and consider
the family {v,}. of all closed curves v, in D, — (| 2| < ¢) separating I,
from 2z = 0. Since D, is of finite connectivity, the proposition (IX),
No. 9, shows that 27/\{v,}. = log (»({",)/b(¢)). When we take the limit
for n — oo, we have by virtue of the relation M {v}. < ) {v,}. that

2x/x{v}. = log (r(I")/b(e)) .

18. The following criterion for weakness due to Grotzsch [7] will
be useful in the next chapter:

THEOREM 3. In order that I' be weak, it is necessary and sufficient
that, for an arbitrary positive number 1, there exist a finite number
of doubly connected regions A, A,, --+ A, in D — (|z]| < ¢) satisfying
the following conditions:

(i) The A, are mutually disjoint,

(ii) A, separates I' from (2] Z¢) (v=1, 2, -+, k) and separates
A._, from A,, v=2,38,:, k—1),

(iii)

v

i‘,modAv l.
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Proof. Sufficiency: By (V), No. 9, and by Theorem 2, [ <
kimod A, < 2z {v}. < log (r(I")/(¢)). Therefore, 7(I") = - and, by

Theorem 1, I'" is weak.

Necessity: Take an exhaustion (|z|Z<e¢)c D, cD,c---CD,C
.+« 1D and consider the extremal function g, on D,. By Koebe’s distor-
tion theorem, No. 14, the image of | z | = ¢ is contained in a(e) < |w| = b(e),
so that the set b(¢) < |w| < »(I"»,) minus the ecircular slits is contained
in the image of D, — (Jz| = ¢). From the annulus b(c) < |w| < r([",),
delete all the concentric circles containing the circular slits. Then we
get a finite number of concentric annuli A}, A, ---, A}, such that
Sk mod A = log (v(I",)/b(e)). Since »(I") = lim,..r([",) = o, wWe can
take n so large that the right hand side is greater than the given [.
The inverse images A,, A, ---, A, of A}, A, ---, A, are what we
desired.

REMARK. We see from this theorem that the weakness of /" depends
merely on the configuration of 8D near !. Furthermore, by (I), No. 15,
the weakness is invariant under quasi-conformal mappings.

9. Radial slit disks for special regions.

19. Unlike the case of the functional M(f), the function maximiz-
ing m(f) does not exist in general; by slightly modifying the example
given by Strebel [20], we get a region on which m(f) < R([") = sup,c5,
m(f) for all fe,.

Under a restriction, however, we get a result analogous to that of
No. 15. Let G be a region containing the point z = 0 and such that a
component I" of 0G consists of a closed analytic curve which is isolated,
iie.,, G — I' N I" = ¢. Let A, be the subfamily of &, consisting of all
functions with M(f) = m(f). On this family Sario [17, 18] introduced
the functional

1) = 2xlogm(f) = | log|f|-dargs

and proved the existence of a function f, e U, such that

(4) 2z log m(fo) = I(f) + D(log | f| — log | /4 1)

for all fe,. Evidently f, is the unique maximizing function of I(f)
in Ay

We can derive from this relation the following facts (Sario [18]),
which have been obtained by Rengel [14] for a region G of finite con-
nectivity:
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(1) R() ts finite. f, is the unique function maximizing m(f) in
A, It maps G onto a radial slit disc |w | < R(I"), where the area of
slits, i.e., f, (0G — I')*, vanishes.

(I) Let {G,} be a sequence of regions such that 0€G, 1 G and 0G,
consists of I' and a finite number of closed analytic curves. Then

R(I; G)=lim R(",; G,)
and the sequence {f,} of the maximizing functions on G, converges to
fo uniformly on each compact set in G U I'.

20. Let {v}. be the family of rectifiable curves which connect
|z] =¢ with I"in G — (J]z]| < ¢). In a method similar to the proof of
Theorem 2 we can obtain the following relations:

R(I") Y
(log 0 ) R(I)
(5) R(I) = 2nn{7}: = log a@) ’
log =2~ 2
a(e)
(6) log R(I") = lim (log ¢ + 27)n{7}.) .

Here {v}. can be replaced by the subfamily of analytic curves.

10. Characterizations of R(I").

21. Let D be an arbitrary region containing the point z = 0. Let
{2,}7., be a defining sequence of I such that 0¢%2, (n=1, 2, ...).
Then G, = D — 2, is a region and its boundary component /I°, — 0G, N 02,
satisfies the condition of No. 19.

THEOREM 4. {R(I",, G,)}o., is an increasing sequence and R(I") =
lim,_ .. B(",; G.).

Proof. {R(I",; G,)} is an increasing sequence by (6).

For an arbitrary ¢ > 0, there exists an f(z) € §, such that m(f) >
R(I")—¢/2. Then there exists an n, such that the m of this f(z) on G,
(we denote it by m,(f)) has the property that m,(f) > m(f) — /2
whenever 7 =mn,.  Therefore, R(,; G, =m,(f)> R([’)—¢ and
lim,.. R(I"y; G,) = R(I).

Next, let A4, be the doubly connected region bounded by 77, and I".
Then I is an isolated boundary component of the region G, =G,UA4,UT,.
I is not necessarily a closed analytic curve, but from the result of
No. 19 we can see the existence of the function fn(z) in &, of G,, such
that m(f,) = R(I"; G,). Evidently f.(z) belongs to F, of D. By (6),
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R(I'y; G,) < R(I"; G,). Consequently, R(I",; G,) < R(I"; G,) = m(f,) <
R(I") and lim,.. R(["; G,) < R(I").
This reasoning remains valid for the case where R(I") = .

REMARK. Combining Theorem 4 with Theorem 1, we see that
lim, ... R(I",; G,) < o implies the strength of I". This fact was proved
by Sario [17].

22. Let {v}. be the family of curves v:z=2() (0<t<1) in
D— (2| =€) such that N {2(t); 0<t<e} c (2| =¢) and (Neso
{2(t); L —e<t<1} cI'. Let {v,}. be the corresponding family in G,.
Strebel [22] has proved the relation )\ {y}. = lim,, . M {7,}.. On combin-
ing this with (5), (6), and Theorem 4, we have

THEOREM 5.
R(I")\?
(log b(e) > R(I)
Iog R([v) = 27[7\4{'7}8 = log a(a) ’

a(e)
log R(I") = lim (log ¢ + 2\ {v}.) .

Here v can be restricted to the curve which is the union of a countable
number of analytic arcs which cluster nowhere in D (cf. No. 15,
Remark).

REMARK. The exponential of the right hand side of the second
relation was called ‘‘extremal Durchmesser’’ by Strebel [22]. On combin-
ing Theorem 5 with Theorem 1, or directly from (XI), No. 10, we see
that M {v}. < = implies the strength of /. This result was generalized
for open Riemann surfaces by Constantinescu [4].

23. For an exhaustion D, [ D in the ordinary sense, it has not been

proved whether lim, .. R(I",; D,) exists or not. We obtain merely the
following

THEOREM 6. Let 4 be a region such that 0e 4, 4C D, and bounded
by a finite number of closed analytic curves. Denote by I', the com-
ponent of 84 which separates 4 from I'. Then

R(I) = lim R(I";; 4),

4-D

where the right hand side 1is a directed limait.

Proof. For e >0, there exists by Theorem 4 an % such that
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R(I')—e< R(I',; G,). By Theorem 5 R(I",; G,) < R(I",; 4) for any
4> 1", U {0}. Therefore, R(I") < lim,., R(I";; 4). On the other hand,
for ¢ >0 and a compact set K C D, take an m, such that K c G,,.
There exists, by (II), No. 19, a 4 C G, such that B(I";; 4) C R(I",; G,,) + ¢,
and, therefore, R(/";; 4) < R(I") + ¢. Consequently lim, ., R(I";; )< R(I").

REMARK. On combining Theorem 6 with Theorem 1 we see that
lim,., R(I";; 4) < « implies the strength of 7. Sario [18] has shown
that I is strong if lim,., R(I",; 4) < <.

11. Unsolved problems.

24. As we pointed out in No. 7, the following problem has not
been solved:

(1) Is R(I') < o necessary for the strength of I" ?

Since the maximizing function of m(f) in &, or equivalently the
minimizing function of diam @(I") in B, does not exist in general, the
case is different from that of a weak boundary component. The example
of Strebel [20] stated in No. 19 is for R(I") > o, and it does not answer
this question.

Let {G,};-, be the sequence introduced in No. 21 and let f,(z) be
the extremal function on G,. Since {f,}:, is a normal family, we may
assume that f, converges to a univalent function f(z). One can imagine
that, if R(I") = o, then f(I") would be a point. However, we can only
prove that f(I') consists of the point w = o and possibly of radial
segments emanating from it whose arguments form a set of measure
zero (Strebel [22]). Such line segments appear in our Example 10, Nos.
39, 40. Nevertheless the boundary component of this example is unstable,
because we can map it onto a region such that f(I") is a point and
f(@D — I') consists of circles (No. 39).

We have several other unsolved problems as follows:

(2) Is strength a boundary property?

(3) Is lim,., R(I'",; 4) equal to lim,., R(I";; 4)?

(4) Is strength preserved under quasi-conformal mappings?

IV. CRITERIA FOR WEAKNESS AND INSTABILITY

In this chapter we consider Problem A presented in No. 4. Several
sufficient conditions for weakness have been obtained by Savage [19].
Here we shall consider some special regions and attempt to get more
concrete necessary or sufficient conditions,
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12. Boundary on the positive real axis.

25. Let {a,};., and {b,};_, be sequences of positive numbers such
that

1<bn-—1§a’n<bn (n:1727"')r

lima, = o .

n—rco

Denote by [a, b] the closed interval on the real axis. Then
D=(z| < ) = Uy @]

is a region and I" = {} is its boundary component. The present sec-
tion is devoted to discussing the following problem: When is I' weak
and when is it unstable?

26. THEOREM 7. (i) If
(7) S -1)=w,

then I' is weak.

(i) If
(8) lim 22 — 10
n—eo (,
and
(9) ) 1 <
log— L

then I' is unstable.

Proof. (i) Consider the annuli 4, = (2, < |2|[<b,)(n=1,2,...).
Since Y, mod 4, = X log (b,/a,) = o, Theorem 3 shows that I" is weak.

(ii) Let A, A,, -+, A, be doubly connected regions satisfying the
conditions (i) and (ii) of Theorem 3. For any A,, there exists an n such
that A, passes through the open interval (a,, b,) and a component of
A, contains 0 as well as a,. The region

D™ = {0, a,] U [by, o]}°

is conformally equivalent to Teichmiiller’s extremal region with P =
(b./a,) — 1. By the extremal property of D™, No. 11, the sum of the

3 If [imp—e by/a, > 1, then I' is weak by (i), Theorem 7
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moduli of all such A, does not exceed mod D™ = log ¥((b,/a,) — 1).

k oo b
(10) S mod 4, < 3 log w(_n — 1) :
y=1 n=1 (479
By (3), No. 12,
b b
log (%2 — 1) ~
o8 <an ) 1 1

% Gulan) — 1
Therefore, the right hand side of (10) converges and, by Theorem 3, I”

is unstable.

ExamMpPLE 1. a,=2n+1, b, = 2n + 2. Evidently (7) diverges so
that I" 1s weak.

ExampPLE 2. a,=nF b, =n*+1 (k> 1). Since (7) converges and
(9) diverges, we cannot decide by Theorem 7 (see also No. 27).

EXAMPLE 3. a, =e" b, = ¢" + 1. Similarly, we cannot decide (see
also No. 27).

@

EXAMPLE 4. a,=¢", b, =¢" + 1 (a >1). I is unstable by (ii).

27. We derive another criterion applicable to Examples 2 and 3.
To this end, we first prove

LEMMA 2. For the doubly connected region
A, =010<]|z|<q)—[1+h, g
where b > 0 and q 1s fixed,
7-[2

1
2log —
%

mod A, ~ for h— 0.

Proof. By (VIII), No. 9, mod A, = 47/x{v} where {v} is the family
of rectifiable curves in Q@ = A4, N (Jz > 0) joining [— ¢, — 1] with
[1, 14+ h]. Map @ conformally onto the upper half-plane in such a
manner that —¢, —1, 1 correspond to —oo, —1, 0, respectively. The
image P of 1 + & has the property that

P~ ch? for h— 0

where ¢ is a constant independent of k. From (VIII), No. 9, we con-
clude that
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biad T’
mod A4, = log ¥(P) ~ T~ T (h—0).
log— 2log —
°¢p €7

THEOREM 8. Suppose that lim, . b,ja, =1. If a,.,/a, is bounded
away from 1, then I' is weak if and only if

i 1 = 00 .
n=1

1
log———
8 oy — 1

Proof. If the series converges, I" is unstable by (ii) of Theorem 7.

Conversely, suppose that the series diverges. The doubly connected
region A, = (a, < |z| < @y41) — [bn, Q,.:) is conformally equivalent to
the region A, = (1 < | 2| < Qpsi/0,) — [Dn/@n, Gnsifa,). By the assumption
1<1+8<ay../a, and, therefore, A =(1 < |2| <1+ 8)—[b,/a,, 1+8)C A
so that mod A7 < mod 4,. By Lemma 2

7[2

mod A ~ (n— ).

1
(bn/an) -1

Consequently, the assumption implies that >\ mod 4, = o, and we infer
from Theorem 3 that I" is weak.

2 log

ExampLE 8 (No. 26). a,=¢€", b, =¢"+ 1. By Theorem 8, I" s
weak.

ExavpLE 2 (No. 26). a, =n* b, =n* + 1 (k> 1). Since a,.,/a, =
(n + 1)%/n* is not bounded away from 1, the above theorem is not
applicable. However, we can see as follows that I 4s weak. For
simplicity, we consider the case k = 2; the general case can be treated
in a similar fashion. Consider the region A, = (ax < |2z| < ap+1) —
[bs, amp+1), which is conformally equivalent to (1 < [ 2| < 4) — [1 + 2™, 4).
By Lemma 2, mod 4, ~ 7%/(4nlog 2) for n— o and S, mod 4, = . It
follows from Theorem 3 that I is weak.

More generally, this result can be stated as follows:

THEOREM 8'. Suppose that lim,...b,/a, =1 and that there exists a
subsequence {n,} C {n} such that anm/ani is bounded away from 1 and

1
1
g —
(bni/ani) -1

Me

(12)

—-= ©o ,
i

]
-

1

Then I is weak.
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28. When a,.,/a, is not bounded away from 1, we may also apply

i

the following criterion:

THEOREM 9. Suppose lim, .. b,/a, =1 and lim, .. a,../a, = 1. If

(13) lim 198 (Ba/ay)
noe 10g (@p1/dy)

exists, then

(14) ngl] log (an+i/an) — o
log(&>1/10g(an+1/an) 1
Ay

implies that I' is weak.

Proof. Consider the doubly connected region A, = (1 < |z| < q,) —
1+ hk, q,) (=1, 2,+..), where 0 <h, <g¢q,—1 and lim,..q,=1.
Map the annulus 1 < |z| < ¢, onto 1 < |w| < e by the quasi-conformal
mapping

w = Ty(2) = 7!/t Wef (z = re¥) .

Its dilatation equals 1/log q, provided = is so large that ¢, <e. The
image of A, is A =A< |w]| <e)—[(1+ h,)'#%, ¢). From (I), No.
15, we have

(15) log q,, - mod A/ < mod A4, .
Now suppose that lim,_.. (log (1 + h,))/log q, exists. If
lim (1 + h,)"¢% > 1,

7-r00

then mod A and log {1/[(1 + h,)""*% — 1]} are bounded and bounded
away from zero. Hence the divergence of

6 o |

1
og (1 + hn)ulogqn -1

implies that >, log ¢, - mod A} = o and, by (14), that >\;., mod 4, =co.
If lim,,. (1 + &,)"¢¥% =1 we obtain by Lemma 2

71-2

log A ~ (n— ).

1
2 log a—+ hn)lllog 4, — 1

Therefore, the divergence of (16) again implies that of 3., mod A.
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In the given region, consider A, = (a, < | 2| < @psy) — [bn, Cpsy). It
is conformally equivalent to the above A for 1 + 4, = b,/a, and q, =
Gpsq/0,. Therefore, >y mod A, = o and I" is weak.

This criterion is applicable to Example 2.

EXAMPLE 5. a,=mn, b, =n + e™". In this case (7) converges and
(9) diverges, so that we cannot decide by Theorem 7. Since a,../a, is
not bounded away from zero, we cannot apply Theorem 8.* For every
subsequence such that lim, ... anm/ani > 1, (12) converges, and we cannot
use Theorem 8. (14) also converges and, therefore 9 is inapplicable.
We have not been able to decide whether I is weak or unstable. In
general, for a, =n, b, =n + e (a > 0), I' is unstable for « > 1 but
it is unknown if it remains true for 0 < a < 1.

13. A generalization.
29, Consider the case where the intervals are distributed on the

whole real axis. We treat again the simplest case.

PROBLEM. Let {a,}y-. and {b,}3-, be the sequence of positive numbers
such that

0<b,,=50a, <), m=1, 2, +++)

lima, = « .

n—>oco

Consider the region

C:s

D=(2]< )= Ulbu @] —Ul—an —bui] .

n=1 n=1

Under what condition is I' = {o} a weak boundary component of D?

This problem can be reduced to the case which we discussed in the
previous section. More precisely, let I' = {=} be a boundary component
of

D=(lz|< )= Ulbus a;
then we have
THEOREM 10. [ is weak if and only if I" weak.
Proof. If I' is unstable, then, since D c D, I" is unstable by the

definition.

4 The author is indebted to Professor R. Redheffer for the argument that follows in
this example.
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Suppose that I” is unstable. Since weakness is a boundary property
(No. 18), we may assume without loss of generality that b, > 1. By
Theorem 2, M{y} > 0 where {y} is the family of curves in D—(|z|<1)
separating /" from |z| =1. Let {v,} be the family consisting of curves
in the upper half of D — (2| < 1) connecting (1, ) — Uz-: [Dury @l
with (—, —1) — Up..[—@s —b,_,]. Let {¥!} be its subfamily con-
sisting of curves whose end points are symmetric with respect to the
origin. Then, by (VIII), No. 9,

Mot = My} =2 {m}2>0.

Consider the region 4 =(]¢| < o) — Uz, [b3-,, @3] and its boundary
component (¢ = ). Let {y*} be the family of curves in 4 —(]¢| < 1)
separating « from |[¢| < 1. By making use of the mapping ¢ = 2%, we
can immediately see that )M {y*} = M {¥!} and, therefore, (¢ = o) is an
unstable boundary component of 4.

The mapping

¢ = T(z) = r%e® (z = re®?)

is quasi-conformal and maps D onto 4, 2 = o onto { = «. Since weakness
is preserved under quasi-conformal mappings (No. 18), I” is unstable.

REMARK. Using the same method, we can also prove Theorem 10
when the intervals are distributed on %k half-lines re®*™/* (0 < r < ),
v=0,1,---, k.

14. Criteria for arbitrary regions.

30. Let D be a plane region such that /" = {o} is a boundary
component. If D is contained in another region discussed in preceding
sections and {e} is its unstable boundary component, then, by the
definition of instability, /" is an unstable boundary component of D.

If such a condition is not satisfied, the following criterion may be
applicable. It is a simple generalization of (ii) of Theorem 7, and we
omit the proof.

THEOREM 11. Let D be a region such that 0e D and I' = {x} 1is
a boundary component. I' is unstable if there exists a sequence {C,};.,
of components of 8D — I' satisfying the following conditions:

(i) For a doubly connected region A C D separating 0 from oo,
there exists a number n such that A separates C, from C,...

(ii) For every m, there exist points a, € C, and b, e C,,, such that
lan - bn l = dist (Cm Cn+1)’
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b

lim>2 =1
noeo Q,
and
> L < oo
n=1 1 1

og—-—
l(bn/an) —1 l
31. This criterion is not a necessary condition for instability. This

is apparent from the following

ExAmMPLE 6. Consider the closed sets
E,={#n7n4+1Z]2|sMn+1)p |Jargz| <7 — ¢},
0<e, <m, n=1, 2, ¢+

If e;(n =1, 2,.--) are taken sufficiently small, then I" = {x} is an
unstable boundary component of D= (]z] < «) — U;., E,. It does not
satisfy the assumption of Theorem 11.

Proof. For an arbitrary subsequence {C,};.. of {E,}s_, and every
choice of a, and b,,

1
1
log—— —
Therefore, the assumption of Theorem 11 is not satisfied.

In order to show the instability of /I, consider the following cross
cuts of D:

oo
>
n=1

1 oo
?E logn

a,: Re=0, (n+1P=Jg=(n+1+1,
Bu:lzl=m+ 1), |argz| < 7w —¢,,

18;: [zlz(n+1)2+1! Iargz|§ﬂ_8n+1’
m=1,2 ...

Let 8, be the extremal distance between «, and B, U B, with respect
to the region (n + 1) < |z| < (n + 1)* + 1. Tt is possible to take ¢, and
€u+: 80 small that 8, >n* (n =1, 2, ...). Let {v}, be the family con-
sisting of closed curves in D — (| z| < 1) separating I from [z | <1 and
passing through «,. Let {7}, C {7}. be the subfamily of curves contained
in(n+1F<|z|<(n+1F+1and put {v.}, = {7}, — {7}.. By (VD),
No. 9,
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1 < 1 n 1
M7} a - M7iba M7ata )

Since n* < 8, = M.}, and 270 {7}, = log (1 + 1/(n + 1)*), we get

1 éilog(H———l )+—1—

7\‘{()'}n 2r (n + 1)2 n?
if » is sufficiently large, and, therefore, Y., 1/A {7}, converges.
To apply Theorem 3, take A,, A4,, ---, A,. Then evidently

Smod 4, < ST 1/ {1}, < o

v=1 ne=l
and we conclude that I” is unstable.

32. Finally, for the sake of completeness, we shall present a well-
known sufficient condition for weakness. For a bounded doubly connected
region A, we have that mod A = log (1 + (nd/4l)). Here d is the distance
between the components of 84 and ! is the infimum of the lengths of
closed curves which separate the components of 84 and whose distance
from 0A is = d/2 (Sario [15], Meschkowsky [11]). Therefore we get
immediately from Theorem 3 the following result (Meschkowsky [11],
Savage [19]):

THEOREM 12. Let D be a plane region containing the point z =0
and such that I' = {} is a boundary component. Suppose there exists
a sequence of doubly connected regions A, C D — (|z|Ze)(n=1,2, )
with the following properties:

(i) The A, are mutually disjoint,

(ii) A, separates I’ from |z| <ec (n=1, 2, --+) and also separates
Apes from Agey (0 =2, 3, ++4),

(iii)

2%%:%.

Then I' is a weak boundary component of D.
On applying this theorem, we obtain

ExaMPLE 7 (Denneberg [5]). Let D be a region such that /"= {c}
is the only accumulating boundary component. If there exist numbers
a >0 and B < « such that the distance between every pair components
of 8D — I' is = « and the diameter of every component of 6D — I' is
< B, then I' is weak.

ExAMPLE 8 (Cf. Wagner [24]). Let & be the group of transforma-
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tions 2’ =z + mw +nw' (m, n =0, +1, + 2, --.) and let K, be a closed
gset contained in the interior of the fundamental parallelogram of ®.
Then I" = {»} is a weak boundary component of the region D =

(2] <o)~ UTe@ T(E,).
V. CRITERIA FOR STRENGTH AND INSTABILITY

In this chapter we shall discuss Problem B, No. 4. For simplicity
we mean by a boundary continuum a boundary component of a region
which is a continuum containing more than one point.

15. Strong boundary components.

33. If I" is an isolated boundary continuum of D, i.e., if there
exists an open set U such that "' c U and U N (0D — ') = ¢, then I’
is evidently strong. More generally,

THEOREM 13. A boundary continuum I' of a region D is strong if
there exists a disk U such that UN I #¢ and U N @D — I') = ¢.

This theorem is also almost trivial. To prove it rigorously, we shall
use the following

LEMMA 3. Let 4 be a stmply connected region which s a proper
subset of (|¢|<1). Map 4 conformally onto the wupper half-plane.
Then the image E of 84 N (|| < 1) 4s a set which does not belong to
the class Np.»

The proof is easy and we omit it. It may appear plausible that F
contains an interval. That this is however not so has been remarked
by Koebe (see Radé [13], p. 2, Bemerkung). We can even see that the
condition of Lemma 3 is necessary and sufficient.

Proof of Theorem 13. Map a component 4 of UN D onto the upper
half-plane by @ and let E be the image of I N 4. By Lemma 3 E¢ N,
and, therefore, E is of positive measure (Ahlfors and Beurling [2]). If
I" is unstable, a univalent function f(z) transforms I to a point. There-
fore, the univalent function fo @ on the upper half-plane takes a con-
stant boundary value on E, contrary to the well-known theorem of F.
and M. Riesz.

REMARK 1. In this case, R(I") < « and we can also use Theorem
1 to conclude that I' is strong. To prove the finiteness of R(I"), we
apply Theorem 5. Take a component V of U N D. It is easy to find

5 A compact set F is said to belong to the class Np if E*¢ does not admit a function
with a finite Dirichlet integral.
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a simply connected region 4 such that 4 c D, VC 4 and (|z]| < ¢)C 4.
Since the set E¢ N, is of positive capacity (Ahlfors and Beurling [2]),
Mv}e < o by Lemma 8 and (XI), No. 10.

REMARK 2. Because of this theorem, we may consider from now
on only the case where every point of I” is an accumulation point of
oD —TI.

34. We shall now give two other kinds of examples of strong
boundary components which do not satisfy the condition of Theorem 13.

ExAMPLE 7. Let D be a radial slit disc |z| < @ in the sense of
No. 3 and let I" = (|z| = a). If the arguments of the slits form a set
of measure ¢ less than 27, then R(I') < « and, consequently, I is
strong.

In fact, we can easily obtain the estimate

Mate = {log (afe)}/(2m — p) < oo .
35. ExamrLE 8. Let {c,};-, be a sequence of numbers such that
0<e, £m/2*v, Put r,=1—1/(n + 1) and let

=1 4o, carges T o)
G T Sages o= o

(=1, 2 v, 207 m =1, 2, c00).

s7’§={z; 2| =7y

I' =(z] =1) is a boundary continuum of the circular slit disc D =
(2] <1) — Unssi. If lim,..c,2" >0, then R(I') < « and therefore, I’
is strong.

Proof. Clearly it is sufficient to give the proof for ¢,2" =06 > 0.
For simplicity, we choose 8 = 7/4, i.e., ¢, = #/2**%. In order to show
the finiteness of R(I"), we map D quasi-conformally onto the radial slit
dise 4= (w]<1) — Un,,0k where

O';CL = {w; /r-ne—cnlz g lwl —S_ /rnecnlz , arg w = .73(2_;{:.7751)_}
k=12 ..-,2"n=1,2,+..).
Consider the doubly connected regions

A, ={z—1<Re <1, —3<Je< i}
— {7 —4=Re<i, Je=0}
and
A, ={w; —1<Rw<1, —3<Jw< 4}
—{w; Rw=0, —3==Jw=<4}.
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It is not difficult to map A, quasi-conformally onto A, by a function
which is of class C* in A, and is the identity mapping on the outer
periphery of A,.

In our region D, consider the quadrilaterals
ok —

1) nk}
T “r
o <argz < o

(k=12 0, 2% n=1,2...).

QF = {z; reen < | 2| < 7.,

They are mutually disjoint and all QF — s and QF — ¢% are conformally
equivalent to A, and A,, respectively. Therefore, we can contruct the
mapping w = T%z) of QF — s* onto Q% — % which is the identity mapping
on 9Q* and whose maximal dilatation K depends neither on % nor on n.
Then

Tiz) InQt—st (bk=1,2,.-+,2"; n=1,2 ++.)

w = T(z) = {z D U O

is a qussi-conformal mapping of D onto 4 such that T(T) = (lw|=1)=1".

Since 4 belongs to the case of Example 7, R(/”; 4) < «, and, by
Theorem 5, M{y'}. < . Here o' is a rectifiable curve in 4 — (Jw| = ¢)
connecting | w | = ¢ with I". It is furthermore assumed that ¢ is a
union of a countable number of analytic arcs clustering nowhere in 4
(cf. Remark, No. 15). On D, we have the corresponding family {v}.
and, by (IV), No. 15, M {7} < KA {7'}e < . Therefore, by Theorem 5,

R(I") < o and I' is strong.

35. We continue to consider Example 8. If ¢, decreases sufficiently
fast, then R(I") = o. In fact, let {7.}. be the subfamily of {v}. which
consists of curves passing through the arc {#; 2 =1r,, |argz| = c,}. By
(VD), No. 9, Mv}e = Mva}/2%* and, By Lemma 1, No. 13,

xm}wziﬂlogcl (1 — co) .

n

For this reason R(I') = oo if, for instance, ¢, = exp (—2*). However,
it is unknown in this case whether I is strong or unstable.

16. Unstable boundary continua.

37. As in No. 21, let {Q,};., be a defining sequence of I" and let
0eG,=D— 2,1 D. Consider the function w = f,(2) maximizing the
functional m(f) in F,, on G, (No. 19). We may assume that {f(2)}7-
converges to a univalent function w = f(z).

In the following case, R(I") = c implies that f([7) = {}:
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THEOREM 14. Let D be a region containing z =0 and let I be a
boundary continum. Suppose that
(i) D is symmetric with respect to the lines

I,: 7% (—co < r <o), vy=1, 2, +++, 20

for some integer k=0, and
(ii) every component of 0D — I' intersects at least one 1,.
Then I is strong if and only if R(I") < .

Proof. We may assume that each G, is symmetric with respect to
all the [,. By the uniqueness of f,(z) (No. 19), we can immediately see
that f.(2) and, a fortiori, f(D) are symmetric about these lines. As has
been shown by Strebel [22], f(0D — I') consists of radial segments. By
the assumption f(6D — I') is contained in ¥, 1..

Now assume that f(I") # {=}. If A(I")c Uk, U {}, then f(I" N1,
is a line segment which does not meet f(3D — I), so that R(I")<co by
Remark 1, No. 33. If f(I") ¢ U¥%.l, U {} there exists a sector S
bounded by two neighboring I,’s such that S N f(I") does not intersect
f(®D — I') and we have R(I") < . Consequently, the strength of I’
implies that R(I") < .

38. We can find many examples of unstable boundary continua
belonging to this category, e.g., as follows:

ExampPLE 9. Consider the region

D=(zlse)—I'=UGUsi UdUa),

where
F={z;-1<R=<1, Jz=0},
s;:{z;l—{— 1 Sff{zgl%—i,gz:O},
2k +1 - 2k
s;:{z;~1~-1—£9{z£— — ,%z~0}
2k = T 2k +1" " ’
og:{z,—lgzﬁz§1,3z:_iki}

Since every point on /7, except +1, is inaccessible, R(/") = « by (X’),
No. 10. From this and from Theorem 14, we infer that I" is an unstable
boundary continuum of D.

39. Meschkowsky [11] has proved that a region satisfying certain
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metrie conditions can be mapped conformally onto a region bounded by
circles or points in such a way that the image of a preassigned boundary
continuum is a point. This case is also an example of an unstable
boundary continuum.

40. The following example belongs to this category but does not
necessarily satisfy Meschkowsky’s conditions. Moreover, the function
f() = lim,_.. f.(2) of No. 37 does not transform I" to a point.

ExamPLE 10. Let I={z; —1 <Rz <1, 2 =0} and let
I'={2; Az2=0, —1=<Je1}.
Choose a sequence {c¢,; k= + 1, + 2, ---} such that

Copg = — Cgy C > C >+ | 0,

and let
sh 1z = re¥ Qe =sr<sl),
SEP: 2 = retetml Akl=r=1),
SE: 2 = relut™ Ukl =r=1),
sp™? 2 = reitom A Ell=r=1,

where k= +1, +2,:--. Then I"=IU I' is an unstable boundary
continuum of the region

D=(lz2|< )T —U(sk UsiUspUsi).
k=—o0

k0

In fact, D can be mapped onto a region such that f(/") is a point
and every component of f(8D — I') is a circle. For the proof, map the
region

oo

(2) =)= Uk Usi"UspUsi™)

k70

conformally onto a region bounded by 8n circles; we may require that
the mapping function w = f”(z) has the expansion z + b,/z + -+. near
2=o (n=1, 2,...). The existence and the uniquess of such a map-
ping are well known. A suitable subsequence of {f™(z)};., converges
to a univalent function w = f(2). We can easily prove that every
component of f(@D — I') is a circle (see, e.g., Meschkowsky [11]). In
what follows we shall show that f(I") = {0}.

First we remark that R(I") = o, because every point on /", except
0, +1, + 14, is inaccessible (cf. (X’), No. 10). Second, D and, therefore,
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f(D) are symmetric with respect to the following four lines: I, = (real
axis), ., = Mz = J2), L., = (imaginary axis), and I_,, = (Rz = — JIz).
The component f(I")* of f(D)° corresponding to f(I") is a compact
connected set which contains the point w = 0 and is symmetric about
these four lines.
The component f(s§)* of D* (8 =0, +7/2, m7; k= +1, +2,.++) i8
a digk, which we denote by

4w —af| < p, .

The radius p, does not depend on B because of the symmetry. Fur-
thermore,

amn lim o, = 0;

k=00
in fact, all the 48 cluster to f(I")*, so that the sum 87 > 7., p¢ of their
areas converges.

Consider a quadrilateral

Qk:{Z;%<lz{<(k—_1:]')—'—’ ck<argz<%—ck},

which connects si with s (k = 1, 2, ---). The extremal distance between
st and s¥2 with respect to D does not exceed

mod Q, = (m)2) — 2¢, .

log k&

Let L, be the infimum of lengths of curves in f(D) connecting 4% with
4™, Then

L _ (n/2) — 2,
E g e () k— oo
(18) prU — log k& ( )

where (U expresses the area of a bounded open set U containing f(I")*.
For this reason and by virtue of (17) and (18), we have

iim | af — a™?| gklim Ly + 20,) =0.
It follows, by symmetry, that {al};., and {a™}7., cluster to [,, in the
first quadrant. From this and again from the symmetry, we see that
the set H of all accumulation points of af (8 =0, + 72, ; k= + 1,
+ 2, +++) is contained in I, U l_,,. Evidently it is symmetric about [,
and I, and H cC f(I")*.

Next we shall show that H = {0}. Suppose that H contains a point
w, = pe'™* (p > 0). Then there must exist a point ge'*e H (0 < q < p).
For otherwise H would consist of four points: H= {pe?®; § = +x/4, +3x/4}.
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Then all but a finite number of components of f(@D — I") in the first
quadrant would be contained in [w — pe*/*| < p/4. Since w, and 0 are
contained in f(7")* and f(I")* is a continuum, f(I") would have a ‘‘free”’
subset as in Theorem 13. But the reasoning of Remark 1, No. 33,
shows that this property of f(I") contradicts the fact that R(I") =
and, therefore, qe¢'™*e H exists. Take a subsequence {k,;} — {k} such
that

limal = lima™? = ge*™*.

e BT e TRy

Then

L, + 20, 2 229 >0

for sufficiently great j, contrary to (17) and (18). Consequently, w, does
not exist and H = {0}.

Finally, if f(I")* 2 H, then f(I) would again have a ‘‘free’’ subset,
contrary to the fact that R(I") = . We conclude that f(I")* = {0}.

41. Transform the region D by ¢ = 1/z and, for simplicity, denote
the image again by D. For the sequence G, | D of No. 37, we take

G,=(lz|<nm!+ ) N D

3
—U{z;l—cmélzl,@——"ﬂﬂl—éargz
r=1 2 2
ht | ¢ -I—GH}
At A B T M4 5.2
= 2 + 2

n =1, 2, .-+, and consider the extremal function f,(z). We shall show:
If ¢, = —c_, decreases sufficiently fast (e.g., ¢, = e *'), then
lim, .. f,(z) = z uniformly on every compact set in D.
In order to prove this, we estimate the Dirichlet integral of
log | fu(2)[z| over 4 = (|z] = 1/2):

D(log | fu(2) | — log |2 ]) < Dy (log | fu(2) | — log | z])

=\, Gog|7.| - dargf, —log|z| - darg s,
—log|f.|-dargz + log|z]|-dargz)

= Saen(log[fnl -dargf, — 2log| f.| - darg 2
+log|z]|-dargz)

= 2r log R(I",; G,) — 2log R([",,; G,,,)g darg z

T

+S log|z|dargz < 2n{logn! — log R(I",; G,)} .
r

n
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To estimate the last term, we shall use the relation log R(I",; G,) =
lim._, (log ¢ + 2aA{7}{™), where the sequence is increasing (No. 22). Here
{v}¢ is the family of curves in G, — (/2| < ¢) connecting /I, with
|z| =e. We take the closed disks

A% |z — et*i2| < ¢,
A lz—mnle™? | < nle,,

h=0,1,2 8, n=1,2,.--. Let {7}™ < {7} be the family of curves
connecting |z| =¢ with U,, 4% U 4" and put {v}&™ = {3} - {vJ%&.
By (VI), No. 9,

()\Jv = X{Vv}(sn)v V= 1y 2) ’

or

It is evident that

1 n!+c 1 !
1 n>, = log 2,
2w — 8¢, 8 € — T 2rn ¢

Therefore,

log R(I",; G,) = loge + 2mn{v}™ = logn! — 2%‘% ,

1

whence

D (log | £,(z) | — log |2]) < 4x*22..
1
If ¢, is taken sufficiently small, then lim,_. A}, = 0. For instance, if
¢, =e ™, we have M~ (8.nl)/Tt (n— ) by Lemma 1, No. 13, and
A\, — 0. In such a case, lim,..D, (log]|f.(2)] —log|z|) =0 and we
conclude that lim,_.. f.() = 2 uniformly on each compact set in D.
Consequently R(I") = c« for our region, but lim,_. f,(z) does not
transform I" to a point.
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LOOPS WITH THE WEAK INVERSE PROPERTY

J. MARSHALL OSBORN

Let the left and right inverses of an element « of a loop G be de-
noted by «* and x° respectively, then G is said to have the inverse
property if the two identities 2*(xy) = v and (yx)x® = y are satisfied by
all elements «,y of G. Perhaps the two most basic properties of inverse
property loops are that (i) the left, middle and right nuclei coincide, and
that (ii) if every loop isotopic to G has the inverse property, then G
is a Moufang loop'. More recently, R. Artzy has defined cross inverse
property loops (G has the cross inverse property if any two elements «
and y of G satisfy either of the two equivalent identities x*yx)=y and
(xy)x* = y), and has shown that the same two properties hold for these
loops®. In the present paper, we shall consider (i) and (ii) for a class
of loops which includes both of the classes already mentioned. In §1
we introduce the weak inverse property and prove (i) for loops with this
property. In §2 and § 3 we discuss loops all of whose isotopes have the
weak inverse property, and show that those loops are not necessarily
Moufang loops but come very close (see Theorems 2 and 3). An interest-
ing by-product of this investigation is the construction in § 3 of a class
of loops, each of which is isomorphic to all its isotopes. The only pre-
viously known examples of such loops have been Moufang loops®.

In dealing with isotopy and cross inverse property loops, Artzy does
not discuss the question of whether a cross inverse property loop can
arise as an isotope of an inverse property loop. In §4 we answer this
question in the negative.

1. Let G be a loop with identity element 1, then G will be said to
satisfy the weak inverse property* if whenever three elements =z, v, z
of G satisfy the relation axy-z = 1, they also satisfy the relation z-yz=1.
Using the right inverse operator 0, we may transform this definition into
more usable form by observing that the relation zy-z = 1 is equivalent
to z = (zy)’, and by S}lbstituting this into z-yz =1 to yield

(1) Y- (zy) = af .

Received April 6, 1959.

1. These concepts will all be defined in the body of the paper. A proof of these prop-
erties and those used in §4 for inverse property loops and Moufang loops will be found
in [3]. Note that Bruck uses the term ‘‘associator’’ instead of ‘‘nucleus’ in his earlier
papers.

2. See [1].

3. See [5].

4, Loops with this property have previously been considered in connection with nets.
For a brief discussion of this and references, see [2].
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Iterating this relation, we readily obtain
(2) (eyy-a’ =y,

and iterating again gives x"2-y"2 = (xy)"g, showing that 0* is an automor-
phism of G. Since M\ is the inverse of the operator p, \* is also an
automorphism, and applying it to (2) gives

(3) (xy) ez = y*,

which is the dual of (1). From (3) it is easy to see that x.yz =1 im-
plies a2y-z = 1, so that we could have equivalently defined G to have the
weak inverse property if xy-.z = 1 whenever xz-yz = 1. It might also be
remarked that if p is an anti-automorphism or automophism in a weak
inverse property loop G, then equations (1) and (3) tell us that G has the
inverse property or the cross inverse property respectively. Conversely,
either of the latter two properties imply the weak inverse property.

Letting R(y) and L(y) denote right and left multiplication by the
element y, we may rewrite (1) in the form R(y)pL(y) = p, which yields
the two useful relations

(4) E(y) = pL(y)» , and L~(y) = MR(y)o .

To develop the properties of weak inverse property loops further,
we shall need to introduce the concepts of isotopism and autotopism.
Let G, be a loop consisting of the elements of G under a new binary
operation ‘‘o”’ (the old operation shall be denoted by ‘“.’’), and let U,
V, W be three permutations on the elements of G satisfying the relation
2U-yV = (xoy) W for all x,y of G. Then we shall say that G, is isotopic
to G (or, equivalently, that it is an isoftope of G) by means of the iso-
topism (U, V, W). In case ‘““o’’ is just the original binary operation
“.”  we shall call (U, V, W) an autotopism. Observe that if T is an
automorphism of (, then it gives rise to the autotopism (7, T, T), and
conversely. It is well known® that the set of isotopisms of G form a
group under the operation (U, V,, W)(U,, V,, W,) =(U, U,, V.V,, W.W,),
and that the autotopisms form a subgroup.

LEMMA 1. IFf (U, V, W) is an autotopism of a weak inverse property
loop, then so are (V,\Wp,\Up) and (0 W, U, pVr).

Using (1) on the relation xU-yV = (a2y) W, we obtain y V-[(xy) W=
[xU]. And making the substitution x = (y2)* in this equation yields
yV-[(2" )Y W], = [(y2)*UJ?, which tells us that (V,xWp, \Up) is an auto-
topism. The other autotopism of the lemma arises in the same way
using (3).

Next, we define the left nucleus of G to be the set of all elements

5. See [3], for example.
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a of G satisfying the relation ax.-y = a-xy for every pair of elements
2,y of G. We may equivalently characterize the left nucleus as the set
of all & such that (L(a), 1, L(a)) is an autotopism of G. Similarly the
dual concept of right nucleus may be characterized as the set of all a
such that (1, RB(a), R(a)) is an autotopism. If we now assume that a is
in the right nucleus, then Lemma 1 tells us that (R(a), ME(a)0, 1) and
(0R(a))\, 1, pR(a)\) are autotopisms. From the latter it is clear that
% A ) (eR(a)N, 1, pR(a)N) (02, 0% 0% = (I(a), 1, L(a)) is an autotopism,
go that a is in the left nucleus of G. On the other hand, from the
former we get the equation xa-[(z")a]® = %z, or xa-zL;'! = 2z for all x, 2
of G. Setting z = ay gives xza-y = x.ay for all x, y of G, which is the
definition of the element a being in the middle nucleus. Since all these
steps are reversible, we have proved:

THEOREM 1. The left, middle, and right nuclei of a weak inverse
property loop coincide.

2. We now turn to the question of when an isotope of G also has
the weak inverse property. First of all, if G, is an isotope of an arbitrary
loop G, then it is well known® that, up to isomorphism, ‘‘o’’ is given in
terms of ‘“-”’ by the relation xoy = xR~ (g)-yL~(*f), for some fixed pair
of elements f and g of G. If p, is the right inverse operator of G,
then the weak inverse property in G, is equivalent to the identity
yo(zoy)o = a0, or yR7(g)-[xR(g)-yL(f)IPoL~(f) =’ Setting z =ug
and y = fv, this becomes (fv)R(g)-(uv)»L~'(f) = (ug)», and using the
weak inverse property in G yields

(5) (ugyo+ (fr)R™(g) = [(uv)oL~(F)]* .

Since fg is the unit of G, (as may be verified from its definition), the
mapping 0, is defined by the relation fg = xoxfo = xR-'(g)  (xPo)L7'(f).
Using (3), we may put this in the form [(z?)L-'(f)]* = (fg9)* xR '(g),
which leads to the formula p, = R-(9)L{((f9)")oL{f). But (5) says pre-
cisely that (R(g)pN, L(f)R-9g), o.L*(f)\) is an autotopism, which may
now be rewritten as

(6) (L(LfgMEB(f), L(F)R(9), R~(9)L([f9]"))

after substituting for o, and using the first relation of (4).

Next, if (U, V, W) is an autotopism of G, and if f and g are the
images of the identity under U and V respectively, then we may obtain
the relations UR(9) = W, VL(f) = W and fg = 1W as special cases of
the relation U-yV = (2y) W. Our autotopism may then be written in
the form (WR-(g), WL-'(f), W). But then the isotope G, given by
xoy=eRg) - yL(f)=[x Wy W-'IW is isomorphic to G, and hence has
the weak inverse property. Conversely, if G, is isomorphic to G by the
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mapping W', then (WRY(g), WL*(f), W) will be an autotopism. We
have shown:

LeMMA 2: If f and g are two elements of a weak inverse property
loop G, then the isotope G, given by %oy = xR~'(9)-yL(f) has the
weak inverse property if and only if the expression in (6) is an auto-
topism. Furthermore, G, is isomorphic to G if and only if f and g
are the images of the identity under the first two permutations of some
autotopism.

Consider now the special case of Lemma 2 with ¢ = 1. The auto-
topism (6) is then (L(/ME-'(f), L(f), L(f*)), which may be transformed
into (L(f), ML(fMP, MLAFIRT(SF)o) = (L(f), R (FIR(f*)L(Sf)) using
Lemma 1. Applying this autotopism to the pair x, 1 gives the relation
L(f)R(f)=R(f*)L(f), which allows us to write our autotopism in the
form

(7) ' (L(f), R7(f?), LA)R(S)) -

We shall also need to use this in the following equivalent form:
(8) L(fx) = R(f*)L(x)L(f)R(f) = R(f?)L()R(f*)L(f) -

From (7) and (8), it is clear that f is a weakened type of Moufang ele-
ment of G° Similar to the case of inverse and cross inverse property
loops, one may say something about the structure of the set of
elements which give isotopes with the weak inverse property, or which
are the images of the identity under a permutation from some autoto-
pism. However, since neither of these sets need form a subloop, this
structure does not seem sufficiently interesting to be discussed except in
the case where all isotopes have the weak inverse property, to which we
turn next.

If all isotopes of G have the weak inverse property, then we may
use (6), (7) and (8) for any elements f, g, of G. In particular, if we
take the inverse of (6) and set f =1, we get (L' (g"), R(9), L(g")R(9)).
Applying this to 1,z gives R(g)L(g9) = L(¢g*) R(g), allowing us to write
(L~(g"), R(g), R(g)L(g)), which is the dual of (7). Replacing £ by ¢ in (7)
and multiplying by the inverse of its dual, we get (L(g)L(9*),R~(g°)R~'(9),
L(9)R(9)L-*(9)R~*(g9)). But each of these three permutations preserves
the identity element of G, and hence, by an easy argument, they are all
equal. Defining 6, by

(9) 0, = L(9)L(9") = R™(¢")R~(9) = L(9)R(9)L~(9)R(9) ,

we have shown that 6, is an automorphism. From (9) we get the re-
lation R-Y(g*) = 0,R(g), which allows us to put (7) in the form (L(g),
0,R(9), L(g)R(9)), which says that

6. In case the isotope Gy defined by this element f is isomorphic to G, then f is a
‘““companion’’ in the terminology of [4].
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(10) gx-(z0,-9) = (9-22)-g, for all g,x,z of G.

But if 8, were the identity automorphism for all g, then (10) would
be just one of the Moufang identities. For example, if G has the inverse
property, then L(g*) = L~%(g), and 8, is the identity. Similarly, if G has
the cross inverse property, then L(g*)=R~(g), and (9) yields L(9)R~'(g9)=
L(g)R(g)L-'(¢g)R~'(g), or L(g) = R(g9). Hence G is commutative and 4, is
again the identity. We have proved:

THEOREM 2. If G 1is an inverse property, cross inverse property
or commutative loop such that every isotope of G has the weak inverse
property, then G is a Moufang loop.

Now let a be the autotopism (6), and let B and v be the special
cases of this with ¢ = 1 and f = 1 respectively, then Bya='=(L(f*)R'(f),
L(f), L(fY) - IAg"), R g), EH9)L(g") - (R(SIL(f9]"), R(9L™(f),
L[ fgMR(9)) = (L(fIHRNFLHR(AHL([f91?), 1, LFHENg)L(g")
L[ f9]") R(g)). Applying this autotopism to the pair z, ¢ gives
L(fMHRF)LGVR(f) = R(9)L(fR(g)L(g*). But from (8) this is just
L(g*f*), so that the first permutation of Bva~' is L(g*f*)L~'([fg]").
Denoting this permutation by U, we thus have an autotopism of the
form (U,1, W), or ¢U-y = (xy) W for all z, y of G. But setting y=1in
this equation gives U = W, and setting x =1 shows that U = L(u)
where u is the image of the identity under U. Hence u=(g*f*)L~*([f9]")
is in the nucleus of G. Furthermore, in case v = 1 for all f and ¢g of
G, then we may conclude that [fg]* = g*f* for all f, g of G, so that G
has the inverse property. Since the nucleus of G is normal by a theorem
of Bruck’, we have proved:

THEOREM 3: Let G be a loop all of whose isotopes have the weak
inverse property, and let N be its nucleus. Then N is normal, and
G/N 1s a Moufang loop.

We turn next to a closer examination of the automorphism 6,. First
of all, if x is an arbitrary element of G and if b is an element of the
nucleus, then 26, = b*-bx = b*b-x = x, b0,=x*-xb = x*x+-b = b, and (bx)* =
[(bx)*-b]-b~' = x*b~'. Also, 6,, =4, since y0,, = (bx)* - (bx-y) = x*b~-
(b-2y) = 2.2y = y0, for any element y of G. Again, setting x = ¢° in
(10) gives the relation 6, = L(g*)L(g), or 6, =6, for h = g° using (9).
Using the iterates of this relation, we compute x"iﬁm:x“L(x*m)L(x*m) =

N Ag a special case of this we have 20, = a2*-xx = w*z, which may

7. See Theorem 4.1 of [4]. Although the statement of Bruck’s theorem assumes that
G is a Moufang loop, it is clear from the proof (and his Lemma 2.1) that he only uses the
fact that every permutation of the form L(x) or R(x) occurs as the first permutation in
some autotopism of G. This is true in our situation from (7), and from the special case

g = fp of (6).
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be transformed using the weak inverse property into #*’.z* = (xx)*, or
a*-2* = (xx)’. Similarly, 265" = xx-2° = 2*° leads to 2*-a* = (xx)*. Hence
(zx)* = (xx)*, and so squares have unique inverses in G.

We now define a by the equation xa = z8,, and observe that a will
be in the nucleus. Since 1 = a*’.2* = ga.x* = z-ax*, or azx* = 2°, we
have x** = (x*2)’ = a°2® = 2°.ax* = 2°a-2*, and hence 2°a = 2*. But
then x°a = 2°0,, and we can conclude from the properties developed in
the last paragraph that «*-a = 2***and a-2"* = 2*'°. If K is the sub-
loop of G generated by x, and A the eyclic subgroup generated by «,
then A is contained in the nucleus of K and x4 = Ax from the relations
just derived. But then A is normal, K/A is cyclic, and every element
of K can be expressed in the form x'a’ for some pair of integers 1, J
(note that 2' may be defined to be any element of K that maps into the
ith power of the image of z in K/A). It is possible to determine how
the elements of K multiply, and hence the structure of K, by an inductive
argument. However, this can be avoided by exhibiting a loop, and proving
that it is the free loop on one generator with the property that every
isotope has the weak inverse property. These one-generator loops are
of interest to us, on the one hand as proof that the class of loops we
are studying is strictly larger than the class of Moufang loops, and on
the other hand as examples of loops which are isomorphic to all their
isotopes.

3. Let H be the set of all ordered pairs of integers [, k] under the
binary operation defined by the following four equations

123, k][24, m] = [2i + 24, k + m]
11) [2¢ 4+ 1, E][25,m] = [2¢ + 25 + 1, k + m + j]
[26, k][25 + 1, m] = [20 + 2 + 1, m — k]
2 + 1, k127 +1,m] =[20 + 25 + 2, m — k — 7],

where 4,7, k, m are arbitrary integers. It is easy to verify that each
product is uniquely defined by these equations and that His a loop. As
suggested by (11) it will be convenient hereafter to call an element of
H odd or even if its first component is odd or even respectively. By
checking each of the eight possible cases, the following result may easily
be verified:

LEMMA 3. A triple of elements u, v, w of H associate if and only
if at least one of them 1is even. If all three are odd, then u-vw=(uv-w)a,
where a = [0, 1].

COROLLARY 1. The nucleus of H is the set of all even elements.
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Since three elements whose product is the identity cannot all be odd,
we also have:

COROLLARY 2. H has the weak inverse property.
The fact that all isotopes of H also have the weak inverse property
will follow from the following stronger result:

THEOREM 4. FEvery isotope of H is tsomorphic to it.

Let H, be the isotope of H defined by yoz = yR~%(g)-2L~*(f), and let
u and v be defined as follows: u = [0, 0] if f is even, u =[—1,0] if f
ig odd, » =[0,0] if g is even, and v =[1,0] if ¢g is odd. Then defining
s and t by the relations f = us and sg = vt, we observe that s and ¢ are
even, and hence in the nucleus. Thus,

L-Y(f) = L~X(us) = [L(s)L(w)]™" = L' (w)L"Y(s) ,
and
R g)R'(s) = [R(s)R(9)]"* = R~*(sg) = R~'(vt)
= [R(v)R()] = RT({)R(v) .

Using these relations we have

yoz = yR~(g)-2L~(u)L(s) = yR~X(g)-s™*+2L~(w)
= yR Y (g)R'(s)-2L " (u) = yR'(t)R~*(v)-2L""(u)
= yR'()R*(v)-2R~(t) L~ (w)R(¢)
= [yR7()R*(v)-zR())L"(w)] R(?) .

But then, defining the isotope ¥y Q z=[yR(t)ozR({)|R-(t)=yR ~'(v)-2R~(u),
we see that, up to isomorphism, we need only consider the four cases
where f=u and g = v.

Now, if yoz = yR*(v)-2z where v =[1,0], define G, by ¥y x z =
[yR(v)-2R(v)|R~*(v) = [y-2R(v)]R~*(v), and up to isomorphism we may
consider the isotope G, instead of G,. From Lemma 3, we observe that
Y X z = yz if either y or 2z is even, and ¥y x 2z = yz-a~' if both are odd.
Similarly, if yoz=y-2L"(u) where u = [—1, 0], we define Gg by yQz=
[yL(w)yozL(u)]L~*(u) = [yL(u)-2]L~'(u), and computing y & z from Lemma
3, we find that ¥y ® z = y x z. Finally, if yoz =yR*(v)-2L"*(u) where
#=[—1,0] and v =[1,0], we would like to show that yoz=1y x 2.
But this is equivalent to yR-'(v)-zL~(u) = [y-2R(w)|R~*(v), or pgq-v =
pv-(uq-v), where we have right-multiplied by v and set y=pv and z=ug.
Using Lemma 3, this identity may be easily checked for all four cases
of p and ¢ odd and even.

It now only remains to show that the isotope G, is isomorphic to G.
Letting 7 be the permutation sending [7, k] into [—%, —k], we shall
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verify that y x 2 = (yT-2T)T-'. 1If either y or z is even, it is easy to
check visually from (11) that y7-2T = (yz)T. And if both are odd, then
we have

([2¢ + 1, k]T-[2§ + 1, m]T)T = ([—2i—1, —k][—25—1, —m])T
=(—20—2j =2, —m +k-+j+ 1T
=[2i 2+ 2 m—Fk—7—1]=[2 +1,k][2] + 1, m]-a~",

to complete the proof.

Now let K Dbe the free loop on one generator with the property
that every isotope has the weak inverse property. Then we may induce
a homomorphism ¢ of K onto H by sending the generator x of K onto
the element [1, 0], which generates H. Under this homomorphism, the
element a, defined at the end of § 3, can be seen to go onto [0,1] (by
mapping the relation x°a = x*, for example). If A is the cyclic subgroup
of K generated by a, then no element of 4 is in the kernel of ¢ since
[0,1] has infinite order in H. But K/A — H/p(A) also has no kernel,
since both are infinite cyclic, and hence, @ is an isomorphism.

THEOREM 5. The loop H defined by the relations (11) is the free
loop on one generator with the property that every isotope has the weak
inverse property.

It might be pointed out that every homomorph of H also has the
property that it is isomorphic to all its isotopes. By imposing the re-
lations #*" = q® = 1 for integers m > 1 and n > 2, we get a loop of order
4mn with this property, which is not a group.

4, In this section we shall prove that a cross inverse property loop
can only be isotopic to an inverse property loop if it is commutative
(and hence already satisfies the inverse property itself). In addition to
clarifying the relation between two well known classes of weak inverse
property loops, this result is of interest to us here because the method
of proof is identical with those used in the rest of the paper.

Let G be an inverse property loop and let G, be the isotope given
by acb=ag*-f*. If G, has the cross inverse property, then (aob)oafs=b,
or (ag~-f~'b)g~*-f'a’ = b, where p,is the right inverse operator in G,.
Setting ¢ = x~'g and b = y* gives

(I/l;—l.J(‘—l?/—l)g—l.'](‘—l(x—lg)p0 — y—l’
or
(=t f Ty Mgt =y g,

and taking the inverse of both sides yields g(yf-x) = [f'(x~'g)*]y. Us-
ing the special case obtained by setting y =1, we may rewrite this
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equation as g(yf-x)=(g-fx)y. Finally, replacing y by yf-' gives (g-fx)-
Yf ' = g(yx). We are motivated by this relation to define an anti-auto-
topism [U, V, W] to be an ordered triple of permutations on G satisfying
xU-yV = (yx) W for all pairs of elements x and y of G. We may then
express our last relation by saying that

(12) [L(f)L(g), B7(f), L(g)]

is an anti-autotopism. By adapting Lemma 1 to the case of anti-auto-
topisms and of loops with the inverse property, it is easy to verify that
if [U, V, W] is an anti-autotopism, then sois [W, pVp, U]. Hence (12)
may also be put in the form

(13) [L(9), L(f), L(f)L(g)] -

But if (U, V,, W] and (U, V,, W,] are anti-autotopisms, then
(xy) W.W, = (yU,-2a V)W, = 2 V,U,-yU,V,, so that (V.U,, U,V,, W, W,) is
an autotopism. Hence the anti-autotopism [U, V, W] has an inverse anti-
autotopism given by [V %, U-!, W-']. Using this information, we may
combine (12) and (13) to get the autotopism

[LA9), L(f)s LAY LADI L) LA9), BT (S), L(9)]™
=[L(9), L(f), L(F)LDI[R(f), LT(9)L(f), L~X(9)]
=(LAR(S), L7(f), L(f))-

Then the analogue of Lemma 1 for inverse property loops allows us to
conclude that (L(f), R(f), L(f)R(f)) is also an autotopism, which shows
that f is in the Moufang nucleus of G. Since the inverse property and
cross inverse property are both symmetric, we may conclude by duality
that ¢ is also in the Moufang nucleus. But then the isotope G, given
by xoy = xg~*-f'y will also have the inverse property, as was to be
proved.

It might be remarked that a non-commutative cross inverse property
loop may not be obtained from an inverse property loop even by allowing
anti-isotopisms. This is because every anti-isotopism is the product of
an ordinary isotopism and the canonical anti-isotopism given by xoy =
y-x, which clearly preserves both the inverse property and the cross

inverse property.
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UN THEOREME DE REALISATION DE
GROUPES RETICULES

P. RIBENBOIM

En 1939, Lorenzen [4] a demontré que tout groupe réticulé est iso-
morphe & un sous-groupe sous-réticulé d’un produit direct de groupes
totalement ordonnés. Pour le faire, il a utilisé la théorie des systémes
d’idéaux, introduite auparavant par Krull [2] dans Parithmétique des an-
neaux d’intégrité commutatifs.

Dans cette note, nous démontrons ce méme théoréme par une me-
thode distincte, qui utilise la notion de filet de Jaffard [1]. Notre
démonstration semble plus transparente et met en relief certains aspects
d’intérét qui ne sont pas du tout apparents dans le travail de Lorenzen: (1)
la réalisation qui nous obtenons est complétement réguliére, de Hausdorft
et fidéle (ces termes sont définis ci-dessous); (2) il y a une relation entre
les ultrafiltres de I’ensemble des filets du groupe donné et les pré-ordres
totaux plus fins, laquelle est utile pour exprimer Pordre donné comme
la conjonction d’ordres totaux plus fins (cf. Krull [3], Ribenboim [5, 6]).

1. Rappelons d’abord les définitions et résultats qui seront utilisés.
Soit G un groupe (abélien additif) réticulé (selon Uordre <) et notons
P Vensemble des éléments positifs de G; G est un réticulé distributif.
Si feP soit E(f)={geP|lg A f=0} 'ensemble des éléments de P
étrangers a f. Posons f = g siet seulement si E(f) = E(g). La classe
d’équivalence f contenant 1’élément f e P s’appelle le filet de f. Soit .7~
I’ensemble des filets du groupe G, determinés par les éléments fe P. #
est ordonné en posant f < g si et seulement si E(f)2 E(g); .4 pos-
séde un premier élément 0 = {0}; si f,geP,f<galors f<g; F est
un réticulé distributif:

FAG=FAgfVi=FfVeg=f+g
on af A g=0sietseulement si fAg=0; & est disjonctif: sif, je 7
f ne suit pas g dans &, il existe he % tel que 0 = h < g, h A f=0.

Si feG(mais non nécessairement f e P) posons par définition: f =

f+V f-, done f=Tf], ou |f|=fr+ f-€P.

Soit (G.).e; une famille de groupes totalement ordonnés, [].e; G, leur
produit direct ordonné; un isomorphisme 6 d’un groupe ordonné G dans
I.e: G. 8’appelle une réalisation lorsque prd(G) = G, quelque soit ¢e I.
Par un théoréme de Lorenzen-Dieudonné, un groupe ordonné G admet
une réalisation si et seulement g’il vérifie la condition suivante: si feG
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et nf = 0,ou n est un entier strictement positif, alors f = 0. En parti-
culier, tout groupe réticulé satisfait cette condition et admet alors une
réalisation.

La réalisation 0 : G—0(G) < [l.¢; G. est dite concordante (ou propre)
lorsque 0(G) est un sous-réticulé de [[.e; G. (la réalisation obtenue dans
la démonstration du théoréme de Lorenzen-Dieudonné n’est pas concor-
dante).

Si feG notons o(f)={ce I|prd(f)+0}. Alors a(fVg)=a(f)Ua(g),
a(f N g9) = o(f) N o(g) lorsque 0 est une réalisation concordante.

La réalisation 6: G—0(G) C Jl.e: G. est dite complétement régulicre
lorsque: sicel, feP, ¢éo(f)alors il existe g € P tel que ¢ e d(g), a(f) N
a(9) = ¢.

La réalisation 0: G — 0(G) < [l.e; G. est dite de Hausdorff lorsque:
si ¢, kel t+k,il existe f, g € P tels que cea(f), £ €o(g), o(f)No(g)=o.

La réalisation indiquée dans le théoréme de Lorenzen-Dieudonné
n’est pas completement réguliére, ni de Hausdorff.

LEMME 1. St 0 est une reéalisation concordante et complétement
régulicre alors 0 est fidéle, c’est-a-dire: si f,geP alors f=g si et
seulement st o(f) = d(g); ainst ¢ définit un isomorphisme du réticulé
F des filets de G sur un sous-reticule de celut de parties de I’ensemble
I, en posant a(f) = a(f).

En effet, soit f =g et cea(g), c¢ a(f); alors il existe & e P tel que
tea(h),oh) N o(f)=¢; donc o(h Af)=¢ et h Af=0; or, § étant
concordante, ¢ea(h) N o(9) = o(h A g) donc h A g+ 0 et alors f =g,
absurde! Ainsi, on a bien o(f) = a(g).

Réciproquement, si o(f) = a(g), sik e P est tel que h A f =0, alors

¢ =0k A f) = 0o(h) N o(f) = o(k) N o(g) = ah A g9)
donc & A g =0, et vice-versa, donc f = .

Par conséquent, si on pose a(f) = o(f) alors 3(0) = ¢, o(f V g) =
a(f) U (@), a(f A §) = (f) N 6(g)(ou f, g P) et & est bien un isomor-
phisme du réticulé .&# des filets de G dans celui des parties de I.

2. Theoréme de réalisation. Tout groupe réticulé admet une réalisa-
tion concordante et complétement réguliére.

Démonstration.

1°. Soit G le groupe réticulé donné, & le réticulé des filets de G,
2 Vensemble des ultrafiltres de .. Pour tout Ue 2 soit P, = {f eG|
il existe e U tel que f- A @ =0}. Alors P, + P, C P,. En effet, si

f,9€G et B,velU sont tels que f~- A B =0,7- A v =0 alors

FTO-ABAD=ZF-FI-ABAN=(-VIIABAY)
=(F_ABADV@-ABAY=0
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avecS A veU,doncf + geP,. Deméme, P, N (—P,) = {feG]|il existe
aclU tel que fAa=0}. En effet, si f Aa=0 alors de f=f.Vf-
vient 0 =fAa=(f, ViA)Aa=(f: Aa)V (f- Aa) donc f. A a=0,
(—f)- ANa=Ff. A a=0; réciproquement. Enfin, G = P, U (—P,). En
effet, si f¢ P, alors f- A a@ #+ 0 quelque soit aec U, donc f, ¢ U (car
- Af.=0) et alors il existe Bc U tel que 0 =f. AB=(—F)-AB,
c’est-a-dire —fe P,,.

2°.  Nous venons de voir que P, définit un pré-ordre total compatible
sur G. Soit G, = G/(P, N(—Py)) et considérons P, =P,/(P, N (—P,)) donc
P}, définit un ordre total compatible sur Gi. Pour tout f e G soit f son
image canonique en G,. Si f e G posons 0(f) = (f)vea € [lve, G et
montrons que # est un isomorphisme de G dans le produit direct ordonné
Ilvee Gi. D’abord 0(f + g) = 0(f) + 0(g) car (f + 9)y = fr + g quel-
que soit UeR. Si f0 il existe UecQ tel que feU donc f Aa#0
quelque soit o e U et f ¢ P, N (—Py), ¢’est-a-dire f, + 0 et alors 0(f)+0.
Si fe P alors f- = 0 donc fe P, quelque soit U e 2 et alors 0(f)=(f})vea
est positif dans [[,eqGy. Réciproquement, si f¢ P alors £ #+ 0 donc il
existe U e 2 tel que /- € U et alors f¢ P, car f. A a # 0 quelque soit
ae U, done 6(f) n’est pas positif, car fi & Py, . '

3°. 0 est une réalisation, car pr,0(G) = G quelque soit Ue 2; en
effet, si f, e G, avec f e G alors pr,0(f)=f;. L’isomorphisme 6 est con-
cordant, c’est-a-dire, 6(fAg)= inf{0(f), 8(9)}, 6(f VvV g) = sup {0(f), 6(9)}
(inf et sup pris dans [[,eq G); pour cela, on doit montrer que pr,0(fAg)=
inf {pry0(f), pry0(g9)} (inf pris dans G) pour tout U e £ (analoguement
pour le sup). Puisque G est totalement ordonné, alors par exemple
fb =gl dans g5, — fi, = (9 — f)y € P, et alors ¢ — fe Py, donc il existe
BeU tel que (g —f)- AR =0; or, alors f A g et f sont quasi-égaux
selon le pré-ordre défini par P, c’est-a-dire, f A g — fe P, N(—P,); en
effet, FAg—FAB=0ANG—F)AB=—(@—F)-AB=0. Done
pryf(f N 9) = (f AN 9y = fir, = fv N 9y = inf {pry0(f), pry0(9)}.

4°. Montrons maintenant que la réalisation est complétement réguliére.
Soit Ue R, feP tel que U o(f)={V e ]| pr,0(f)+ 0}, donc pr,0(f)=0
et alors fe P, N(P,); ainsi, il existe ge P,ge U, tel que f A g =0, done
FAg=0 et par conséquent o(f) N d(g) = ¢; enfin pr, 6(g) + 0, c’est-a-dire
g¢ P, N (—P,), sinon il existe Be U tel que § A 8 =0, absurde!

REMARQUE. On a o(f) = {UeQ2|fe U} quelque soit fe@, et 6 est
une réalisation de Hausdorff. En effet, si fe @G, fe U, alors pr,0(f)+0,
car sinon fe P,N(— Py,) et il existe a e U tel que f A « =0, absurde!
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Réciproquement, si f ¢ U il existe Be U tel que fAB=0 donc fe P, N
(—=Py) et alors pr,0(f)=0. 1l résulte que si U, Ve 2, U=+ V, il existe
frgePtelquefelU,f ¢ V,geV,fAg =0,donc g¢ U et alors Ueo(f),
Veo(g), f A g=0,donc o(f) N a(g) = ¢
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AN INVERSION THEOREM FOR LAPLACE-STIELTJES
TRANSFORMS

DANIEL SALTZ

E. Phragmén [2; p. 360] showed that under certain assumptions of
boundedness for Fi(x),

lim S”F(r)n — exp (— et-%] dr = S:F(r)dr .

§—+ 0

If we write 1 — exp (— 7)) = 3°(— 1)*** ¢"*=v/n! in the above for-
mula, and interchange sum and integral, we formally obtain

lim e — =2 (= 1) e"“S e~ F(r)dr = St F(r)dr .

§—o0

G. Doetsch [1; pp. 286-288] showed that for reals s, if f(s) = S e~ F(r)dt

converges absolutely in some half-plane, then
¢ — K o0 ( 1) 1St
F(t)dr = lim 33; ——————~f(ns)e fort >0.
0 §—+o0

This paper will generalize this result to Laplace-Stieltjes transforms
) @ = e datt

and will eliminate the assumption of absolute convergence. Unless
specifically written otherwise, all integrals will be evaluated from 0
to 4+ oo and all summations from 1 to «. We shall need the following
two propositions [3; pp 39,41]:

LEMMA 1. If the integral
£ = [en* datt

converges with Rs, > 0, then
£6) = 5 o=t att)dt — a(0)

and Se‘sﬂ” a(t)dt converges absolutely if s, is replaced by any nuwmber
with larger real part.
Received December 27, 1957, and in revised form April 20, 1959.
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Lemma I remains valid for Rs, < 0 if we insist that a(e) = 0. In
this paper we shall make the following

Assumption. In (I), s is real and positive, and «(t) is of bounded
variation in (0, R), for every R > 0.

LEMMA 2. If the integral
gw e~** da(r)

converges for s =s, and if the real part v of s, is positive, then
a(7) = 0(e’) as T — oo,
We shall now prove some useful lemmas.

LEMMA 8. If (1) converges in some half plane I', then

(@) lim S” [1— exp (— e‘“)]da(r), — 0 for fimed >0,

§— 00

(b) Sj [1 — exp (— e~*%)]da(r) l: 0 for fived s >0 .

a0

Proof. Since 1 —exp (—e*) = 0(¢™*") for s7>0, a standard
argument involving integration by parts shows that

[, 1t = exp (= edate) = Ofe™ [lato)] + 51}

for s e I" and ¢ > 0. The desired result now follows from Lemmas 1
and 2.

LEMMA 4. If (I) converges in some half-plane I", then for s e I
where I is a half-plane properly contained in I,

Z ('_ 1) gens(t-m) da(z‘) — Xda(z-) Z ( ) 6m(t )

Proof. Upon integration by parts, application of Lemma 2, and
some algebra, the desired equality takes the form

o ér:j-);;‘l Sens(t—t) a’(T)dT — S o EJ}):;: enstt=) CY(T)dT .

To verify this latter equality, it suffices to show that

20 g ns(t—r) la(f)ldf < o ,

(n — 1)‘
but this follows from Lemma 1.

LemMA 5. If (I) converges in some half-plane I', then
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at) — a(0) = lim 52 (=1 (= 1) " fms)ert

for all mon-negative t which are points of continuity of a(t).

Proof. We have

5 2D faagers — (dage) 2 (D g

= {11 — exp(— e=)da(o),

the interchange in the order of summation and integration being jus-
tified by Lemma 4. For ¢ =0 (¢ > 0) and a point of continuity of a(?),
write the integral on the right as

8 L [ t-8 o
S+S<or,fort>0,s +S +S ),
0 5 0 t=3 t+8

with 0 < § < ¢t chosen that the total variation of & on [0, §] (respectively.
[t —8, t+8]) is less than ¢, and apply Lemma 3 to r<resp.,r )
8

t+8

8 t+8
We see that S (resp.,s
0

t—38

> is less than ¢ for all s >0. (For ¢ >0,
SM = a(t — 8) — a(0) — SH exp [— e**~V]da(r), and this clearly tends
0 0

to a(t — 8) — a(0) as s— co. Thus the integral r is a(t) — a(0) + o(1)
0
as s — ),

We can now prove our main result.

THEOREM If a(f) = [a(t*) + a(t)]/2 for t > 0 and (I) converges
for some s > 0, then
[a(0*) — a(0)] (1 — e™), , 1=0
at)—a(0) — [a(t) —a(t)] (¢~ 1/2) , t >0

lim 3 ~—= (= 1)

§—o0

- sy |

Proof. Define

_ [a(z) = [a(0*) — «a(0)] sign 7, = >0
B(T)”{a(()) , 7 =0
for t = 0, and
_ {a(r) — [a(t*) — a(t)] sign (z —¢), 7 >0
Ay = a(t) ,T=20

for ¢ > 0, B is then continuous at ¢, and
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f(s) — a(0*) + a0)  ,t=0

F(S) = go e=s’ d,@(’l‘) = {f(s) — [a(t"‘) —_ a(t—)]e—“9 t>0.

Now apply Lemma 5 with 8 and F substituted for « and f, respec-
tively.
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STATISTICAL METRIC SPACES

B. SCHWEIZER AND A. SKLAR

Introduction. The concept of an abstract metric space, introduced
by M. Fréchet in 1906 [2], furnishes the common idealization of a large
number of mathematical, physical and other scientific construets in which
the notion of a ‘‘distance’’ appears. The objects under consideration
may be most varied. They may be points, functions, sets, and even
the subjective experiences of sensations. What matters is the possibility
of associating a non-negative real number with each ordered pair of
elements of a certain set, and that the numbers associated with pairs and
triples of such elements satisfy certain conditions. However, in numerous
instances in which the theory of metric spaces is applied, this very
association of a single number with a pair of elements is, realistically
speaking, an over-idealization. This is so even in the measurement of
an ordinary length, where the number given as the distance between
two points is often not the result of a single measurement, but the
average of a series of measurements. Indeed, in this and many similar
situations, it is appropriate to look upon the distance concept as a
statistical rather than a determinate one. More precisely, instead of
associating a number—the distance d(p, ¢)—with every pair of elements
p, q, one should associate a distribution function F,, and, for any positive
number x, interpret F,,(x) as the probability that the distance from p
to ¢ be less than . When this is done one obtains a generalization of
the concept of a metric space—a generalization which was first introduced
by K. Menger in 1942 [5] and, following him, is called a statistical
metric space.

The history of statistical metric spaces is brief. In the original
paper, Menger gave postulates for the distribution functions F,,. These
included a generalized triangle inequality. In addition, he constructed
a theory of betweeness and indicated possible fields of application.

In 1943, shortly after the appearance of Menger’s paper, A. Wald
published a paper [14] in which he criticized Menger’s generalized triangle
inequality and proposed an alternative one. On the basis of this new
inequality Wald constructed a theory of betweeness having certain
advantages over Menger’s theory [15].

In 1951 Menger continued his study of statistical metric spaces in
a paper [7] devoted to a resume of the earlier work, the construction
of several specific examples and further considerations of the possible
applications of the theory. In this paper Menger adopted Wald’s version

Received May 25, 1959.
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of the triangle inequality.!

Statistical metric spaces are also considered by Menger in the last
chapter of his book Géométrie Générale [9]; and references to these
spaces are scattered throughout his other works, e.g., [6], [8].2

In the present paper we continue the study of statistical metric
spaces. Our paper is divided into three parts, each devoted to one
main topic., They are:

(I) The axiomatics of statistical metric spaces, with particular
emphasis on the triangle inequality ;

(II) The construction and study of particular spaces;

(ITIT) A consideration of topological notions in statistical metric
spaces and a study of the continuity properties of the distance function.®

In concluding this introduction, we wish to express our thanks to
Professor K. Menger for his never-failing interest and encouragement,
and to our colleagues, Professors T. Erber and M. McKiernan, for their
many valuable comments and suggestions.

I. DEFINITIONS AND PRELIMINARIES

1. Statistical metric spaces. As is customary, we call a real-valued
function defined on the entire real line a distribution function if it is
non-decreasing, left-continuous and has inf 0 and sup 1. We shall use
various symbols for distribution functions. However, in the sequel, H
will always denote the specific distribution function defined by

_ {0, =<0,
H(w)—{l, x>0,

We shall also, for convenience, adhere to the convention that, for any
distribution function F, and any x > 0, F(x/0) = 1, while F'(0/0) = 0.
For purposes of reference and comparison, we list here the postulates,
due originally to Fréchet, for an ordinary metric space. A metric space
(briefly, an M-space) is an ordered pair (S, d), where S is an abstract
set and d a mapping of S x S into the real numbers—i.e., d associates

1 However, as Prof, Menger informs us, even before the paper was written, both he
and Wald, in a number of conversations, had come to feel that the Wald inequality was
in some respects too stringent a requirement to impose on all statistical metric spaces.
Some support for this is furnished in the present paper (Theorems 5.4 and 6.4).

2 In addition, in a note on Menger’s paper [7], A. épaéek [18] has considered the
question of determining the probability that a random function defined on every pair of
points in a set is an ordinary metric on that set. In particular, he has established necessary
and sufficient conditions for such a random function to be a metric with probability one.
The connection between the concepts of épaéek and that of a statistical metric is considered
in [10].

3 Some of the results of this paper have been presented in {12].
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a real number d(p,q) with every pair (p, q) of elements of S. The
mapping d is assumed to satisfy the following conditions :

(i) d(p,q) =0 if, and only if, p = ¢ . (Identity)

(ii) d(p,q)=0. (Positivity)
(i) d(p, q@) = d(q, D) . (Symmetry)
(iv) d(p,r) < d(p, q) + d(q, ). (Triangle Inequality)

DEFINITION 1.1. A statistical metric space (briefly, an SM-space)
is an ordered pair (S, ¥ ) where S is an abstract set (whose elements
will be called points) and . is a mapping of S x S into the set of
distribution functions—i.e., . associates a distribution function .& (p, q)
with every pair (p, ¢) of points in S. We shall denote the distribution
function & (p, q) by F,,, whence the symbol F,(x) will denote the value
of F,, for the real argument x. The functions F',, are assumed to satisfy
the following conditions :

I. F,(x)=1 for all x > 0 if, and only if, p = q.
II. F,(0)=0.
111. F,, = F,,.
Iv. If F,(x) =1 and F,(y) =1, then F (x + y) = 1.

In view of Condition II, which evidently implies that F,(z) = 0 for
all x < 0, Condition I is equivalent to the statement: p = ¢ if, and only
if, F,, = H.

Every M-space may be regarded as an SM-space of a special kind.
One has only to set F,(x) = H(x — d(p, q)) for every pair of points (p, q)
in the M-space. Furthermore, with the interpretation of F,(x) as the
probability that the distance from p to ¢ is less than x, one sees that
Conditions I, II, and III are straightforward generalizations of the cor-
responding conditions i, ii, iii. Condition IV is a ‘minimal’ generalization
of the triangle inequality iv which may be interpreted as follows: If
it is certain that the distance of p and ¢ is less than z, and likewise
certain that the distance of ¢ and r is less than y, then it is certain
that the distance of p and » is less than x -+ .

Condition IV is always satisfied in M-spaces, where it reduces to
the ordinary triangle inequality. However, in those SM-spaces in which
the equality F,(x) =1 does not hold (for p # ¢q) for any finite z, IV will
be satisfied only vacuously. It is therefore of interest to have ‘stronger’
versions of the generalized triangle inequality. We shall consider two
such versions in detail. Before doing so, it is convenient to make the
following :

DEFINITION 1.2. A triangle inequality will be said to hold universally
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in an SM-space if and only if it holds for all triples of points, distinct
or not, in that space.

2. Menger spaces. In his original formulation [5], Menger gave as
a generalized triangle inequality the following:

IVm. Fo(x + y) = T(F,fx), Fo(y)) for all ¢,y =0,
where T is a 2-place function on the unit square satisfying:

(@ 0=<T@bs=1,

(b) T(c,d)= T(a,db) for c=a,d =b,
(¢) T(a,b)=T(,a),

@ T@A,1)=1,

(e) T(a,1)>0 for a >0.

In view of condition (d), it follows that IVm contains IV as a
special case. Because of the rather general nature of the function 7,
about the most that can be given as an interpretation of IVm is a
statement such as: Our knowledge of the third side of a triangle
depends in a symmetric manner on our knowledge of the other two
sides and increases, or at least does not decrease, as our knowledge of
these other two sides increases. The interpretation can, however, be
made precise by choosing T to be a specific function. There are numerous
possible choices for 7. We list here six of the simplest:

: T(a, b) = Max (a + b — 1,0), i.e., T = Max (Sum—1, 0);

: T(a, b) = ab, ,, T = Product;
: T(a, b) = Min (a, b), ,» T = Min;
: T(a, b) = Max (a, b), ,, 1 = Max;

: T(a,b) =a + b — ab,
: T(a, b) = Min (¢ + b, 1),

,, T = Sum-Product;
,» T = Min (Sum, 1).

NRRRNA

The six functions are listed in order of increasing ‘strength’, where 7"
is said to be stronger than T" (and T’ weaker than T") if T"(a,bd) =
T'(a,b) for all (a,b) on the unit square with strict inequality for at
least one pair (a, b). Evidently, if IVm holds for any given T, it will
hold a fortiori for all weaker T"s. For T = Product, IVm may be inter-
preted as follows: The probability that the distance of p and » is less
than 2 4+ y is not less than the joint probability that, independently,
the distance of p and ¢ is less than #, and the distance of ¢ and » is
less than . For T = Min (Max), the interpretation is: The probability
that the distance of p and 7 is less than x + v is not less than the
smaller (larger) of the probabilities that the distance of p and ¢ is less
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than x and the distance of ¢ and » is less than y. Similar interpreta-
tions may be given to the other choices of 7. However as the following
lemmas indicate, the three functions T, T, T; are actually too strong
for most purposes.

LEMMA 2.1. If an SM-space contains two distinct points, then IVm
cannot hold universally in the space under the choice T = Max.

Proof. Let p and ¢ be two distinct points of the space and let x
and y satisfy 0 < y < 2. Suppose IVm holds universally with 7' = Max.
Then,

qu(w) = Max (qu(x - y)’ qu(y)) =1.

But x can be any positive number, which by Condition I means p = ¢
and contradicts the assumption p + q.

LEMMA 2.2, If an SM-space is not an M-space, and 1f IVm holds
universally in the space for some choice of T satisfying (a)—(e), then
the function T has the property that there exists a number a,0 < a <1,
such that T(a,1) < a.

Proof. If an SM-space is not an M-space, then there is at least
one pair p, ¢ of (necessarily distinct) points for which F,, assumes values
other than 0 or 1. By the left-continuity and monotonicity of F,, this
means that there is, not merely one point, but an open interval (z, y)
on which we have 0 < F,, < 1. Now assume that T(a,1) = a + ¢(a),
where ¢(a) >0 for 0 <a <1. Let z be any point in (x, y) and take
t > 0. Then

Fo(z + t) = T(Fyy(2), Fiol?))
= T(Fy(2), 1)
= Fpl?) + $(Fp(2))
Letting t — 0 4+, we have:
Fr(z+) 2 Fpo(2) + H(Fp(2)) > Fi(2)

Thus F,, is discontinuous at 2, and therefore at every point of (z, y).
But this is a contradiction, since a non-decreasing function can be dis-
continuous at only denumerably many points.

LEMMA 2.3. If IVm holds universally in an SM-space and if T
18 continuous, then, for any x > 0, T(F(x), 1) < F ().

Proof. Let p,q and x> 0 be given and choose y such that 0 < y < .
Then,
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Fo(@) 2 T(Fp(@ — y), Fou(y)) = T(Fp(x — ), 1) .
Letting y — 0 4+, we obtain
Fo(x) = limy_. T(F,(x — y), 1) .
But, by the assumed continuity of T,
Oty T(F( — u), 1) = T(limy o, Fo@ — 1), 1),
while, by the left-continuity of F,,,
limy o (@ — y) = Fp(x) .

This completes the proof.

Motivated by these lemmas, and noticing that the three weaker
functions in our list of 7T’s satisfy T(a,1) = a, we are led to replace
conditions (a), (d) and (e) by the condition,

(@) T(@,1)=a, T(0,00=0.
This new condition implies that 7' < Min, for we have the inequalities

T@,b) < T,1)=a,
T(a,b) = T(,a) < T®,1)=0b,

whence T'(a, b) < Min (a, b). Thus, under (a’), Min becomes the strongest
possible universal 7. Similarly, the weakest possible T satisfying (a’),
(b) and (c) is the function, henceforth denoted by T',, which is given by,

Tw(ac,y)z{a’ w:a,.yzl ory=a,x=1,
0, otherwise.

It must not be construed, however, that functions stronger than Min
or weaker than 7, thereby lose all interest; in fact, on numerous
occasions, we shall find it of value to determine under what conditions
—i.e., for which points p, g,  and for which numbers z, y—IVm holds for
a function stronger than Min or weaker than T,.

To the conditions on T considered thus far we also add the associa-
tivity condition,

(@) T[T(a,b),c] = Tla, T(b, 0)] ,
which permits the extension of IVm to a polygonal inequality. Accord-

ingly, we make the following:

DEFINITION 2.1. A Menger space is an SM-space in which IVm
holds universally for some choice of 7T satisfying conditions (a’), (b), (c)
and (d').
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The following lemma shows that, in determining whether or not an
SM-space is a Menger space, only triples of distinct points need be
considered.

LEMMA 2.4. If the points p, ¢, r are not all distinct, then IVm

holds for the triple p, q, r under any choice of T satisfying (a’), (b), (¢)
and (d’).

Proof. We need only consider the choice T'= Min. If p = », then
F,., = H and the conclusion is immediate. If p = q # », then for z, y = 0,
Min (F(%), Fi,(y))=Min (H(z), F () S Fo(y) = Fo(x+y)=F,(x+y) .

3. Wald spaces. The other generalized triangle inequality that we
consider is the one due to A. Wald [14, 15]. It is:
IVw. Fo(x) = [FpxF,}(x), forall x=0,

where * denotes convolution, i.e.,
[Fou Fol(@) =" Fo@ = 0)dFtv) .

Since F,(x — y) =0 for y = x, and F,(y) = 0 for y < 0, we may evidently
write

[Fyux Fl(@) = | Pl = 0)F000) -

Since the convolution of the distribution functions of two inde-
pendent random variables gives the distribution function of their sum,
the interpretation of IVw is: The probability that the distance of p
and » is less than z is not less than the probability that the sum of the
distance of p and q and the distance of ¢ and » (regarded as independent)
is less than .

DEFINITION 8.1. A Wald space is an SM-space in which IVw holds
universally.

THEOREM 3.1. A Wald space is a Menger space under the choice
T = Product.

Proof. In a Wald space, for any x,y = 0, we have
Foo+9) 2 | Fulw + y = 2AF(2)
= ar.w lerae
0 (1}

_ g S dF, ()dF,(2) .

t,220
t+zsx+y
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Now,
[ arware = (] ar.odr.e

6,220 0St=wm
t+zsae+y 0szsy

since the rectangle {(¢,2);0 <t < x,0 <z <y} is contained in the triangle
{¢,2);t,2=0,t +2 < 2+ y} and the F’s are non-decreasing. But,
[ aruvir,@ = ['ar,mar,e
0Jo
Vs

EJ y
= [[ar. | ar.@ = Fu@F.0) .
Combining the various inequalities we obtain
(1) Fo@ + ) = Fr@)F o (y)
which is IVm with 7' = Product, and completes the proof of the theorem.

COROLLARY. If the Wald inequality holds, then so does the in-
equality IV.

Proof. By (1), if F,(x)=1 and F,(y) =1 then F,(x + y) = 1.
The following lemma is a counterpart to Lemma 2.4:

LEMMA 3.1. If the points p,q,r are mot all distinct, then IVw
holds for the triple p, q, r.

Proof. If p = r, this is immediate, since in this case, F,, = H.
Otherwise, if p = q # r, then, for z = 0,
Fol@) = Fola) = | dFuv) = | HE — 0)dF,)
= [(Foe - var.w .
The case p # q = r follows on interchanging r and p.

THEOREM 3.2. If in an SM-space, IVm holds under T = Max for
all triples of distinct points, then the space is a Wald space.

Proof. Let p, q,r be distinct. Then for any z = 0,

Fol@) 2 Max (F,0), Fole)) = Fol@) = | 47, (0)

2 | Pl ~ 9)aFu) ,
since 0 < F(x — y) = 1. Therefore IVw holds for all triples of distinct
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points in the space. But, by the preceding lemma, IVw holds automa-
tically for triples of non-distinet points. Consequently, IVw holds for
all triples of points in the space.

This theorem is, in a sense, a partial converse to Theorem 3.1. As
will be seen later, T = Max in the theorem cannot be weakened to
T'= Min, let alone 7' = Product. Thus the true converse of Theorem 3.1
is false,

II. PARTICULAR SPACES

4. Equilateral spaces. The simplest metric spaces are the equilateral
spaces in which

dp,q) =@+ HP*da
0, itp=gq,
where a is positive.
Accordingly, we call an SM-space equilateral if, for some distribu-
tion function G satisfying G(0) = 0,
(1) Fo@) ={70 P,
H(x), ifp=gq,

where H is the distribution function defined in § 1. From (1) it follows
that the Conditions I-IV defining an SM-space are satisfied.

THEOREM 4.1. The means, medians, etc., of the statistical distances
an an equilateral SM-space form an equilateral M-space.

Proof. Any one of these quantities is zero when p = ¢ and a fixed
positive number for any p, ¢ when p +# q.

THEOREM 4.2. In an equilateral SM-space, the Menger triangle

wnequality IVm holds for any triple of distinct points under T = Max,
and universally under T = Min.

Proof. Since G is non-decreasing,
G(z + y) = Max (G(x), G(y)) = Min (G(»), G(¥)) ,
and G(x + y) = Min (G(x), 1) .

COROLLARY. An equilateral SM-space is a Wald space.

Proof. This is a direct consequence of Theorem 3.2.
There are also equilateral SM-spaces in which IVm holds under a
stronger choice of 7.
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ExampPLE 1.

0, =0,
G(x) = {z, 021,
1,

12

For any triple of distinet points in this space, IVm holds under
T = Min (Sum, 1),since in all cases we have G(z + y) = Min (G(z) + G(y), 1).

ExAmMPLE 2.

<
G(x):{o, =<0,
1—e¢7, =0,

For any triple of distinct points in this space, IVm holds under
T = Sum—DProduct. This follows from the fact that e-%e~? = ¢~-=+v,

However, even through, as Examples 1 and 2 show, there are
equilateral SM-spaces in which the generalized triangle inequality IVm
holds under a stronger 7' than Max, the result of Theorem 4.2 is the
best possible. This is shown by:

ExXAMPLE 3.
0, r=0,
G(x): a, 0<x§_ky
b, kE<x <3k,
1, 3k <z,

where 0 < @ < b <1 and k is any positive number. Then for 0 < x < k,
k <y < 2k, we have G(x + y) = b = Max (a, b), whence IVm cannot hold
under any choice of T which is stronger than Max.

5. Simple spaces. A class of SM-spaces, more interesting than the
equilateral, may be obtained as follows:

Let (S, d) be an M-space and G a distribution function, different
from H, satisfying G(0) = 0. For every pair of points p, ¢ in S, define
the distribution function F,, as follows:

(2) Foy(x) = !{C;[(ﬂ;/)d(p, o, p+ Z :
’ p= .

DEFINITION 5.1. An SM-space (S, . ) is said to be a simple space
if and only if there exists a metric d on S and a distribution function
G satisfying G(0) = 0, such that, for every pair of points p, ¢ in
S, ¥ (p, q) = F,, is given by (2). Furthermore, we say that (S, &) is
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the simple space generated by the M-space (S,d) and the distribution
function G.

THEOREM 5.1. A simple space is a Menger space under any choice
of T satisfying (a'), (b), (¢) and (d').

Proof. 1t is sufficient to show that IVm holds universally under
T = Min, since this is the strongest choice of T possible. Thus, in view
of Lemma 2.4, we have only to show that for p, q, » distinct,

(3) 6( G ss) = Min [G(/d(p, 9), Glyld(a, )] -

Now, since d is an ordinary metric,
d(p, r) =< d(p, @) + d(g, 7) .
Thus,

(4) x+?/2 *+y .
d(p, r) — d(p, @) + d(g, 7)

Furthermore, since d(p, ¢) and d(q, ) are positive,

5) M d(p, 9), yld(g, r)] = S
(5) ax [z/d(p, q), y/d(q ”')]Zd(p,q)_‘_d(q,'r)

= Min [2/d(p, q), y/d(q, 7)]
with equality on either side if and only if x/d(p, q) = y/d(q, r). Con-
sequently, on combining (4) and the right-hand inequality in (5) we have,

2+Y > Min [x/d(p, q), y/d(q, )],
d(p, r)

which, since G is non-decreasing, implies (3) and completes the proof.

COROLLARY 1. Amn equilateral M-space generates an equilateral
SM-space.

COROLLARY 2. If G(x) = H(x — 1), the generated SM-space reduces
to the generating M-space.

Proof.

Fole) = H( g = 1) = H(w — d(, ).

In most simple spaces T = Max will be too strong since the left-
hand inequality in (5) shows that, for a triple of distinct points p, q. r
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such that d(p, r) = d(p, q@) + d(q, r), IVm under T = Max fails. Indeed,
in simple spaces having sufficient structure the choice 7' = Min implicit
in Theorem 5.1 is the best possible.

THEOREM 5.2. If (S, d) is a finite-dimensional Euclidean space, G
a continuous distribution function such that G(0) =0 and 0 < G(z) < 1
for all >0, then Min s the strongest T under which IVNm holds for
all triples of distinct points.

Proof. Suppose T is stronger than Min. Then there exists at least
one pair of numbers, a,b(0 < a,b < 1), such that 7T(a, b) > Min (a, b).
We distinguish two cases:

(i) If a =b, choose x = y such that G(z) = a, and choose d(p, q) =
d(g, r) =1, d(p, r) = 2. Then, since equality is attained in (3), we cannot
have T(a, a) > Min (a, a) = a.

(i) If a b, we may suppose that @ < b. Let ¢ = T(a, b)) — Min (a, b)
and choose u, v so that « = G(u) and b = G(v). Such numbers u, v clearly
exist since G is a continuous distribution function; moreover u < v.
Also, since G is continuous, there exists an - > 0 such that

Gu+h)<Gu)+e=a-+c¢c.
Now let d(q, r) =t be fixed and choose

d(p, q) = s such that ¢ < h

s+t v—u
d(p,r) =d(p,q) +d(g,r)=s+1,
= ud(p, ¢) and y = vd(q, 7) .

Then,
Min [G(z[d(p, 9)), G(y/d(q, 7))] = Min [G(u), G(v)] = Min(a, b) = a .

Furthermore,

)=o) =l S5 s <o

which contradicts the hypothesis

G(”_ny> > T(a,b) = Min (a,b) + e = a + €.
a(p, r)
THEOREM 5.3. In a simple space, the means (if they exist), medians,

modes (if unique) each form an M-space homothetic* to the original
M-space.

¢ Two M-spaces, M; and M,, with distance functions d; and d., respectively are said to
be homothetic if there exists a number a > 0 and a one-to-one mapping, f, from M, to M,
such that, for every p, g€ My, di(p, q) = ady(f(p), F(q)-
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zwq.thm:fmam:%
If p = q, then
EM@]:SP@H@):O.
If p # q, then

EIF,] = | 2dG(/d(p, 0)

which on substituting ¢ = x/d(p, ¢) becomes

EIF,) = d(v, o) tdG(®) = pd(p, o) .

The other cases are similar.

In Theorem 3.1 it was shown that every Wald space is a Menger
space under T = Product and in the corollary to Theorem 4.2 that every
equilateral space is a Wald space. However, as the following examples
show, there exist simple spaces which are not Wald spaces. Thus the
converse of Theorem 3.1 is false. For, if in a Menger space IVm holds
under 7' = Min, it holds a fortiori under 7' = Product.

THEOREM 5.4. There exist simple spaces which are not Wald spaces.
Proof. We give two counter-examples:

EXAMPLE 4.
qu(w) e 1 — e"x/d(l’.q) .

With d(p, q) = R, d(q, ) = S and d(p,r) = T, one obtains (taking
into account the fact that the lower limit of the convolution integral is
0 and the upper limit is z),

1

l-%=%

(6) [Z pq * ll’f](x)
L\ -zr R=S
! @lRyl’ '

(Re~*® — Se~*y, R+ S,

In order that the Wald inequality IVw be satisfied, we must have
(7) Fo(x) = [Fy * Fyl(x) , for every =0,

Suppose R + S, say R > S. Then, keeping = fixed and applying the
mean value theorem to the second term on the upper right-hand side
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of (6), we have

(8) [F,, o+ F )(x) =1 — (1 T %)wﬂ , where S<t<R.

Furthermore, if B =S, we observe, on comparing (8) with (6), that (8)
holds with ¢ = R. Thus, in both cases, in order that (7) hold, it is
necessary that

(1 + %)e—z/t =e ", for all x = 0;

that is,

14 _Oct_ > ert-UD  for all x = 0.

This will be true if and only if 1/t — 1/T) £ 0, i.e., T < t. In particular,
therefore, it is necessary that 7'< R. But this means that the side of
the triangle pgr whose length is T certainly cannot be the longest side
of that triangle. Thus we conclude: If d(p, r) = Max (d(p, q), d(g, 7)),
then the Wald inequality will fail for sufficiently large x.

ExXAMPLE 5.
0, =<0,
Fo(x) = {a/d(p,q), 0=a=d(p 9,
1, = d(p, q) .

In this simple space, one can construct an example in which IVw
holds for z sufficiently small and again for z sufficiently large, but fails
in an intermediate range. For instance, if, d(p,q) =1, d(q,r) = 3, and
d(p, r) = 3.75, then for 2.50 < x < 3.68, we have [F,,* F,](x) > F,(x).

6. Normal spaces. Statistical metric spaces also arise very naturally
in the following manner: Let p,q, ---, be random variables on a common
M-space E with distance function d. Then d(p, q¢) is a random variable
on the Cartesian product K x E. Let F,, be the distribution function
of d(p, q). Then the ordered pair (S, .&# ), where Sis the set {p, q, ---}
and & the class of ordered pairs {(p, q), F,,} is an SM-space.

Particularly interesting SM-spaces of this type result when S is
taken to be a set of mutually independent spherically-symmetric
Gaussian random variables on an #n-dimensional Euclidean space. We
have investigated these at some length. However, reproducing the details
here would take us too far afield. We shall therefore restrict ourselves
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to a brief presentation, without proof, of the main results.®

Let S} be the set of all mutually independent, spherically-symmetric,
n-dimensional Gaussian random variables, p, q, ---, etc., on a FEuclidean
n-space K™ Let the n-dimensional mean of p (which is a point in E®)
be m, and the common standard deviation of the one-dimensional marginal
distributions of p be ¢,; and let the corresponding objects for ¢ be m,
and o,, respectively. Then, upon setting

r = r(p, q) = d(m,, m,) ,
where d is the metric in E®, and
o =a(p, q) = (05 + 03)"*,
the distribution function, F,,, of d(p, ¢) is given by:
0, =0,
(9)  Fulo) = Rof, ri0) = |(Z) e | gL ( Ly )eiay
=0,
if ¢ > 0, where I, is the modified Bessel function of order v; and by
F,(x) = R, 0, 7r;x) = Hzx — 1),

if ¢ =0. The distribution function R, has been found in different
contexts, first by Bose [1]°, and more recently, by K. S. Miller,
R. I. Bernstein and L. E. Blumenson [11].

An SM-space (S,, & ) will be called an (n-dimensional) normal space
if: (a) S, is a subset of S} having the property that, for every point
min E", there is at least one p in S, whose expectation is m; (b) For
p,q in S,, # (p,q)=F,, is given by (9). A normal space is called
homogeneous if ¢, = g, for all p, ¢ in S,; otherwise, inhomogeneous.

Normal spaces have the following properties:

1. For all n, the means’ of the F,,’s form a metric space. This metric
space is ‘asymptotic in the large’ to E” in the following sense: If the
distance between the means of p and ¢ is r, then (for o fixed) the
mean of F,, as a function of 7 is asymptotic to » for large . In the
‘small’, the metric is definitely non-Euclidean. Furthermore, for ¢ > 0,
there is a positive minimum distance between distincet points. That is
to say, if p #¢q, and » = d(m,, m;) > 0, then the mean of F',,, which
is the expected value of the random variable d(p, q), is greater than
V2 o[[(n2 + 1/2)/['(n/2)]. When r = 0 equality is attained.

5 The detailed discussion will be the subject of another paper.
6 See also Mahalanobis [3].
7 These always exist; indeed, the F,’s in a normal space have moments of all orders,
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2. All normal spaces are Menger spaces under the choice 7' = T,,.

3. A homogeneous normal space is a Menger space under the choice
T = Max (Sum—1, 0). For some triples of points, p,, p,, p:;, and for some
numbers, x, y—subject to certain restrictions—IVm will hold under a
stronger choice of T. However, other than 7, and Max (Sum—1, 0),
none of the 7T’s listed in § 2 will hold universally. In particular, there
are triples of points for which IVm does not hold for all x,y under
T = Product. Consequently,

4. No normal space is a Wald space.
Whether IVm will hold in a normal space under a 7T that is weaker
than Product, yet stronger than Max (Sum—1, 0) is not known.

III. TorpoLoGY, CONVERGENCE, CONTINUITY

7. In the theory of metric spaces, the concept of a neighborhood
can be introduced and defined with the aid of the distance function.
A similar procedure applies in the theory of statistical metric spaces.
In fact, neighborhoods in SM-spaces may be defined in several non-
equivalent ways. Here we shall consider only one of these—the one
which seems to be the strongest, in that its consequences most nearly
resemble the classical results on M-spaces.

DEFINITION 7.1. Let p be a point in the SM-space (S, # ). By an
¢, v-neighborhood of p,e > 0, X > 0, we mean the set of all points ¢ in
S for which F,(¢) >1 — . We write:

Np(sy A) = {Q; qu(e) >1- 7\’} .

The interpretation is: N,(¢,\) is the set of all points ¢ in S for
which the probability of the distance from p to ¢ being less than ¢ is greater
than 1 —- A. Observe that this neighborhood of a point in an SM-space
depends on two parameters.

THEOREM 7.1. In a stmple space, N,(e, \) is an ordinary spherical
netghborhood of p in the generating M-space.
Proof. For any p, q, we have

qu(é) = G(S,/d(p, ),

which will be greater than 1 — ) provided only that d(p, q) is sufficiently
small.

LEMMA 7.1. If ¢, < ¢, and N < Ny, then Ny(e, \) C N,(&, \y).
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Proof. Suppose q € N,(&, \,) so that F,(e)>1—)\,. Then, F,(c,) =
F,(e) >1—x =1— 2\, whence, by definition, g e N,(&, \,).

THEOREM 7.2. If (S, %) is a Menger space and T 1is continuous
then (S, &) is a Hausdorff space in the topology induced by the family
of &, M-neighborhoods {N,}.

Proof. We have to show that the following four properties are
satisfied:

(A) For every p in S, there exists at least one neighborhood, N,,
of p; every neighborhood of p contains p.

(B) If N} and N2 are neighborhoods of p, then there exists a
neighborhood of p, N, such that N3 c N,NN3.

(C) If N, is a neighborhood of p, and g€ N,, then there exists a
neighborhood of ¢, N, such that N, C N,.

(D) If p # q, then there exist disjoint neighborhoods, N, and N,
such that pe N, and qge N,.

Proof of (A). For every ¢ >0 and every x>0, pe N,(s, \) since
F,(¢) =1 for any ¢ > 0.

Proof of (B). Let
N;(ely )\‘1) = {q; qu(el) >1-— >\41}
and
Ni(szv )"2) = {q; qu(ez) >1-— )\‘z}
be the given neighborhoods of p, and consider
N = {g; Fp(Min (¢, &)) > 1 — Min (A, 1)} .
Clearly pe Ni; and since Min(e, &) <e and Min (M, \) <N, by
Lemma 7.1, N} c N;. Similarly, N3 c N, whence N} c N. N N3.
Proof of (C). Let N, = {r; F,(¢) >1— )} be the given neigh-
borhood of p. Since qe N,
Foe)>1—2x,.

Now, F,, is left-continuous at &,. Hence, there exists an ¢, < ¢
and a )\, <\, such that

Fyq(€0)>1—"7\'0>1_7\'1-

Let N, = {r; F,(s;) >1 — )\,}, where 0 <¢,<¢ —¢, and 1, is chosen
such that
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TA— Ayl —2)>1— .

Such a A, exists since, by hypothesis, T is continuous, T'(a, 1) = @, and
1—2>1-—x. Now suppose se N, so that

Fole)>1—n,.
Then

Foi(e) = T(Fypy(&0), Fos(er — &) = T(Fpo(e,), Fusler))
=TA— 2,1 =) >1— 1.

But this means se N,, whence N, C N,.

Proof of (D). Let p # q. Then there exists an « > 0 and an a,
0 <a <1, such that, F,(x) =a. Let

N, = {r; F,(x/2) > b} and N, = {r; F,(x/2) > b},

where b is chosen so that 0 < b <1 and T(b, b) > a. Such a number
b exists, since T is continuous and 7'(1,1) = 1. Now suppose there is
a point s in N, N N, so that F,(x/2) > b and F,(x/2) > b. Then

a = Fp(@) = T(Fys(2/2), Fil(x/2)) = T(b,0) > a,

which is a contradiction. Thus N, and N, are disjoint.

It should be noted that the function T appeared only in the proofs
of (C) and (D). Also, the &, \-neighborhoods defined at various stages
in the proof may consist of only a single point. The situation here is
analogous to the one that arises in connection with isolated points in
M-spaces.

8. As is well known, in an M-space the notion of convergence of
a sequence of points {p,} to a point p may be introduced with the aid
of the neighborhood concept. There is also a well known theorem which
states that the distance function d is continuous on S: that is to say,
if p,— p and g, — ¢, then d(p,, ¢.,) — d(p, q). The proof of this theorem
depends strongly on the triangle inequality.® Having defined neighbor-
hoods in SM-spaces, it is natural to consider the above questions in this
more general setting. In so doing, a significant difference arises, for
there are now two distinct types of questions regarding convergence and
continuity that must be considered: (a) Those relating to the distance
function, & , considered as a function on S x S—either for a fixed
value of 2, or for a range of values; (b) Those relating to the individual
distribution functions F,,—either for a fixed pair of points (p, q) or for

8 In fact, as Menger has shown [4, pp. 142-145], the triangle inequality is, in a certain
sense, the simplest condition implying continuity that can be imposed on a semi-metric.
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a set of pairs of points. As is to be expected, these questions are not
independent.

DEFINITION 8.1. A sequence of points {p,} in an SM-space is said
to converge to a point p in S (and we write p,— p) if and only if,
for every ¢ > 0 and every \ > 0, there exists an integer M, ,, such that
Do € Ny(&, N), 1.e., Fyp () > 1 — A, whenever n > M.,.

LEmMmA 8.1. If p,— p, then ¥y, — Fpp = H, i.e., for every u,
Fy, (%) — Fyp(x) = H(x), and conversely.

Proof. (a) If > 0, then for every ) > 0, there exists an integer
M, such that F,, (x) >1— X whenever n > M,,. But this means
that lim, .F,, (x) = 1 = F,,(%).

(b) If x =0, then for every n, F,, (0) = 0 and hence lim,..F,, (0) =
0 = F,,(0). "

The converse is immediate.

COROLLARY. The convergence is uniform on any closed interval
[a, b] such that a > 0, i.e., M, , is independent of x for a < x < b.

Proof. For any z, a < x < b, Fppn(x) = Fm,n(a).

THEOREM 8.1. If (S, &) is a Menger space and T is continuous,
then the statistical distance function, F , is a lower semi-continuous
function of points, i.e., for every fixed x, if ¢, — q and p, — p, then,

lim inf, . F, , (€) = Fp (%) .
Proof. If » =0, this is immediate, since for every n, F, , (0) =

0 = F,(0). Suppose then that x > 0, and let ¢ > 0 be given. Since F,,
is left-continuous at x, there is an %, 0 < 2k < 2, such that

qu(x) - qu(dﬁ —2h) < 5/3 .

Set F,(x — 2h) = a. Since T is continuous, and T(a, 1) = a, there is a
number ¢, 0 < t < 1, such that

T(a,t) >a — ¢/3
and
T(a — ¢/3,t) > a — 2¢/3 .

Since ¢, — ¢ and p, — p, by Lemma 8.1 there exists an integer M, ,
such that qun(h) >t and Ff,pn(h)>t whenever n > M, ,. Now,
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F,q@) = T(F, (& — h), Fyy (b))
and
Fp o — h) = T(Fp(® — 2h), F,, (R)) .
Thus, on combining the various inequalities, we obtain
F,(z—h)=T(@t)>a—¢3,
whence

Fpnqn(ac) = T(a —¢/3,t) >a — 23 > F(x) —¢.

COROLLARY 1. Let p be a fixed point and suppose q,— q. Then

lim inf,,men(oc) = F,(x) .

COROLLARY 2. If (S, #) is a Wald space, then F# is a lower
semi-continuous function of points.

Proof. By Theorem 3.1, in a Wald space, the Menger inequality
holds under T = Product, which is continuous.

THEOREM 8.2. Let (S, &) be a Menger space. Suppose that T is
continuous® and at least as strong as Max (Sum—1, 0). Suppose further
that p,— p, ¢, — q, and that F,, is continuous at x. Then Fpnqn(x)q
F,(x), i.e., the distance function Z# 1is a continuous function of points
at (p, q, x); or, expressed in another way, the sequence of functions
{Fpnqn} converges weakly to F,,.

Proof. In view of Theorem 8.1, it suffices to prove upper semi-
continuity, i.e., that for ¢ > 0 and » sufficiently large,

(1) By o, (@) < Fio(x) + €.

Suppose then that ¢>0 is given. Since F,, is continuous, and in
particular therefore right-continuous at x, there exists an h > 0, such
that

(2) qu(x+2h)—qu(x)<8/3.

By Lemma 8.1, there is an integer M such that the conditions,
(3) Fyp, (R)>1— /3,

(4) qun(h)>1'—5/37

are simultaneously satisfied for all » > M. And from IVm, we have

9 Here, as well as in Theorems 7.2 and 8.1, the continuity of 7 may be replaced by the
weaker condition, lim,-17(a, z) = a.
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(5) Fo(x + 2h) =2 T(Fy (x + h), Fy (h))
and
(6) Foy (@ + B) = T(F, , (@), Fyp () .

Now, by hypothesis, 7 is at least as strong as Max (Sum—1,0), so
that on combining (3) and (6) we obtain

(7) qun(x + h’) = Fpnqn(x) + Fppn(h) -1> Fpnqn(x) - 8/3 5

and, on combining (7) with (4) and (5), we obtain
qu(x + 2h) = qun(x + h) + qun(h) —-1> Fpnq”(x) - 26//3 .
Finally, combining (8) with (2) yields (1) and completes the proof.

COROLLARY 1. Under the hypotheses of Theorem 8.2, if q,—q,
then Fy, (€) — Fy().

COROLLARY 2. If the functions F,, are each continuous functions
for all p,q in S, then Z 1is a continuous function of points.

COROLLARY 8. If (S, &) is a Wald space and if the functions F,,
are each continuous, then & 1is a continuous function of points.
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ON DERIVATIONS IN DIVISION RINGS

MORRIS WEISFELD

We are concerned with studying division rings in which Lie rings
of derivations are acting. The results include the determination of
dimension over the constant subring, an outer Galois theory, and mis-
cellaneous results on inner automorphisms and powers of derivations.

Let A be a ring with an identity 1 and B be a subring of A con-
taining 1.

1. The mappings R,:y—yx, L, :y—uxy, I,:y—x'yx,x € A are
called right multiplications, left multiplications and inner automorphisms
respectively. For any subset Nof A, Ry ={R,|xe N}, Ly = {L,|x e N},
I, = {I.|xe N}. D isa derivation of B into A if and only if (x + y)D =
2D + yD and (2y)D = xDy + zyD for all z,y € A. The set of all such
mappings is denoted by Der(B, A). If B= A, D is called a derivation
in A and the set of these denoted by Der(4). If D, «--, D, € Der(4),
we have for all x € 4

(1) RDbe Die= S (B) o (B)D0 o DER L

1
0£ijgkj,j=1,---,s}.

For all D, D’ € Der (A), [DD'l= DD’ — D'D € Der (A) and, if A has prime
characteristic p, D? € Der(A4). {x|xy —yx =0 forally e B;x e A} is
called the centralizer of B in A. If ¢ belongs to the centralizer of B
in A, DR, € Der (B, A). The centralizer of A in A is called the center
of A, Let C be the center of A. < is a Lie ring (Lie ring over C)
of derivations in A if and only if <& < Der (A4) and for all D, D’ ¢ =,
D—D"e Z[DD'le &7 (DR,e ). If A has prime characteristic
p, &7 is restricted if, in addition, D? € &

For x € A,.the mapping I':y — yx — xy is a derivation called an
inner derivation. For N<C A, I} = {IJ|x € N}. The elements of Der(4)
not in I] are called outer derivations. Lie ideals are defined in the
usual way for Lie rings, restricted or not, over C or not. The inner
derivations in & form a Lie ideal in <&

Let T be a subset of Der (B, A). The set of € B such that zD =0
for all D e T is a subring of B which we call the subring of T-constants
and which we denote by B(T'). If x € B(T) and x has a multiplicative
inverse 7' in B, then #7* € B(T'). The set of derivations D in A such

Received April 15, 1959. This is a revised version of part of a dissertation submitted
in candidacy for a Ph. D. degree to Yale University. The author wishes to thank Professor

N. Jacobson for his advice and encouragement. An abstract was presented to the Ameri-
can Mathematical Society (Bull. A. M. S., Vol. 60, 1954, p. 142).
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that B € A(D) is a (restricted) Lie subring over C of Der (4) which we
denote by < (B).

If T, T,C Der(A), then A(T, = A(T,); and, if B, and B, are
subrings of A containing 1, and B, € B,, then <& (B,) 2 < (B,). We
have the following relations:

(2) 7' (A2")

for all (restricted) Lie subrings over C of Der (A4)

(3) B c A(z(B))

(for all subrings B of A containing 1. These give

(4) A2') = AzA=2')

for all (restricted) Lie subrings over C, &', of Der (4)
(5) 2 (B) = 2(A=2(B))

for all subrings of A containing 1. Thus, B = A(<=(B)) if and only if
B =A(=) for some (restricted) Lie subring over C of Der (A4), and &' =
(A(<") if and only if &' = < (B) for some subring B of A con-
taining 1.

Let < be a (restricted) Lie subring over C of Der(A4). Define

S()={z|lreAand IL e o} .

Regard the ring A as a (restricted) Lie algebra over C under the com-
positions (%, ¥) — xy — yx (¢ — «? if A has prime characteristic p). 3(=)
is then a (restricted) Lie subalgebra of A. (<) is invariant under
= ; that is 2D e (=) for x € 3(&) and De &z, If o = (B)
where B is a subring of A containing 1, then X(<) is closed with re-
spect to ordinary multiplication and taking multiplicative inverses. This
leads us to make the following definition: We say < is a (restricted)
N-Lie subring over C or Der(A) if and only if 3(<») is a subring of
A closed with respect to taking multiplicative inverses and invariant
under <. In this case X(<7) over C is called the associated algebra
of &2 If A is a division ring, 3(<7) is a division algebra over C.

Let 4 be a division ring, @ be its center and E a division subring
of 4. The additive group of homomorphisms of (E, +) into (4, +),
Hom (E, +; 4, +) is an (Rg, R,)-space; that is, Hom (E, +; 4; +) is a
vector space over R, and a right vector space over R, such that

(7) (B.T)R, = E(TR,)

for all x € E,ye 4 and T € Hom(E, +; 4, +). (R E,)-subspaces are
defined in the usual way. If E = 4, we write End(4, +). If Sis a set
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of endomorphisms of 4, End {S} is the ring of endomorphisms generat-
ed by S.

Let I be a division subring of 4. L(E, 4) denotes the subgroup
of Hom(E, +; 4, +) of homomorphisms of the vector space E over I’
into the vector space 4 over I'. If E = 4, we write L,(4).

Topologize Hom (E, + 4, +) as follows: The sets

{9l2g = xf; 9 € Hom(E, +; 4, +)}

where © € E is a subbase of neighborhoods of f e Hom(E, +; 4, +).
One verifies that L,(4) is a closed subring containing R,. That the
foregoing properties characterize L (4) is a consequence of the Jacobson-
Bourbaki theorem: if we associate with a closed subring B of End(4, +)
which contains R,, the set I" of © € 4 such that L, commutes with the
elements of B, then B = L,(4), and, in fact, the mapping I' — L(4)
is a lattice anti-isomorphism of the set of division subrings of 4 onto
the set of closed subrings of End(4, +) containing R,.

If A is a vector space and right vector space over P, [A: P], denotes
its dimension and [A: P]; its right a dimensional over p. We note the
following [E: 7], is finite if and only if [LA(E, 4): R,]; is finite and
when both are finite, they are equal. If B is a subring of End(4, +)
containing R, and [B: R,]; is finite, then B is a closed subring.

Again 4 is a division ring, @ is its center, E is a division subring
and M is the centralizer of Ein 4. IfT € End(4, +), then T* denotes
the restriction of T to E. If D,, -.., D, are elements of L.(E, 4) not
in the algebra generated by L, and R, and g, £ are not zero, the de-
gree of the endomorphism

(8) D{CI"'DESLO'RM k1207 Dngu j:]-,""sy

is bk, + .-+ + k,. The weight of a sum of endomorphisms of the form
(8) is the largest degree for which a term with that degree appears
non-trivially. If all the terms appearing non-trivially have equal degree
h, we say the endomorphism is homogeneous (of weight ). Any endomor-
phism is a sum of homogeneous endomorphisms. Suppose D,, «--, D, e L(4)
and are derivations of E into 4 and ¢ € 4. D¥ ... D%L, is called an
admissible endomorphism if and only if (1), restricted to E and mul-
tiplied by L,, holds, any term appearing in (1) is admissible, and, if 4
has prime characteristic p, k; < p.

LEMMA 1. Let M be an (Ry, R,)-subspace of Hom(E, +;4, +),0,, -+, 0,
be elements of 4, and D, --+, D, be derivations of E into 4 belonging
L. (4). Suppose no right linear combination of L,’,‘l, .+, L7, with coef-
Jicients in R, is zero, and no right linear combination of Ly, o L,’;[
with coefficients in R, belongs to M. Suppose DY, +-., D¥ are right
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linearly independent over R, modulo I}* and no linear combination of
Dy, oo, DY with coefficients Ry + Lo By + +++ + L, Ry belongs to
Ly +M. Then the set of non-zero admissible endomorphisms by D, -+, D,
and a,, »«-, g, such that some k, with j > r is not zero or L,J appears
with 7 > w 18 right linearly independent over R, modulo .

Proof. Suppose we had a non-trivial linear relation. Let F' be
a linear relation of lowest weight ¢ and shortest length in ¢q. Suppose
q=0. Then F = L"R“1+ -i—Li‘jR“neim, Gy vvey Ga>u, (€4,
wm=1n>1 Foraller

RxF - FR::; = L;kaR(xV-z"MZz) T - L;kjnR(:cM,"'—Mnx) .

This gives a shorter non-trivial relation, or 4, --+, ¢, € M, contradict-
ing our hypothesis. Note that for g, ---, ¢, € M

L:’klef"l doees ij R“’n = (R’J'IL'-TJI)* 4 oeee + (RMLGJ )*
= (L"‘lL"']l —|— s + L”"Lajn)* = L*V'l‘rjl"-"."'“ngjn.

Suppose ¢ > 1. Write F = F, + F,_, + -+ + F, where the F', are homo-
geneous. Let s, be the largest element among 1, - .-, s such that a term
in F, has k, > 0. Make its coefficient F, equal to 1. Form

M 5 RF — FR, = G(&) + Gour(@) + +++ + Gy®) .

This will have lower weight or shorter length in ¢q. The coefficients of
terms in G(«) have the form R, ... If these coefficients are zero, then the
/¢ belong to M. Since we have shorter length in g, the coefficients in G,(x)
must be 0. The coefficients in G,-,(x) have the form R, ot +wnkﬂpk+x,A,
where the o,’s belong to M. These coefficients being zero for all ¢ E
would contradict our hypothesis. If ¢ > 1, a term in F, has the factor
D,D,, and so G,_, has a term with factor D, and, if » is chosen to make
its coefficient non-zero, we would contradict the choice of F. Hence the
only possibility left is ¢ = 1. Hence F has the form

Ds*le + D;flL R,L1 + e + fokLcj R, + Dy

+ Dy R, + L7 R

Tut+1 Pyt

R

"+

4o+ LER,, .

+ e

B4

Forming R.F — FR, would yield non-trivial relations unless all right
multiplications appearing belong to B, and j,, -+ 5, < #. Hence F' could
be written as a linear combination of D}, ---, D¥ with coefficients in
Ry + RyL, + «-+ + RyL,, plus an element of LF 4+ 9 and this con-
tradicts our hypothesis. Hence our assertion is true.

Suppose 4 has characteristic 0 and D is an outer derivation in 4.
Then the powers D*, k > 1 of D are right linearly independent over K,
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as just shown. If I' = 4(D), [L(4): R,] = « and hence [4:]"], = co.
Thus if 4 has an outer derivation D and [4:]], < o where I = A(D),
then 4 must have prime characteristic p.

Suppose 4 has prime characteristic p and I” is a division subring
such that &’ = o»(I'). <’ is a restricted N-Lie ring over @ of de-
rivations in 4. Suppose <’ is infinite dimensional over @. Note that
L, -, 17, are right linearly independent over R, if and only if 1, g,,++,0,
are linearly independent over @. For if Yp,0; + ¢, =0, then SI_ R, =
L. oy = 0. IEX R, =0, then 0 = X(R,, — L, )R, = Rsyo, — 2L, R,
Applymg Lemma 1 ylelds the result. Thus <" has either infinitely
many outer derivations right linearly independent over @ modulo I} or
[2(<'): @] = oo. In either case [L(4): R,]z will, by Lemma 1, be in-
finite dimensional and so will [4:];.

THEOREM 1. Let 4 be a division ring having prime characteristic
p, @ be its center, <& be a finite dimensional restricted N-Lie ring
over @ of derivations in 4 and I' = A(<=). Then if D, -+, D, 1is
a complete set of representatives of a basis for the right vector space
D — I3y over 0, and o, -+, 0, ts a basis for 3(<) over @, then

(9) {Dii -+ DinL, |y =0,1,-+-,p~1, Di=1I,
’I::l,--.,m, j:l,...,q}

is a basis for the right vector space End {<r, R,} over R,. Moreover,
End{<r, R} = L(4), [L(4): Ry =p™q = [4:1']; and & = o).

Proof. Consider the set A of right linear combinations of elements
of (9) with coefficients in R,. Then clearly End {<7, B,} 2 A. Because
1=2%0,N, e 0,1, =L, R,\ € A and, hence, A © R, Since any inner
derivation belonging to @ can be written as (R, 5 — L, jR(,, j), where
p,e 0,AD 12@,). Since any D e <7 can be written as SD,R, + I,
where A, € ?and 0 € (=), A2 &. Wehave E.D, = D,R, + R, for
ved D}=2DR, + I, with \;, ¢ @ and ¢ e X(<), DD, = D,;D, + D
with De <, and LD, = DL, + L,p, for e 3(<) and, hence,
oD,e (). Also L,L. = L;.€ A, for ¢,7e (<) and, hence ot € ().
Thus A is a ring and so A = End{<r, R,}. The elements of (9) gene-
rate A and are right linearly independent by Lemma 1 and so they
constitute a basis for A over R,. Thus [End{<, R} : R, = p™¢ and
so is a closed subring of End(4, +) containing R,. By the Jacobson-
Bourbaki theorem we have End { <7, R,} =L(4) and [4: "], =[L(4): R,] =
p™q. Suppose D e < (I"). Then D e L,(4). Hence, by Lemma 1, D =
Dp,+ oo + Dpprn + I, 9y, oo, € @. I! =R, — L, € <(I') and so
another application of Lemma 1 yields 7 = g\, + =+« + G0N, My 2+ 4, M €D,
so that D e <,
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We remark that because of the symmetry in the above situation,
we also have [4: "], =[4:1,.

LEMMA 2. Let <7 be a (restricted if 4 has prime characteristic p)
Lie ring over @ of derivations in 4 and I' = A(<r). Suppose <& con-
tains all inner derivations belonging to < (I'). Let E be a division
subring of 4 containing I' and [E:I'], < . Let M be the centralizer
of E in 4. If D* is a derivation of E into 4 and I’ C A(D*), then
D* can be extended to a derivation in the centralizer of M.

Proof. D* € L,(E, 4); hence D* can be extended to an element of
L.(4). The proof of Theorem 1 shows that L,(4) is the closure of
End{<, R} in End(4, +). Since [E:[']; < oo, there is an F'e End { <, R}
such that D* = F'*, the asterick denoting restriction to E. We have

D* = F* = 3(Df -+~ DioLy Rty .., )*

where Dy, +-+, D, L, -+, L% satisfy the hypotheses of Lemma 1 with
M = {0}. Hence

D*:D-TlRM—l_ T +Dj‘7¢RfJ’k+I’f*’ﬂ1’ .."[’tke M

I] leaves the elements of I" fixed so that the right hand side is a deri-
vation in the centralizer of M and belongs to <.

In particular, if the centralizer of I" is @; that is, every non-zero
derivation in <7 (I") is outer, then every derivation of E into 4 can be
extended to a derivation in 4.

Henceforth, we restrict ourselves to 4 having prime characteristic p.

LeMMA 8. Let < be a finite-dimensional restricted N-Lie ring
over @ of derivations in 4 and I' = A(<=). If B is a subring of L (4)
containing R, and &' = B N <, then <’ is a restricted N-Lie sub-
ring over @ of <. If <7 consists only of outer derivations, then
B=End{<’, R}.

Proof. Clearly <’ is a finite-dimensional restricted Lie ring over
@ of derivations in 4. Now 2 (<7’) is contained in 3 (<) and [ (=) : 0] <
. Hence [¥(="):@] < . Since 1 e @ < 3¥(='’) and X(<’) has no
zero divisors, it is a division ring provided that it is a ring. Let
0,0,€ 3(='); that is, I ,I], € &’. Since B contains R, and I7, it
contains L,. Since B contains E, and I;,, it contains I, = LR, + Ly L5,
Hence, I, € ©'= < N B which implies g,0,€ 3(=z'). If 6 e &’
and De o',[I,,Dl =1, e &' and X(<') is invariant under <.
Now let D, -++, D, be a basis for & over @ such that D, ---, D, is
a basis for &’ over @, r < s. By Theorem 1, B 2 End {<7, R,} and we
can write
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b=3Dji++ DR, ..,

Since we have assumed Y (<) = @. Applying Lemma 1 with B = IR,
we note that no D, with 5 > r can appear in this expression. Hence,
BcC End{<', R,}. Clearly, End {<’, R,} < B and these facts give the
desired conclusion.

THEOREM 2. Let <7 be a finite dimensional restricted Lie ring
over @ of outer derivations in 4, '=4(=z), and =z =2"). To each re-
stricted Lie subring over @, &', of <r assign the division ring 4(<=").
To each division subring E of 4 containing I" assign the restricted Lie
ring Z(E) over @ of derivations in 4. Then the correspondences
D' - M=) and E— (E) are inverses of each other; that is, &r'=
U(=2") and E = 4= (E)). Moreover, <r' is a Lie ideal over @ of
Z if and only if E = A(=2') is imvariant under <, and, in this
case, the restricted Lie ring over @ of derivations in E leaving the
elements of I' fixed is isomorphic to < |<=’.

Proof. Let <’ be a restricted Lie subring over @ of <. <’
satisfies the conditions of Theorem 1, for, in this case, 3(<’) = @, and
thus o (4(=') = =o’. Next let E be a division subring of 4 contain-
ing I and B = Ly(4). Then B is a subring of L,(4) containing E,. By
Lemma 3, B = End {<', R,} where &' = BN <. Clearly &' = < (E).
On the other hand, since B = End {<', R} = Ly(4), E = 4(<»’). Thus,
E = 4(=)E)).

If E is invariant under <, then < (E) is a Lie ideal over @ in &.
For if De &» and D' ¢ < (E), then (DD’ — D'D) = («D)D' — (xD")D =0
for all x ¢ E. Conversely, if <’ is a Lie ideal over @ in <7, then
E = 4(=»') is invariant under <. For if De <, (xD)D’' = («D")D = 0
for all x e E and D'e &’. Hence zD e 4(<')=E for all z ¢ E.
Consider the mapping D — D* the restriction of D to D*. This is clearly
a homomorphism of <7 into the Lie ring over @ of derivations in E leav-
ing the elements of fixed. Using Lemma 2, one finds that the mapping
is onto. Its kernel is &’ = o7 (E).

THEOREM 3. Let <7 be a (restricted if 4 has prime characteristic p)
Lie ring over @ of derivations in 4 and I' = A(<7). Suppose < con-
tains all imner derivations belonging to < (I'). Let E be a division
subring of 4 containing I’ and [E: ', < . If a* is an isomorphism
of E into 4 leaving the elements of I' fixed, then a* can be extended
to an inner automorphism in 4.

Proof. a* belongs to L(E, 4); hence a* can be extended to a e L (4).
L;(4) is the closure of End {<, R,} in End {4, +). Since [E:['], < oo,
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there is an F' € End {<7, R,} such that a* = F'*, where the asterick
denotes restriction to E. We can write
F=XYD{u...DiL, R, .
J kl Ics

1

where D,, ++-, D,, 0,, «++, 7,, €tec. are as in Lemma 1 with 9t = {0}. Since
Ro* —a*R,, = 0 for all x € E and s* = F'*, we have

3(Dfr e+ Disly R,y .. . wan) + terms =0
J ky kgl

kgl THuy
By Lemma 1, we obtain from a term of highest weight

x — Mza*) =0 for all x € E and for some 0 =1 e 4.

Clearly s* can be extended to the inner automorphism determined by .

The following theorem is a special case of one due to Amitsur:
Let 4 be a division ring, D a derivation in 4 and I" = 4(D). Let S be
the set of x € 4 such that

“(D"R, + DR, + -+ +R,)=0

1

where 1, =0, tty—q, oo+, 4, € 4. Then S is a vector space over I' of
dimension < n. This result is applied in the following theorem.

THEOREM 4. Let 4 be a division ring and D an outer derivation
in 4. Let k be the least integer greater than 1 such that D* is a deri-
vation. Then 4 has prime characteristic k. If k doesn’t exist, then
4 has characteristic zero.

Proof. By hypothesis and Leibniz’s rule

k

0 = R,D* — D*R, — R,x = (1>D’°‘1Rw+ cee (k k

1>DRIDK—1 .

Choose = so that R,, -+ 0: If 4 has characteristic 0, (?) =k+0. If k
exists by Lemma 1 and the Jacobson-Bourbaki Theorem, [4:7"],=x >k,
and by Amitsur’s Theorem, [4:]'], <k —1 < k. Hence, in this case,
k, can’t exist. If 4 has prime characteristic p, then since D? is a deriva-
tion, k¥ < p. Assume in this case &k < p. Then, (Ilc) =k + 0. Applying
Amitsur’s Theorem yields the fact that [4:7'], <k — 1< p. By Lemma
1 and the Jacobson-Bourbaki Theorem, [4:77], > p. This is a contradic-
tion. Hence, if some power k& > 1 of an outer derivation in 4 is a deri-
vation, then 4 must have prime characteristic p and the least power
of D greater than 1 which is a derivation is D~.
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FAITHFUL*REPRESENTATIONS OF
NORMED ALGEBRAS

BERTRAM YOOD

1. Introduction. Let B be a complex Banach algebra with an involu-
tion # — «* in which, for some k >0, ||zx* || = k||« || || 2*|| for all z
in B. Kaplansky [8, p. 403] explicitly made note of the conjecture that
all such B are symmetric. An equivalent formulation is the conjecture that
all such B are B*-algebras in an equivalent norm. In 1947 an affirmative
answer had already been provided by Arens [1] for the commutative case.
We consider in § 2 the general (non-commutative) case. It is shown that
the answer is affirmative if k& exceeds the sole real root of the equation
4f* — 2t* +-¢ — 1 = 0. This root lies between .676 and .677. In any case
these algebras are characterized spectrally as those Banach algebras with
involution for which self-adjoint elements have real spectrum and there
exists ¢ >0 such that p(h) = c||h||, h self-adjoint (where p(h) is the
spectral radius of h).

A basic question concerning a given complex Banach algebra B with an
involution is whether or not it has a faithful*-representation as operators
on a Hilbert space. In § 8 we give a necessary and sufficient condition
entirely in terms of algebraic and linear space notions in B. This is that
o(h) = 0 implies h = 0 for & self-adjoint and that B N (—R) = (0). Here
R is the set of all self-adjoint elements linearly accessible [11, p. 448] from
the set of all finite sums of elements of the form z*x. This is related to a
previous criterion of Kelley and Vaught [10] which however involves topo-
logical notions (in particular, the assumption that the involution is continu-
ous).

If B is semi-simple with minimal one-sided ideals a simpler discussion
of *-representations ( § 5) is possible even if B is incomplete. For example
if B is primitive then B has a faithful*-representation if and only if xx*=0
implies x*x = 0. The incomplete case has features not present in the
Banach algebra case. In the former case, unlike the latter, a*-representa-
tion may be discontinuous. A class of examples is provided in § 5.

2. Arens*-algebras. Let B be a complex normed algebra with an in-
volution x — x*. An involution is a conjugate linear anti-automorphism
of period two. FElements for which x = x* are called self-adjoint (s.a.)
and the set of s. a. elements is denoted by H. Let $ be a Hilbert space and

Received May 4, 1959. This research was supported by the National Science Founda-
tion, research grant NSF G 5865, and by the United States Air Force through the Office of
Scientific Research of the Air Research and Development Command under Contract No.
SAR/AF - 49(636) — 153.
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E(D) be the algebra of all bounded linear operators on . By a*-represen-
tation of B we mean a homomorphism x — T, of B into some &(9) where
T, is the adjoint of T,. A*-representation which is one-to-one is called
Jaithful.

We shall be mainly, but not exclusively, interested in the case where
B is complete (a Banach algebra). In §2 we shall assume throughout that
B is a Banach algebra with an involution x — 2.

As in [5, p. 8] we set xoy = & 4+ y — 2y and say that x is quasi-regular
with quasi-inverse ¥ if 2oy = yox = 0. The quasi-inverse of 2 is unique,
if it exists, and is denoted by a'. As, for example, in [16, p. 617] we define
the spectrum of «, sp(x), to be the set consisting of all complex numbers
X #= 0 such that A~!z is not quasi-regular, plus A = 0 provided there does
not exist a subalgebra of B with an identity element and containing x as an
invertible element. (The treatment of zero as a spectral value plays no
role below.) The spectral radius p(x) if x is defined to be sup|\| for
N € sp(x).

We say that B is an Arens*-algebra [1] if there exists k£ > 0 such that
l|a*x|| = k||x| ||x*]], xe B. As usual, we say that B is a B*-algebra if
lle*z || = |||} e B.

2.1. LEMMA. Let B an Arens*-algebra with || zx* || = k|| =|||lz* ],
x e B. Then for each s. a. element h, p(h) = k|| k|| and sp(h) is real.

That the spectrum of a s. a. element 4 is real is shown in [1, p. 273].
By use of the inequality || 2" || = k|| k*" ™" ||? as in[16, p. 626] it follows that
oh) = k||l h|]l. We shall show (Theorem 2.4) that the spectral conditions
of Lemma 2.1 imply that B is an Arens*-algebra.

2.2. LEMMA. Suppose that for each s. a. element h, p(h)=c || k|| and
sp(h) is real, where ¢ > 0. Let h be s.a., sp(h) C [—a, b] where a = 0,
b=0andlet r >0. Then

(1) [[(—=t7R) || <rift>@A —ecr)blerand t > (1 + cr)afcr,

(2) | R <rift>A —cr)aler and t > (1 + cr)bler.

Note that (2) follows from (1) as applied to the element-z. By [18,
Theorem 38.4] the involution is continuous on B. Therefore & generates a
closed*-subalgebra B,. Let 0 be the space of regular maximal ideals of
B,. Fort > asetu = (—t"'h). By [8, Theorem 4.2], u € B,. It is readily
seen that w is s. a. Since —t ™4 + u + ¢~*hu = 0 we have, for each M e I,
w(M) = (M)t + MM)). By, [8, p. 402] the spectrum of % is the same
whether computed in B or in B, so that —a < k(M) < b. Since MN/(£ + )
is an increasing function of \ we see that —a/(t — a) < w(M) < b/(t + b).
Now p(u) = sup |w(M) |, M ¢ M. Therefore, since « is s.a.,

2.1 ¢llull = p(w) = max[a/(t — a), b/t + b)] .
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From formula (2.1), ||u || < 7 if a/(t — a) < er and b/(t + b)<cr. This
yields (1).
Note that, under the given hypotheses, ¢ < 1.

2.3. LEMMA. Let x and y be quasi-regular. Then x + y is quasi-
regular tf and only if 'y’ is quasi-regular.

The formulas &'o(x + y)oy’ = 2y’ and = + y = xo(x'y’)oy yield the de-
sired result. Let r > 0. If ||2'|| <7 and ||¥']] < ! it follows from
Lemma 2.3 and [12, p. 66] that (x + y)’ exists.

Consider the situation of Lemma 2.2 and let &, bes.a., k = 1, 2 where
N = max (o(h,), o(h,)). By Lemma 2.2, [[(¢7'hy))" || <1 and || (—t7'hy)" || <1
ift >0 4+ c¢)N/ec. Then, by Lemma 2.8,

(2.2) sp(hy + hy) C [—(1 + ¢)N/e, (1 + ¢)N/c] .

Suppose next that sp(h,) < [0, ), k = 1, 2. Then || (t7*h)' || <1 if
t>Q-+c)Njcand ||[(—t7'h,) || <1ift > (1 —¢)N/c. Then by Lemma
2.8,

2.3) splhy + h,) C [—(1 — ¢)N/e, (1 + ¢)N/c] .

2.4. THEOREM. Suppose that for each s. a. element h, p(h) = c || h ||
and sp(h) is real, where ¢>0. Then B is an Arens*-algebra with ||xx*||=
Ellx| |l «*|, xe B, where k can be chosen to be c*/(1 + ¢)(1 + 2¢%.

Let x = w+4v where w and v are s. a. Then x*x = w’+v*+i(uv—ou),
ze* = v + v* + i(vu-uv) and xx* 4 x*xr = 2u® 4+ 20°. We next compare
ow?) = [o(w)]* and p(v*) with p(xx*). For this purpose we may suppose
that o(u) = p(v) for otherwise we can replace z by ix = — v + 4u. If
A # 0 then Mesp(xa*) if and only if M esp(x*x). Thus p(xe*) = p(x*x).
By (2.2), sp(xa™ + x*x) < [—(1 + c)p(za*)/c, (1 + c)o(xx*)/c]. Now 2u* =
ze* + x*x — 20°. Letr >0,t > 0. By Lemma 2.2,

2.4) | [t zxx* + o*2)]" || < 7, t > (A + er)A + c)p(xx*)/c*r .

Since sp(—2v%) C (—co, 0] and p(29%), £ p(2u*), by Lemma 2.2 we have, for
t>0,

(2.5) HE(=20))) | < r Yt > (r — e)pCu)e .

we select ¢ < r < 2¢c. For such 7, Lemma 2.3 and formulas (2.4) and (2.5)
show that [¢-(2u?)]’ existsif ¢ >max {(1+cr)(1+c)o(xx™)/cr, (r—c)p(2u?)/c} .
Now (r — ¢)/¢ < 1and sp(2u?) C [0, ). Therefore, letting r—2¢, we have

(2.6) p2u?) < (1 + 2¢)(1 + c)o(wa*)/(2c) .

On the other hand || (| = |« || + {| v || < [0(w)+ p(v)]/c = 2p(u)/c and
|| z* || =< 20(u)/c. Therefore, by (2.6),
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(2.7) Nl [l 2* [ = 4pw?)/e* = (1 + 2¢)(1 + c)o(xa¥)/c® .
But p(xxz*) < || x2*||. This together with (2.7) completes the proof.

2.5. COROLLARY. Under the hypotheses of Theorem 2.4, the norm of
the involution as an operator on B does not exceed (1 + ¢)(1 + 2¢%)/c".

In (2.7) we may replace ||z || || * || by || «* ||* and o(xx™) by ||x|| ||2*]].
This gives || 2* [| = (1 + o) (1 + 2¢") || 2 ||/c’.

We denote by P(NN) the set of x € B such that sp(x*x) [0, «)(sp(x*x)C
(— oo, 0.

2.6. LEMMA. For an Arens*-algebra B the following are equivalent.

(a) B isa B*-algebra in an equivalent norm.

(b) N =(0).

(¢) P=B.

Suppose that N = (0). Let ye B. Since the involution on B is con-
tinuous, the element y*y generates a closed*-subalgebra B,. Let I be the
space of regular maximal ideals of B,. By [1, p. 279] the commutative al-
gebra B, is *-isomorphic to C(M). Also sp(y*y) is real. Hence there exist
u, v € B, such that w(M) = sup (y*y(M), 0) and v(M) = — inf (y*y(M), 0),
MeM. Then u and v are s. a., y*y = u—v and uv = 0. As in [14, p. 281],
(yv)*(yv) = —2* so that yv = 0 by hypothesis. Then » = 0 and sp(y*y) C
[0, o).

A theorem of Gelfand and Neumark |13] asserts that if B is semi-sim-
ple, has a continuous involution, is symmetric (B = P) and has an identity
then there exists a faithful*-representation x — T, of B. This theorem is
also valid when B has no identity [4, Theorem 2.16]. In our situation, B
is semi-simple [18, Lemma 3.5] and the involution is continuous. Thus a
faithful*-representation exists. This representation is bi-continuous by
[18, Corollary 4.4].

That (a) implies (b) follows from the well-known fact that any B*-al-
gebra is symmetric [14, p. 207 and p. 281].

The equation 4t* — 2t* + ¢t — 1 = 0 has exactly one real root a. This
root a lies between”.676 and .677.

2.7. THEOREM. Suppose that for each s. a. element h, o(h) = c|| k|
and sp(h) is real, where ¢ > 0. Then there is an equivalent norm for B
wn which B is a B*-algebra if ¢ > a.

Suppose that sp(x*x)C(— o, 0]. By Lemma 2.6 it is sufficient to show
that * = 0. Suppose that x + 0. By Theorem 2.4 it is clear that x*x + 0
and p(x*x) #+ 0. Set x = w + v where u and v are s.a. As in the proof
of Theorem 2.4, xx* 4+ x*xr = 2u’+2v* and we may assume that o(u)=o(v).
Since sp(u?) C [0, =), sp(v?) < [0, o) formula 2.3 shows that sp(2u*+2v*) C
[—A — e)p2u*)]e, A1 + c)p(2u?)/c]. Let » > 0,t > 0. From Lemma 2.2,
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[—t"2u* + 2] || < rif t > (1 — er)(1 + e)p(2u?)/(c*r) and t > (1 + cr)
(1 — e)o(2u)/(c*r).

We write x*x = 2u?+2v*+(—22*). By Lemma 2.2, || [—¢ (—xx*)]'||<
r~tif t > 0 and ¢ > (r — ¢)p(x*z)/c since sp(—xx*)[0, p(x*x)]. By Lemma
2.8, (—t'x*x) exists if t >max {(1+cr)(1—c)o2u?)/c’r, (1 —cr)(1+c)o(2u?)/
c¢r, (r — c)p(x*x)/c}. Since sp(x*x) C (— oo, 0], p(x*x) cannot exceed this
maximum. Now select »,1 < 7 < 2¢ which is possible since ¢ > a. Then
(r—c)e<land 1+ c¢r)(1 —e¢) =1 —ecr)(1 + ¢). Therefore p(x*zx) <
A + er)(1 — c)o(2u?)/c*r. Letting r — 2¢ we obtain

(2.8) o) < (1 + 267)(1 — ¢) p(2u?)/2¢° .

Next we express —2u?= 2v* 4 (—ax* —ax*x). By formula (2.3),
sp(—wxa* — x*x) < [—(1 — e)o(x*x)/c, (1 + c)o(x*x)/c]. Recall that p(2v*)<
o(2u*). Repeating the above reasoning we see that for » > 0,t > 0,
(—t~*(—2u*) exists for t >max {1—cr)(1+c)o(x*x)/c*r, (L+cr)(1—c)o(x*x)/
cr, (r — c)p(2u®)/c}. But sp(—2u?) € (—,0]. Then by the argument
above we obtain

(2.9) o02u*) =< (1 + 2¢)(1 — c)p(x*x)/2c¢ .

From formulas (2.8) and (2.9) we see that (1 + 2¢*)(1 —¢) = 2¢° or
4¢®* — 2¢® + ¢ — 1 £ 0. This gives ¢ < a which is impossible by hypothesis.

Thus if ¢ > a we have N=(0). We subsequently show (Corollary 2.11)
that, in any case, N and P are closed in an Arens*-algebra B.

Following Rickart [16, p. 625] we say that B is an A*-algebra if there
exists in B an auxiliary normed-algebra norm | z | (B need not be complete
it this norm) such that, for some ¢ > 0, |2*x | =c | z [*. He raises the ques-
tion of whether every A*-algebra has a faithful*-representation.

2.8. COROLLARY. An A*-algebra B where |z*x|=c|z |’ ve B, in
the auxiliary norm has a faithful*-representation if ¢ > a.

Observe that |2* ||z | = ¢ |2 |*so that |#* | < ¢ |« |, € B. Thus the
involution on B is continuous in the topology provided by the norm |z |.
Let B, be the completion of B in the norm |z |. We extend the function
| & | from B to B, by continuity. Likewise the involution 2 — z* can be ex-
tended by continuity to provide a continuous involution y — y* on B,. We
then have |y*y | =c¢|y >, ye B,. Asin [16, p. 626] we obtain p(h) =c|h |
for h s. a. in B, where p(h) is the spectral radius computed for % as an ele-
ment of the Banach algebra By, p(k) = lim | " [V». Also |y*y| = ¢* | y*| |y,
y € By, so that B, is an Arens*-algebra. Hence, by Lemma 2.1, the spect-
rum of each s. a. element of B, is real. By Theorem 2.7, B, is a B*-algebra
in an equivalent norm. Therefore B has the desired faithful*-representa-
tion.

We have no information on the truth or falsity of Theorem 2.7 for c<a.
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To prove Theorem 2.7 without restriction on the size of ¢ one can assume
without loss of generality that B has an identity. For suppose that B has
no identity, ||z*x || = k|| «*|| ||z ||, ze B. Adjoin an identity e¢ to B to
form the algebra B, with the norm defined in B, by the rule

Ixe + 2|l = sup |Iry + 2yl .
s

Then B, is a Banach algebra with the involution (\e + %)* = xe + 2*[1, p.
275]. By changing in minor ways arguments in [14, p. 207] we see that B,
is an Arens*-algebra. There is a constant K such that || 2* || < K ||z ||,
xe B. Choose 0 < r < 1. Given e + 2 € B, there existsye B, ||y ||=1,
such that

rlixe +z|P <[z +ayl|=< KOy +29)* || |+ 2yl
= Kk [ y*(ve + 2)* (e + )y ||
< Kk || (ve + 2)(Ne + 2) || -

Then
1O + 2y (e + 2) || Z B K2 xe + & [P = (K% | xe + || || (e + )|

We use this fact later.

Some results on spectral theory in Arens*-algebras were obtained by
Newburgh [15]. In a B*-algebra p(x) is a continuous function on the set
H of s.a. elements since p(k) = ||k ||, he H. This property holds for all
Arens*-algebras.

2.9. THEOREM. In any Arens*-algebra, p(x)is a continuous function
on H.

We assume that po(h) = ¢ || k|| and sp(h) is real, hc H. We shall use
the following principle [12, p. 67]. If % exists and ||z||< @ + ||¥ )"
then (y - 2)’ exists.

Let he H,h + 0. Select t > p(h) and set w = (t7'h)’. We proceed as
in the proof of Lemma 2.2. Let B, be the closed*-subalgebra generated by
h and let I be its space of regular maximal ideals. Then we B,. Since
t~'hou = 0 we obtain, for each Me W, u(M) = h(M)/(M(M)—t). Since
AL — t) is a decreasing function of X, sup | w(M)| can be majorized by
o(h)/(t—0(h)). Then (1+[ull)™ =1+ p(w)) = e(t — p(k)) (et + (1 — e)o()) =
a(t), say.

Therefore t~'h + t~'h, is quasi-regular if || t'%, || < a(t) or if

(2.10) ct* — clo(h) + [ b, It — (L — ©)o(h) [ B || >0 .

We apply this to h,e H, || h, || < p(h). The larger zero d of the left hand
side of (2.10) is given by
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(2.11)  2d = p(h) + || e || + [(o(R) — [ A |1)* + 4e™*0(R) || By T2 .

The radical term of (2.11) is majorized by o(h)—|| ;|| +2(c~*o(h)||k,||)"*. Hence
d = ph) + (c7'o(R) [|])*. Thus t & sp(h + hy) if ¢ > p(k)+(c7*0(R) ||h,]])">.
Likewise t & sp(—h — h,) under the same condition. This shows that

(2.12) oh + k) < p(k) + (c7 o) || A |}
provided &, e H and || &, || < p(h).
Note that o(h + k) = ¢||h + bl Z c ([ R]] — ||k |)) = c(o(h) — || 2y ]]).

Therefore if ||k, || < c(o(h) — || k. ||) or equivalently if || &, || <ecp(h)/(1+c)
we have || h, || < o(h + k). We may then apply the above analysis to the
pair of s.a. elements (b + &,), —h,, to obtain (if || &, || < cp(R)/(1 + ¢))

(2.13) o(h) = p(hy + h) + (¢7'0(h + k) || B[

From (2.12), p(h + k) < [¢™* + 1]p(h). Inserting this estimate in the
radical term of (2.18) we obtain

(2.14) ph) = o(h + k) + (7t + )7 (o(h) || By [)"*
Combining (2.12) and (2.14) we obtain

| o(h + hy) — p(h) | < [(c™ + ¢=)p(h) || By [T

provided || &, || < co(R)/(1 + ¢).

This show that p(x) is continuous on H at x = k. Clearly we have con-
tinuity on H at © = 0.

For 2 s.a. in an Arens*-algebra let [a(x), b(x)] be the smallest closed
interval containing sp(x).

2.10. COROLLARY. For an Arens*-algebra B, a(x) and b(x) are con-
tinuous functions of x on H,

As remarks above indicate, there is no loss of generality in supposing
that B has an identity e. Let & be s.a. Choose A >0 such that sp(re+h)C
[1, o). Let h, — h, where each &, is s.a., and choose 0 < ¢ < 1. We have
o(xe + k) = b(re + k) =\ + b(k). By the ‘‘spectral continuity theorem”
(see e.g. [15, Theorem 1]) for all » sufficiently large sp(he + k,) C
(1—¢, b(re+h)+e). Also for all » sufficiently large |o(Ae+h,)—p(re+h)| <e
by Theorem 2.9. Since, for such =, sp(\e + k,) < (0, o), then N + b(h,) =
o(xe + h,) =\ + b(h). Therefore b(h,) — b(h). A similar argument shows
that a(h,) — a(h).

2.11. COROLLARY. For an Arens*-algebra B, N and P are closed
sets.

This follows directly from the continuity of the involution on B and
Corollary 2.10. Likewise the set H* of all s.a. elements whose spectrum is
non-negative is closed.
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3. Faithful®-representations. Let B be a Banach algebra with an in-
volution £ — x*. Our aim here is to give necessary and sufficient conditions
for B to possess a faithful*-representation. Our criterion (Theorem 3.4) is
in terms of algebraic and linear space properties of B. A criterion of Kel-
ley and Vaught [10] is largely topological in nature. To discuss this we
first prove a simple lemma. We adopt the following notation. Let R, be
the collection of all finite sums of elements of B of the form x*x. Let R =
{x € H| there exists ye R, such that ty + (1 —t)x e R,, 0 <t < 1}. In the
notation of Klee [11, p. 448], R = lin R, (computed in the real linear space
H, the union in H of R, and the points of H linearly accessible from R,).
Let P be the closure in B of R,. If B has an identity e and the involution
is continuous then H is closed, e is an interior point of R, [10] and R = P
[11, p. 448]. If B has no identity or if the involution is not assumed conti-
nuous we see no relation, in general, between R and P other than K C P.

3.1. LEMMA. Suppose that B has a continuous involution x — x*
and an identity e. Then there is an equivalent Bamnach algebra norm
||, where || «* |l, = || |, e B, and || e ||, = 1.

We first introduce an equivalent norm || # ||, in which ||z*|, = || 2 ||,
xz € B, by setting || 2 ||, = max ()| z ||, || «* ||). Let L,(R,) be the operator on
B defined by left (right) multiplicaton by z; L.(y)=xy and R,(y)=yx. Let
I| L, || be the norm of L, as an operator on B where the norm || y ||, is used
for B. || R,|| is defined in the same way. We set ||« ||, = max (|| L, ||,
I|R.])). Then ||z +yl,=|l«l+|lyl,and |[[2y|,<|l«],|ly], Clearly
@], < [j@ll,. Moreover ||L,| = «|lllell, and the norms ||, and

Il ||, are equivalent. Trivially ||e||, =1. Also

| Lo |} = sup i 2*Y [l = Hglllloglll y el =l Rl .

Then [| 2* ||, = max (|| L. ||, || Bz |) = max (|| L, ||, [| R, I} = [| 2 ||,
In view of Lemma 3.1 the result [10, p. 51] of Kelley and Vaught in
question may be expressed as follows.

3.2. THEOREM. Let B be a Banach algebra with an identity and an
involution x — x*. Then B has a faithful*-representation if and only if ™
18 continuous and P N (—P) = (0).

As it stands this criterion breaks down if B has no identity. For let
B = (([0, 1]) with the usual involution x — x* and norm. Let B, be the
algebra obtained from B by keeping the norm and involution but defining
all products to be zero. Then* is still continuous and PN (—P) = (0). But
B, has no faithful*-representation, for otherwise B, would be semi-simple
[16, p. 626].

As in [4] we call the involution x—x* in B regular if, for k s.a., p(h)=0
implies 2 = 0. By [4, Lemma 2.15]. * is regular if and only if every
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maximal commutative *-subalgebra of B is semi-simple. Also every maxi-
mal commutative*-subalgebra of B is closed [4, Lemma 2.13].

By a positive linear functional f on B we mean a linear functional
such that f(z*x) = 0, x e B. The functional f is not assumed to be conti-
nuous. If B has an identity then [13, p. 115], f (k) is real for h s.a. and
f(x*) = f(x¥). Trivial examples show this to be false, in general. However,
from the positivity of f, f(x*y) and f(y*x) are complex conjugates which is
the fact really needed for the introduction of the inner product in Theorem
3.4.

3.3 LEMMA. Let the involution on B be regular. Then
(1) a positive linear f satisfies the inequalities

(3.1) f*hy) = fy*y) ||k |l,ye B,he H,
(3.2) fy*e*ey) < f(y*y) | x*2 (|, 2, ye B,

(2) uf Bhasan identity e, any he H, ||e—h|| < 1 has a s.a. square
root and, moreover, any positive linear functional is continuous on H.

Suppose first that B has an identity e, ||e — k|| <1, & s.a. In the
course of the proof of [4, Theorem 2.16] it was shown that % has a s.a. square
root. Next do not assume that B has an identity. Let B, be the Banach
algebra obtained by adjoining an identity e to B. Consider the power
series (1 — ¢)* =1 — t/2 — t*/8..-. Lethe B,hs.a.and || k|| <1. Then
the expansion —Ah/2 — h*8—-.. converges to an element ze B. Let B, be
a maximal abelian*-subalgebra of B containing k. As noted above, B, is a
semi-simple Banach algebra. The involution is continuous on B, ([16, Corol-
lary 6.8]). Therefore z is s.a. Also (¢ +2)>=¢ — h. Let ye Band set
k =y + 2y. Then k*k = (y* + y*2)(y + 2y) = y*(e + 2)'y = y*y — y*hy.
For any positive linear functional f on B, f(k*k) = 0 which yields (3.1).
Formula (3.2) is a special case.

Suppose that B has an identity e. If we set ¥ = e in (3.1) we obtain
|f(R)| < f(e) || h || which shows that f is continuous on H.

3.4. THEOREM. B has a faithful*-representation if and only if* is
regular and R N (—R) = (0).

Suppose that B has a faithful*-representation £ — T, as operators on
a Hilbert space . Let % be s.a. and po(k) = 0. Then o(T,) =0. As T, is
a s.a. operator on a Hilbert space, T, = 0 and therefore » = 0. Thus the
involution is regular. Let x € RN(—R) and let f be a positive linear func-
tional on B. Then clearly f(y) = 0, y € R,. From the definition of R there
exists y e R, such that {f(y) + (1 — ¢)f(x) = 0,0 <t < 1. It follows that
Sf(®) = 0 and hence f(x) =0. Let £e€¢ 9 and set f(x) = (T, &. Then
(T.£ & =0 forall £e . Since T, is a s.a. operator we see that T, =0 and
x=0.
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Suppose now that* is regularand R N (—R) = (0). We show first that
the regularity of the involution makes available a general representation
procedure of Gelfand and Neumark [13].

Let f be a positive linear functional on B. Let I, = {z|f(x*x) = 0}. I,
is a left ideal of B. Let 7 be the natural homomorphism of B onto B/I,.
Since f(x*y) = f(y*x), ;= B/I, is a pre-Hilbert space if we define (m(x),
w(y)) = f(y*x). As in [13, p. 120] we associate with y € B an operator A]
on 9 defined by AJ[n(x)] = m(yx). Formula (3.2) yields

(3-3) | A7 [z@)] P = f(@*y*ye) < || y*y || || =(@) || .

Thus A7 is a bounded operator with norm not exceeding || y*y ||'*. It may
then be extended to T}, a bounded operator on the completion 9, of H;.
The mapping & — T, is a *-representation of B with kernel {ye B|yx e I,,
for all xe B} = K. Note that K* = K.

Now take the direct sum $ of the Hilbert spaces $” as f ranges over
all positive linear functionals on B ([13, p. 95]). Since || T7|| =< || y™y |['*
by (8.8) and this estimate is independent of f, the direct sum ([13, p. 113])
x — T, of the representations © — T yields a*-representation of B as
bounded operators on $ with kernel {ye B|yxe NI, forallzeB}. If B
has an identity, the kernel is the reducing ideal of B ([13, p. 130]), namely
nli,.

Supppose first that B has an identity e. The set R, has the property
that z,y ¢ R, N, £ =0 imply Mz + py € R,. By Lemma 3.3, R, D
{xeH|||le —«x]|| <1}. Thus e is an interior point of B,. By the theory
of convex sets in normed linear spaces, R is the closure in H of R, and
R is a closed cone in H ([11, p. 448]).

Let f be a positive linear functional on B. By Lemma 3.2, f is con-
tinuous on H. Also f(w) =0, we R. Let H’ be the conjugate space of H
and G = {ge H' | g(w) = 0, we R}. It is easy to see ([10, p. 48]) that G,
the dual cone of R, is the set of linear functionals on H which are the
restrictions to H of positive linear functional on B. There is no loss
generality in assuming that [|e|| = 1. Let xe H. By [10, Lemma 1.3],
dist (—w, R)=sup {g(2) | g € G, g(e) < 1}.

We show that RN (—R)=HnN(NI;). LetyeH,ye NI;. Forany
fixed f, T} = 0 and (T}, &) =0, £€ H,;. Then (n(yx), m(x)) = 0 forallze B
in the notation used above. Therefore f(z*yx) = 0, xe B. Setting z =e¢
we see that f(y) = 0. Then by the distance formula, —ye R. Likewise
ye R. Suppose conversely that ye R N (—R). It is easy to see that for
each ze B, 2*RzC R,. Therefore z*Rzc R. Hence 2*yze RN(—R),z¢€ B.
From the distance formula, sup {f(z*yz)|f positive, f(e) =1} = 0=
sup {f(—z*yz) | f positive, f(e) < 1}. Hence f(2*yz) =0 for each positive
linear functional. Then (7T'J7(z), 7(2)) = 0 for all z whence 7'} = 0. There-
fore T, =0and ye HN (N I,).
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This proves the theorem in case B has an identity. Suppose that B
has no identity. Let B, be the algebra obtained by adjoining an identity e
to B. We extend the involution to B, by setting (\e + #)* = \e + 2*. The
involution on B, is regular [4, Lemma 2.14]. Let R} and R’ be the sets
R, and R respectively computed for the algebra B,. By the above it is suf-
ficient to show that R N (—R) = (0) implies B’ N (—R’) = (0). Suppose
that R N (—R) = (0).

Let x, ye B. Then y*(e + x)*(\e + )y = (\y + xy)*(O\y + xy). This
shows that y*R}y c R, which implies y*R’'y — R. Note also that B is semi-
simple [18, Lemma 3.5] which implies that zB = (0), or Bz = (0), z€ B, can
hold only for z = 0.

Suppose that xe + x€ R’ N (—R') where xe€ B and \ is a scalar. We
derive a contradiction from \ # 0. For every ye B, y*(e+2)ye RN(—R).
Setting = —x/A» we have y*(e—u)y = 0 or y*y = y*uy for all ye B. Then

(3.4) h* = huh, k s.a.

Let h, and h, be s.a. Then (k, + h,)* = (k; + hy)u(h, + h;). From (3.4) we
obtain

(3.5) Ry -+ o, = hoh, + hah, .
Also (hy — ihy)(hy + Ghy) = (hy — ihy)u(hy + ihy) From (3.4) we get
(3.6) oy — Ry = hoih, — houh,

From (3.5) and (3.6) we see that h,h, = h,uh,. Consequently for &, s.a., k=
1, 2, 3, 4, we see that (h, + th,) (ks + ih,) = (b, + th)u(h; + th,). In other
words

3.7 2w = zuw, 2, wWeB .

From (3.7) (z — zu)w = 0 for all we B so that z = zu for each z. Hence u
is a right identity for B. Likewise from z(w — uw) =0 for allze B we see
that  is an identity for B. But this is impossible since we are considering
the case where B has no identity.

We now have x€ R’ N (—R’). Then y*xy = 0 for all ye B. Therefore
hxh = 0, hs.a. Also for h, s.a., k=1,2, (h, + h)2(h, + h,) =0 so that
hyeh, + hah, = 0. Also (h, — th,)x(h, + 1h,) = 0 so that hxh, — h,xh, = 0.
Therefore h,xh, = 0. It follows that zxw = 0 for all z, we B. This implies
that x = 0 and completes the proof.

4. Preliminary ring theory. Let R be a semi-simple ring with mini-
mal one-sided ideals. For a subset A of R let ¥(4) = {xe R|xA =(0)} and
R(A)={xe R| Ax=(0)}. Consider a two-sided I of R. If xe R(I),ye R,
ze I then zye I, 2(yx)=0 so that R(I) is a two-sided ideal of R. Therefore
R(I)I is an ideal. But [R(I)I]* = (0). Thus, by semi-simplicity, R(1)I =(0)
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and N(I) c (). Likewise we have £(I) c R(I) and thus R(I) = L(I).
Let S be the socle [5, p. 64] of B. This is the algebraic sum of the minimal
left (right) ideals of R. Sis a two-sided ideal. Therefore £(S) = R(S).
This set we denote by S+. Note that S N S+ = (0).

We call an idempotent ¢ of R a minimal idempotent if e R is a minimal
right ideal.

4.1. LEMMA. (a) Let I bea left (right) ideal of R, I # (0). Then
I contains no minimal left (right) ideal of R if and only of I  S*t.

(b) RS+ is semi-simple. If S, is the socle of R/S* then St = (0).

Let I = (0) be a left ideal of B. Suppose that I c S+. Then I cannot
contain a minamal left ideal J of R for any such J would be contained in
S N S*. Next suppose that I ¢ S+. We must show that I contains a
minimal left ideal of R. There exists a minimal idempotent ¢ such that e
I + (0). Choose %€ I such that ew # 0. By semi-simplicity and the mini-
mality of eR, eR = euR. Thus there exists ze R such that euz = e. Since
(euz)® = e, we have 5 + 0 where ;7 = zeu. Note that 52 =75. As uel we
have Bj < I. To see that Rj is the desired minimal ideal it is sufficient to
see that jRj is a division ring [5, p. 65].

Note that jz = zeuz = ze + 0. Then Rze = Re so that there exists
v e R where vze = e. Then vj = vzeu = eu and vjz = e.

We assert that jx,j = jx,7 if and only if eux,ze = eux,ze. - For if ja,j=
jx,7, multiply on the left by v and on the right by z and use the relations
v] = eu and jz = ze. If euxze = eux,ze multiply on the left by z and on
the right by % and use zeu = j.

Therefore the mapping 7 :7(jxj) = euxze is a well-defined one-to-one
mapping of jRj into eRe. The mapping is onto. For let ewe e eRe. Then
ewe = euzwvze = t(jzwvj). t is clearly additive. But also r[(jx7)(j¥5)]=
(JxJyJ) = euxjyze = (euxze)(euyze) = t(Jx5)r(jyj). Therefore 7 is a ring
isomorphism of jRj onto eRe. Since eRe is a division ring so is jRj.

Let J be the radical of R/S* and 7 be the natural homomorphism of R
onto R/S*. Suppose that J # 0. Then z7%(J) D S+ and 77*(J) + S*. By
(a), 7-%(J) contains a minimal idempotent e of B. We then have w(e)e J,
7(e) #+ 0. This is impossible since the radical of a ring contains no non-zero
idempotents.

Let S, be the socle of R/S* and e be a minimal idempotent of .R.
Clearly n(e) #+ 0 and 7 is one-to-one on eRe. Then m(e)n(R)n(e) is a division
ring so that, since R/S* is semi-simple, 7(¢)e S,. Let m(x)e S;. Then
m(ex) = 0 so that exe S* N S = (0). Hence xe S+ and n(x) = 0.

The following result is due to Rickart [17, Lemma 2.1.]:

4.2. LEMMA. Let A be any ring. Let x — x* be a mapping of A onto
A such that ** = z, (xy)* = y*z* and xx* = 0 implies x = 0. Then any
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mainimal right (left) ideal I of A can be written in the form [=eA(I=Ae)
where ¢ = ¢ #+ 0, ¢* = e.

We improve this result by relaxing the conditions on x — «* but at the
expense of assuming the ring to be semi-simple.

4.3. LEMMA. Let R be semi-simple with minimal one-sided ideals.
Let x — x* be a mapping of R onto R satisfying «** = x and (xy)*=y*z*.
Then the following statements are equivalent.

(1) Every mintmal right ideal is generated by a s.a. idempotent.

(2) Every minimal left ideal is generated by a s.a. idempotent.

(8) Jji* # 0 for each minimal idempotent j of R.

(4) zx* =0 implies xe S+

We say that the idempotent e is s.a. if e* = e. Note that x — x™* is
one-to-one and 0*=0. As a preliminary we show that j* is a minimal idem-
potent if j* is a minimal idempotent. The ideal I = jR is a minimal
right ideal. Then I'* = Rj* is a left ideal = (0). Suppose I* D K + (0),
I* = K where K is a left ideal of R. By semi-simplicity there exists
xz € K such that 2® + 0. Then I'* D Rx # (0), I* #+ Rx. This implies that
I>x*R # (0), I + x*R. This is impossible. Therefore I* is a minimal
left ideal and j* is a minimal idempotent. It is clear from this argument
that (1) and (2) imply each other.

Assume (1). Let j be a minimal idempotent, I = Rj a minimal left
ideal. We can write I = Re where ¢ is a s.a. idempotent. Then for some
ve R, vj =e. Bute = ee* = vjj*v. Therefore j5* + 0. Thus (1) implies
(3).

Assume (3). Suppose that zx* = 0,2 + 0. Let I = Rx. Then I+(0).
Suppose that I contains a minimal left ideal Rj of R where j is a mini-
mal idempotent. We can write j = yx, y€ B. Then 0 + jj* = yxx*y*=0.
This shows that I contains no minimal left ideal of R. By Lemma 4.1,
I < St. Then for any minimal idempotent e, 0 = e(ex) and x € S+. Thus
(3) implies (4).

Assume (4). If 7 is a minimal idempotent and jj* = 0 then je S-*.
ButjeSand SN S+ = (0). This shows that (4) implies (3).

Assume (3). Let j be a minimal idempotent, I = jR. Since jj* # 0,
J7*R = I. There exists u€ R, j7*u = 7. As noted above 7* is a minimal
idempotent. By (3), 0 # 5*7. Then 0 = (u*j7*)(45*u) = w*(j5*)*u. There-
fore (j5*)* + 0. Set h = j5*. Since Iis minimal, I = AI. As in the proof
of [17, Lemma 2.1] there exists u € I such that ~ = hu. Set e = uu*. As
in that proof, ¢ is a s.a. idempotent and it remains only to check that e =0
to obtain (2) from (3). If e = 0 then 0 = uu* = huu*h = h* which is impos-
sible.

5. Normed algebras with minimal ideals. We are concerned here
with*-representations of semi-simple normed algebras B with an involution
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where B has minimal one-sided ideals. B may be incomplete.

5.1. LEMMA. Let B be a complex semi-simple normed algebra with
mintmal one-sided ideals. Let e, e, be minimal idempotents of B. Then
the following statements are equivalent.

(1) e.Be, =+ (0).

(2) eBe #(0),

(8) e.Be, is one-dimensional.

(4) e,Be, is one-dimensional.

Suppose (1). There exists u € B, e;ue, + 0. Since e,ue,B = ¢,B, there
exists v e B where e;ue,v = e;. Then e,ve, + 0 and (1) implies (2). Let E=
{neyve, | » complex}. Clearly e,Be, D E. Let exe, € ¢,Be,. Then e,re, =
e.x(eme,ve,) = (exeue,)e,ve, a scalar multiple of ¢, by the Gelfand-Mazur
Theorem. Thus (1) implies (4). The remainder of the argument is trivial.

For the remainder of § 5, B denotes a semi-simple complex normed al-
gebra with an involution and with minimal one-sided ideals.

5.2. THEOREM. The following statements concerning B are equiva-
lent. .

(1) Every minimal one-sided ideal is generated by a s.a. idempotent.

(2) There exists a*-representation with kernel S+*.

(3) There exists a*representation with kernel contained in S*t.

(4) 7 — 3* is quasi-regular for every minimal idempotent j.

(5) JBj* + (0) for every minimal idempotent j and xx* = 0 implies

x*reSt, xeB.

Suppose that (1) holds. Let @ be the set of all s.a. minimal idempotents of
Band let je Q. By the Gelfand-Mazur Theorem, jBj = {\j | A complex]}.
Suppose jx*xj = \j. Taking adjoints, » = X so \ is real. We show that

je*xj = — 7 is impossible. For suppose jx*xj = —j7. Now jxj = aj for
some scalar a = a + bi, where a, b are real. Set ¢ = a + (2’ + 1)"%.. By
the use of jxz*xj = —j one obtains (j2* — ¢j)(jz* — ¢j)* = 0. From Lem-

ma 4.3 we have jx* — ¢j = 0. Then (@ — »1)j = jx*7 = ¢j. It follows that
¢ =¢qand b =0. This is impossible.

For j € @ we define the functional f,(x) on B by the rule f,(x)j = jj.
By the above, f(x*x) =0, x€ B, x e B and f,(&*) = f,(x). The functional
f; is a positive linear functional on B and is continuous on B.

The following inequality of Kaplansky [9, p. 55] is then available.

(5.1) FyFatay) < v(a*2) f(y*y), 2, ye B,

where v(x*x) = lim || (*x)* ||"*. Let I, = {x|fi(x*x) = 0}. Let m be the
natural homomorphism of B onto B/I,. The definition (n(x), 7#(y)) = f{(y* %)
makes B/I, a pre-Hilbert space. Let ©, be its completion. See the discus-
sion of the Gelfand-Neumark procedure in § 3. To each y € B we correspond
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the operator A] defined by A4} [7(x)] = n(yx). Then
| A7 [z(@)] || = fi(x*y*yz) = v(y*y) || 7(z) ||

by (5.1). Thus A] can be extended to a bounded linear operator T} on D,,
and the mapping y — T'} is a*-representation of B.

Since || T7 || £ v(y*y)'* and the estimate is independent of j € @ we can
take the direct sum $ of the Hilbert spaces 9,, j € Q and the direct sum x—
T, of the representations x — 7. This gives a*-representation of B with
kernel K where

K= {xeB|xye N1, forallye B} .
jeQ

We show that K = S+,

It is clear that S* = S and therefore (S*)* = S*. Using this and
Lemma 4.3 we obtain the following chain of equivalences: xeN I,—jx*xj =
0,alljeQ—jax*e St alljeQ@—jr*=0,allje @ —-a*e St —xeS*
Therefore NI, = SL. Thus K= {x|xye S+, all yeB}. If xe K then
zjeS+* N S=(0) for all jeQ and xe S+, Clearly S* < K. Therefore
K = S*. Hence (1) implies (2). Clearly (2) implies (3).

Assume (3) and let @ be a*-representation whose kernel < S+. Let j
be a minimal idempotent of B. Let A be the subalgebra of B generated by
jand 5*. By the Gelfand-Mazur Theorem, jj*j = A\j for some scalar .
Thus A is the linear space spanned by 7, 7%, 57* and 7*j. A is finite-dimen-
sional and A ¢ S. Since SN S+ = (0), ¢ is one-to-one on A. Note that
A = A*., Let E be the B*-algebra obtained by taking the closure in the
operator algebra on the appropriate Hilbert space of ¢(B). Clearly ¢(A4) is
a closed*-subalgebra of . The element ¢(j — j*) is a skew element of K
and therefore quasi-regular in E. By [8, Theorem 4.2] its quasi-inverse in
E already lies in ¢(A4). As @ is one-to-oneon A4, j — j* has a quasi-inverse
in A. Thus (3) implies (4).

Assume (4). Let 7 be a minimal idempotent of B. There exists ue B
such that 7 — 7* +u — (j — 7%)u = 0. If j7* = 0 then left multiplication
by j gives j = 0 which is impossible. Therefore 75* + 0. By Lemma 4.3,
we see that (4) implies (1). Clearly (1) implies (5) by Lemma 4.3. Assume
(5). Let j be a minimal idempotent of B. If 5%/ = 0 then 0 = x*j*jx =
(Jx)*(jx). Also jzx*s*e S+ NS = (0) for all ze B. Since jBj* + (0), jBj*
is one-dimensional by Lemma 5.1. Hence there exists w + 0 in B and a
linear functional f(x) on B such that jzj* = f(x)u. Then f(zx*) =0 for
all e B. Expanding 0 = f[(z + »)(® + v)*] = fl(x + ) (x + y)*] we see
that f(xy*) = 0 for all 2, ye B. Hence f vanishes on B Take any z¢ B.
We have f(j2)=0 or jzj*=0. Thus jBj*=(0) which is impossible. There-
fore 7*j #+ 0. By Lemma 4.3, (5) implies (1).

Algebras to which Theorem 5.2 can be applied most easily are those for
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which S+ = (0). Examples are semi-simple annihilator algebras studied by
Bonsall and Goldie [3] and primitive algebras (Corollary 5.4).

5.3. COROLLARY. If B is an Arens*-algebra with non-zero socle then
Nc S+,

Let x,€ N, sp (x,25) < (— oo, 0]. Then we can write x,x = —h* where .
his s.a. The ideal S is closed and self-adjoint. Let m be the natural
homomorphism of B onto B/S+. An involution can be defined in B/S+ by
the rule [7(x)]* = w(x*). Since B is semi-simple, B/S+ has non-zero socle.
Let 7(x) be a minimal idempotent of B/S+. Then [n(x)]*—7(x) = n(x*—x)
is quasi-regular in B/S! since x* — x is quasi-regular in B. By Theorem
5.2 and Lemma 4.1, B/S* has a faithful*-representation. Then, by Theo-
rem 3.4, n(x,x¥) = 0 = w(h?). Therefore x5 e S+ and (jx,)(jx,)* = 0 for
each minimal idempotent j of B. Therefore jx,=0 for all such j and 2, S+*.

We call the involution & — z* proper if xx*=0 implies x =0. We call
the involution quasi-proper if xx* = 0 implies x*x = 0. Not every involu-
tion is quasi-proper. For example let B be all 2 x 2 matrices with the in-

volution defined by
I
¢ d) \-v d)’

To see that this is not quasi-proper choose x as

(o )
0 0/

Every proper involution is quasi-proper but the converse is false. Con-
sider, for example B = C([0, 1]) and set *(t) = x(1 — t).

5.4. COROLLARY. Let B be primitive with non-zero socle. Then the
following statements are equivalent.

(1) The involution™ is proper.

(2) The involution™ is quasi-proper.

(3) There exists a faithful*-representation of B.

Suppose that S+ == (0). Then by [5, p. 75], S < S+. Since SNS+=(0)
this is impossible. Therefore S+ = (0). Assume (2). Let 7 be a minimal
idempotent of B. Then jBj* + (0) (see the prooof of [16, Theorem 4.4])
and, consequently (5) of Theorem 5.2 is satisfied. Then by Theorem 5.2,
(2) implies (3); the remainder of the proof is obvious.

The equivalence of (1) and (3) was noted by Rickart [17, Theorem 3.5].
By Lemma 4.3 and Theorem 5.2 this equivalence of (1) and (3) holds for any
B for which S+ = (0).

If Bis complete the following statements hold. (1) Any*-representa-
tion of B is continuous [16, Theorem 6.2]. (2) If B has a faithful*-repre-
sentation then the involution is continuous [16, Lemma 5.3]. We show that
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both these statements can be false for B incomplete. Our discussion is
based on work of Kakutani and Mackey [6, p. 56] (see also [7] for the com-
plex case). Let X be an infinite-dimensional complex Hilbert space, (x, )=
[l |]. Let ||| « ||| be any other norm on ¥ such that |||z||| < ||z ||, x € X. Let
%, = {ye%|(«, y) is continuous on X in the norm |||z|||} and endow %X, with
‘the norm |||« |||. Then [6, p. 56] a linear functional f(x) on X, has the form
Sf(@)=(x, ¥). Moreover X, is dense in ¥ in both norms. If there exists ¢>0
such that ||z || < ¢ ||| 2 |||, # € ¥, then ¥ = %, and %, is complete.

Let G(%,) be the normed algebra of all bounded linear operators on X,.
As shown in [6, p. 56], (%)) has an involution T — T* where (T(x), ¥) =
(x, T*(y)), x, ye X,. In these terms we show the following.

5.5. THEOREM. The following statements are equivalent.

(1) %, 4s complete.

(2) The involution in E(X,) is continuous.

(8) The faithful*-representation of Theorem 5.2 for X)) is conti-
nUOUS.

As already noted (1) implies (2) and (3). Assume (2) and let M be the
norm of the involution. By [2] any minimal idempotent of &(%,) is one-
dimensional and the operator J defined by the rule J(x) = (x, u)u where
(u, u) = 1 is a minimal idempotent. Since (J(x), ¥)= (x, u)(u, y)=(x, J(¥))
we have J=J*. The functional f defined by f(U)J = JUJ is a continuous
positive linear functional on E(%,). For z e %, define the operator W, by the
rule W, (x) = (2, w)2. Then we can write the norm of W, as C||| z||| where
C is independent of z. A simple computation gives JWFW,J = (2, 2)J. By
formula (5.1), where || U || denotes the norm in &(%,),

Nz|f= (2 s u(WIW)< | WrW, || < CM|l|z]]].

This shows that %, is complete.

Assume (8) and let N be the norm of the faithful*-representation. Let
I, ={Ue@&X) | f(U*U)=0}, & be the natural homomorphism of &(X,) onto
C(%,)/I;, and (&, 1), be the inner product for the pre-Hilbert space €(X,)/1,.
Let V' — T/ be the partial*-representation induced by f. Its norm cannot
exceed N. Now (z(J), n(J)); =1 and

N UIP 2 1 T4mD P = (UJ, UJ), = f(JU*UT) = f(U*U) .

Applying this formula to U = W, we obtain N*C* ||| 2 |||* = (7, ) and again
%, is complete.

A specific example is suggested in [6, p. 57]. Let X =1, ||| {z.} ||| =
sup | %, ]. An easy computation gives ¥, = [* N I* in the sup norm. Here
the involution and*-representation are therefore not continuous.

6. Involutions on &(9). Let © be a Hilbert space and &($) the B*-



362 BERTRAM YOOD

algebra of all bounded linear operators on . We determine in Theorem 6.2
all the involutions on &(9) for which there are faithful adjoint-preserving
representations.

6.1. LEMMA. Let! be any involution on &(9). Then there exists an
imvertible s.a. element U in G(D) such that T* = U-T*U for all Te &().
Conversely any such mapping is an involution.

The mapping T — T#, T'e G(9), is an automorphism of &(9). Thus
there exists Ve &(D) where T = VI'V-, Te E®). Set U= V*. Then
T*=U-T*U. Since T¥#=T,T = (U'T*U) = UU*T(U*)-*U. Thus
U-'U* lies in the center of &(9). Consequently U = AU* for some scalar
\. Since U*U = | M |*U*U we see that |\| = 1. Set v = exp (¢6) and W=
exp(—1i0/2)U. Then W* = Wand T* = W'T*W, T € §(9). The remain-
ing statement is easily verified.

6.2. THEOREM. An involution T — T* on G(D) is proper if and only
if it can be expressed in the form T* = U-*T*U, Ue &) where U is s.a.
and sp(U) c (0, ).

If T— T*is a proper involution then (see [7]) an inner product can be
defined in © in terms of which 7% is the adjoint of 7. Hence the proper
involutions are those for which there is an adjoint preserving faithful re-
presentation.

Let W be a one-dimensional operator, W(x) = (x, 2)w with w0, 2+0.
Then W*(x)=(x, w)z. By Lemma 6.1 we can write T#*=U"T*U, T € &(9),
where Uis s.a. Then 0+ WiW =U"W*UW. Hence 0 + W*UW. But
W*UW(zx) = (x, 2) W*U(w) = (%, 2)(U(w), w)z. Therefore (U(w), w) + 0
for an arbitrary non-zero w e 9. Hence (U(w), w)+0 for an arbitrary non-
zero we H. Hence (U(w), w) has a constant sign and, by changing to
—U if necessary, we may suppose that (U, w), w) =0, we . Then we
can write U = V* where V is s.a. in &(9D).

Suppose conversely that T# = V-*T*V? T e &(D) where V is s.a. Then
TTt = (TV-H(TV-)*V2: Thus TT* = 0 implies that TV~ = 0 and that
T = 0.
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