MEROMORPHIC FUNCTIONS AND CONFORMAL METRICS ON RIEMANN SURFACES

Leo Sario
1. The starting point of the present paper is the classical theory of meromorphic functions in the plane or the disk. We shall generalize fundamentals of this theory to open Riemann surfaces $W_s$ that carry a specified conformal metric (Nos. 3, 11). The motivation is that meromorphic functions are defined by a local property and it is natural to consider them on the corresponding locally defined carrier, a 2-manifold with conformal structure.

The method we shall use largely parallels that of F. Nevanlinna [10] and L. Ahlfors [1]. We have, however, made an effort to write the presentation self-contained. The classical theory will be included as a special case.

We note in reference to earlier work generalizations given in various directions by L. Ahlfors [2], S. Chern [4, 5], G. af Hällström [6], K. Kunugui [8], L. Myrberg [9], L. Sario [14, 15], J. Tamura [19], Y. Tumura [22], and M. Tsuji [21].

2. Our principal result will be the integrated (Nevanlinna) form of the second main theorem on $W_s$ (No. 17). No generalization of this theorem to Riemann surfaces of arbitrary genus has, to our knowledge, been given thus far. As a corollary the following extension of Picard’s theorem will be established: Let $P$ be the number of Picard values of a meromorphic function $w$ on a Riemann surface $W_p$ with the capacity metric (No. 21). Form the characteristic function $T(h)$ of $w$ on the region $W_h$ bounded by the level line $p_\beta - h$ of the capacity function $p_\beta$. Denote by $E(h)$ the integrated Euler characteristic of $W_h$ and set

$$
\eta = \lim E(h) \quad T(h).
$$

Then

$$
P \leq 2 + \eta.
$$

This bound is sharp (No. 27). Analogous extensions will be given to other classical consequences of the second main theorem (Nos. 31–36).

A generalization to arbitrary Riemann surfaces of the nonintegrated form of the second main theorem is given in [18].
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§1. Conformal metric

3. Let $W$ be an open Riemann surface. We introduce on $W$ a conformal metric

\[ ds = \lambda(z) \, dz, \]

where $\lambda(z) \geq 0$ is continuous, with no points of accumulation of its zeros, and $ds$ is invariant under change of parameter $z$. Other conditions, easily met in our applications, will be imposed upon $\lambda(z)$ in the course of our reasoning. The length $l(\alpha)$ of a rectifiable arc $\alpha$ on $W$ is well defined, and the distance $d(z_1, z_2)$ between two points is $\inf l(\alpha)$ for arcs $\alpha$ from $z_1$ to $z_2$. The distance $d(E_1, E_2)$ between two subsets of $W$ is defined as $\inf d(z_1, z_2)$ for $z_1 \in E_1, z_2 \in E_2$.

Let $W_0$ be the interior of a compact bordered Riemann surface contained in $W$. We so choose the metric $ds$ that $d(z, W_0)$ tends to a constant $\sigma_\beta \leq \infty$ for any approach of $z$ to the ideal boundary $\beta$ of $W$:

\[ \sigma_\beta = \lim_{n \to \infty} d(z_n, W_0) \]

for any sequence $\{z_n\}$ tending to $\beta$. We consider the "level lines"

\[ \beta_\sigma = \{z \mid d(z, W_0) = \sigma\}, \]

$0 \leq \sigma < \sigma_\beta$, and postulate that $ds$ satisfies the condition

\[ \int_{\beta_\sigma} ds = 1. \]

Finally, the metric $ds$ is chosen sufficiently regular to justify (3) and other operations to be performed on it. In particular, $\beta_\sigma$ is assumed to be smooth at points $z$ with $\lambda(z) > 0$.

The interesting differential geometric problem of characterizing all metrics for which these conditions are satisfied will not be discussed in the present paper. In our applications (nos. 20–37) the conditions are trivially fulfilled.

4. Schematically, the parameter $\sigma$ and the arc length $s$ along $\beta_\sigma$ constitute a coordinate system on $W$. If $W_\sigma$ signifies the relatively compact region bounded by $\beta_\sigma$, then $W_\sigma - W_0$ corresponds to a rectangle of width $\sigma$ and height 1 in the $(\sigma, s)$-plane. A concrete illustration is given by $\lambda = |\text{grad } u|$ for a harmonic function $u$ on $\bar{W}_\sigma - W_0$ with $u = 0$ on $\beta_0, u = \text{const.}$ on $\beta_\sigma$ such that $\int_{\beta_0} du^* = 1$. For genus
$g \geq 0$ and connectivity $c \geq 2$ of $W_\sigma - W_o$, $2g + 2(c - 2)$ horizontal slits appear in the $(\sigma, s)$-rectangle; the edges of the slits, and the horizontal sides of the rectangle are suitably identified to form a conformal equivalent of $W_\sigma - W_o$. The slits issue from the zeros of $|\text{grad } u|$. The $g$ "handles" of $W_\sigma - W_o$ give rise to $2g$ slits in the interior of the rectangle, and the $c$ contours cause $2(c - 2)$ slits terminating at the vertical edges of the rectangle. In the general case of $ds = \lambda |dz|$ the end points of the slits are at the zeros of $\lambda$. The rate of growth of the number of these zeros will play a fundamental role in our approach.

§2. The first main theorem

5. Our principal aim is the second main theorem and Picard's theorem. Since they concern the behavior of a meromorphic function $w$ on approaching $\beta$, it suffices to consider $w$ in the boundary neighborhood $W - W_o$. The first main theorem on arbitrary open Riemann surfaces will first be needed.

The spherical distance $[w, a]$ between the points $w$ and $a$ is given by

$$[w, a] = \frac{|w - a|}{\sqrt{1 + |w|^2} \sqrt{1 + |a|^2}}.$$

We consider the proximity function

$$m(\sigma, a) = \frac{1}{2\pi} \int_{\beta_\sigma - \beta_0} \log \frac{1}{[w, a]} ds,$$

where the constant $1/2\pi$ is for convenience in later calculations. Let $n(\sigma, a)$ be the number of $\alpha$-points, counted with their multiplicities, of the function $w$ in $W_\sigma - W_o$. The counting function is defined as

$$N(\sigma, a) = \int_0^\sigma n(\sigma, a) d\sigma.$$

For $m(\sigma, \infty), n(\sigma, \infty), N(\sigma, \infty)$, the notations $m(\sigma, w), n(\sigma, w), N(\sigma, w)$ will also be used.

6. Differentiation of (4) gives for any $a, b$, finite or infinite, and for $\sigma$ with no zeros of $\lambda$ on $\beta_\sigma$,

$$\frac{dm(\sigma, a)}{d\sigma} - \frac{dm(\sigma, b)}{d\sigma} = \frac{1}{2\pi} \int_{\beta_\sigma} \frac{d}{d\sigma} \log \left| \frac{w - b}{w - a} \right| ds$$

$$= \frac{1}{2\pi} \int_{\beta_\sigma} d \arg \frac{w - b}{w - a} = n(\sigma, b) - n(\sigma, a) + n_0(b) - n_0(a),$$

where $d/d\sigma$ stands for the exterior normal derivative in the metric under consideration, and $n_0(a)$ is the number of $\alpha$-points in $W_0$. The
differentiation under the integral sign is legitimate, for $\int_{\beta_{\sigma}} \alpha$ is an integral with respect to $s$ from 0 to 1. For the characteristic function of $w$ we choose

$$T(\sigma) = m(\sigma, \infty) + N(\sigma, \infty) + n_0(\infty)\sigma.$$  

On integrating (6) from 0 to $\sigma$ we arrive at the

**FIRST MAIN THEOREM ON RIEMANN SURFACES.** Let $w$ be a meromorphic function on an arbitrary open Riemann surface $W$. Then

$$m(\sigma, a) + N(\sigma, a) + n_0(a)\sigma = T(\sigma)$$  

for all values $a$.

We made no use of properties of $ds$ outside of $W$. In any compact subregion $\Omega \subset W$ we can choose $ds = (1/2\pi) | \text{grad } p_\sigma |$, where $p_\sigma$ is the capacity function of $\Omega = W_{\sigma}$ (L. Ahlfors-L. Sario [3]), and let $\beta_0$ be a level line of $p_\sigma$ near its pole in $\Omega$. Thus the first main theorem is a general property of $w$ in any compact subregion of an arbitrary $W$.

7. We observe in passing that the theorem can, of course, also be written in the classical form. Let $n_\sigma = n + n_0$, $N_\sigma = N + n_0\sigma$, and $m_\sigma = (1/2\pi) \int_{\beta_{\sigma}} \log (1/[w, a]) ds$. Then

$$m_\sigma(\sigma, a) + N_\sigma(\sigma, a) = T(\sigma) + O(1).$$

In the case of the $z$-plane and for $ds = |dz|/2\pi r$, this is Nevanlinna's first main theorem.

8. As is to be expected, the Shimizu-Ahlfors interpretation of the characteristic function continues to be valid in the present case. In integrating (8) over the area elements $d\omega(a)$ of the $a$-sphere $A$ the integral of $\log [w, a]^{-1}$ is independent of $w$, and the integral of $m(\sigma, a)$ vanishes. One obtains

$$T(\sigma) = \frac{1}{\pi} \iint_A N(\sigma, a) d\omega(a) + C\sigma,$$

where $C$ is independent of $\sigma$.

For convenience we shall indicate differentiation by subindices and use the notation

$$|w_\sigma| = \left| \frac{d w}{d \zeta} \right| = \left| \frac{d w}{d s} \right| = \left| w_\zeta \right| \lambda^{-1}.$$
Then the $\pi^{-1}$-fold spherical area of the image under $w$ of $W_\sigma - W_0$ is

$$S(\sigma) = \frac{1}{\pi} \int_A n(\sigma, a) d\omega(a) = \frac{1}{\pi} \int_0^\sigma d\sigma \int_{\beta_\sigma} \frac{|w_s|^2}{(1 + |w|^2)^2} ds$$

and we have

$$T(\sigma) = \int_0^\sigma S(\sigma) d\sigma + C\sigma .$$

The derivative of the characteristic function $T(\sigma)$ is, up to an additive constant, the spherical area $S(\sigma)$.

As a corollary one concludes that $T(\sigma)$ is convex in $\sigma$.

§3. Preliminary form of the second main theorem

9. Our next task is to compare the contributions to $T(\sigma)$ of $m(\sigma, a)$ and $N(\sigma, a)$. To this end we use a mass distribution

$$d\mu(a) = \rho(a)d\omega(a)$$

with density $\rho(a)$ and total mass unity on the sphere $A$ with diameter 1 above the $w$-plane. Again we simply postulate that $\rho(a)$ is sufficiently regular to justify subsequent operations on it. This condition will be obviously met by the particular $\rho$ we shall use.

In the $(\sigma, s)$-plane the density takes the form

$$\delta(z) = \frac{|w_s(z)|^2}{(1 + |w(z)|^2)^2} \rho(w(z)) .$$

We apply the theorem on the arithmetic and geometric mean to $\delta(z)$ on $\beta_{\sigma}$:

$$\int_{\beta_{\sigma}} \log \delta ds \leq \log \int_{\beta_{\sigma}} \delta ds ,$$

or, equivalently,

$$\int_{\beta_{\sigma}} \log \frac{\delta}{\rho} ds + \int_{\beta_{\sigma}} \log \rho ds \leq \log \int_{\beta_{\sigma}} \delta ds .$$

This is the preliminary form of the second main theorem. The proof of the final form consists in evaluating the three terms in (16).

10. The first term depends only on $w$ and $\lambda$ and will be expressed in terms of $T(\sigma)$, the counting function $N_1(\sigma)$ of the multiple points of $w$, and the counting function $N(\sigma, \lambda^{-1})$ of the zeros of $\lambda$. The second term in (16) depends on the mass distribution $d\mu$. If $\rho$ is chosen with suitable singularities at given points $a_1, \ldots, a_g$ of the $w$-plane, then
\[ \log \rho \, ds \] will be, in essence, the sum of the proximity functions \( m(\sigma, \alpha_v) \).
In the third term of (16) the integral is the \( \sigma \)-derivative of the mass on \( w(W_\sigma - W_\theta) \) and the term will appear as a remainder in the final form of (16). Thus the sum \( \sum m(\sigma, \alpha_v) \) will be estimated in terms of \( T(\sigma), N_1(\sigma), \) and \( N(\sigma, \lambda^{-1}) \). This is the second main theorem on open Riemann surfaces.

§4. Evaluation of \( \int \log (\delta/\rho) ds \)

11. We set

\[ K(\sigma) = \frac{1}{4\pi} \int_{\beta_\sigma} \log \frac{\delta}{\rho} \, ds = \frac{1}{2\pi} \int_{\beta_\sigma} \log \frac{|w_z|}{1 + |w|^2} \, ds \]

and differentiate:

\[ K'(\sigma) = \frac{1}{2\pi} \frac{d}{d\sigma} \int_{\beta_\sigma} \log \frac{1}{1 + |w|^2} \, ds + \frac{1}{2\pi} \int_{\beta_\sigma} \frac{d}{d\sigma} \log |w_z\lambda^{-1}| \, ds. \]

To evaluate the first integral we have from (4)

\[ m(\sigma, \infty) = -\frac{1}{4\pi} \int_{\beta_\sigma - \beta_0} \log \frac{1}{1 + |w|^2} \, ds \]

and consequently

\[ \frac{1}{2\pi} \frac{d}{d\sigma} \int_{\beta_\sigma} \log \frac{1}{1 + |w|^2} \, ds = -2 \frac{dm(\sigma, \infty)}{d\sigma}. \]

We now impose upon \( \lambda \) the further condition, always met in our applications, that \( \log \lambda \) is harmonic except for logarithmic poles. For the second integral in (18) the argument principle then gives

\[ \frac{1}{2\pi} \int_{\beta_\sigma} \frac{d}{d\sigma} \log |w_z\lambda^{-1}| \, ds = n(\sigma, \frac{1}{w_z}) - n(\sigma, w_z) - n(\sigma, \frac{1}{\lambda}) + C, \]

where \( n(\sigma, \lambda^{-1}) \) is the number of zeros of \( \lambda \) in \( W_\sigma - W_\theta \), and \( C \) is independent of \( \sigma \). The number of multiple points of \( w \) in \( W_\sigma - W_\theta \), each \( k \)-tuple point counted \( k - 1 \) times, is

\[ n_*(\sigma) = n(\sigma, \frac{1}{w_z}) - n(\sigma, w_z) + 2n(\sigma, w), \]

and it follows that
\[ K'(\sigma) = n_1(\sigma) - 2n(\sigma, w) - \frac{2\frac{dm(\sigma, w)}{d\sigma}}{w} - n\left(\sigma, \frac{1}{\lambda}\right) + C, \]

or, by (8),

\[ K'(\sigma) = n_1(\sigma) - 2T'(\sigma) - n\left(\sigma, \frac{1}{\lambda}\right) + C. \]

On setting (23)

\[ N_i(\sigma) = \int_0^\sigma n_i(\sigma)d\sigma, \quad N\left(\sigma, \frac{1}{\lambda}\right) = \int_0^\sigma n\left(\sigma, \frac{1}{\lambda}\right)d\sigma \]

we obtain

\[ \frac{1}{4\pi} \int_{\beta_\sigma} \log \frac{\delta}{\rho} d\sigma = N_i(\sigma) - 2T(\sigma) - N\left(\sigma, \frac{1}{\lambda}\right) + C\sigma. \]

§5. Estimation of \( \int \log \rho \, ds \)

12. Let \( a_1, a_2, \ldots, a_q \) be \( q \geq 3 \) points of the extended \( w \)-plane. Choose

\[ \frac{1}{2} \log \rho(w) = \sum_{i=1}^q \log \frac{1}{[w, a_i]} - \log \left( \sum_{i=1}^q \log \frac{1}{[w, a_i]} \right) - C. \]

As \( t = [w, a_\nu] \to 0 \), then \( \rho(w) \to \infty \) as rapidly as \( t^{-2}(\log t)^{-2} \), and the mass \( \int_0^t \rho \, d\omega \) over a \( t \)-neighborhood of \( a_\nu \) is dominated by a multiple of \( \int_0^{t^{-1}} (\log t)^{-2} dt \). Hence the total mass is finite and \( C \) in (25) can be chosen to make it unity.

13. Integration of (25) yields

\[ \frac{1}{4\pi} \int_{\beta_\sigma} \log \rho(w) \, ds = \sum_{i=1}^q m(\sigma, a_i) - \frac{1}{2\pi} \int_{\beta_\sigma} \log \sum_{i=1}^q \log \frac{1}{[w, a_i]} \, ds - C, \]

where

\[ \int_{\beta_\sigma} \log \left( \sum_{i=1}^q \log \frac{1}{[w, a_i]} \right) \, ds \leq \log \sum_{i=1}^q m(\sigma, a_i) + C. \]

On observing that, by (8), \( m(\sigma, a_\nu) \leq T(\sigma) \), we obtain

\[ \frac{1}{4\pi} \int_{\beta_\sigma} \log \rho(w) \, ds \geq \sum_{i=1}^q m(\sigma, a_i) + O(\log T(\sigma)). \]
§ 6. Estimation of $\log \int \delta \, ds$

14. We shall now estimate

$$(28) \quad \int_{\beta_\sigma} \delta \, ds = M'(\sigma),$$

where $M(\sigma)$ is the mass distributed on the image of $W_\sigma - W_0$:

$$(29) \quad M(\sigma) = \int_0^\sigma \int_{\beta_\sigma} \delta \, ds = \int_A n(\sigma, \alpha) \rho(\alpha) d\omega(\alpha).$$

On setting

$$(30) \quad Q(\sigma) = \int_0^\sigma M(\sigma) d\sigma = \int_A N(\sigma, \alpha) \rho(\alpha) d\omega(\alpha)$$

we get from (8)

$$(31) \quad Q(\sigma) \leq T(\sigma).$$

$M'(\sigma)$ will now be estimated separately in cases $\sigma_\beta = \infty$ and $\sigma_\beta < \infty$.

15. For $\sigma_\beta = \infty$ and any constant $\alpha \geq 0$, let $A'$ be the set of values $\sigma$ for which $M'(\sigma) \geq e^{\alpha \sigma} M(\sigma)^2$. We choose an arbitrarily small fixed $\sigma_0 > 0$ and let $\sigma > \sigma_0$ in the sequel. Then

$$\int_{\sigma'} e^{\alpha \sigma} d\sigma \leq \int_{\sigma'} \frac{dM}{M^2} < \frac{1}{M(\sigma_0)} < \infty.$$  

For the set $A''$ of values $\sigma$ with $M(\sigma) \geq e^{\alpha \sigma} Q(\sigma)^2$ we obtain similarly

$$\int_{\sigma''} e^{\alpha \sigma} d\sigma = \int_{\sigma''} \frac{dQ}{Q^2} < \frac{1}{Q(\sigma_0)} < \infty.$$

We infer that, for $\sigma \notin A = A' \cup A''$, $M' < e^{\alpha \sigma} Q(\sigma)^4$ and consequently

$$(32) \quad \log M'(\sigma) < 3\alpha \sigma + 4 \log Q(\sigma).$$

From (31) it follows that for any $\alpha \geq 0$

$$(33) \quad \log \int_{\beta_\sigma} \delta \, ds = O(\sigma + \log T(\sigma))$$

except perhaps in a set $A$ so small that $\int J e^{\alpha \sigma} d\sigma < \infty$.

16. In the case $\sigma_\beta < \infty$ let
Δ' = \{σ | M'(σ) \geq e^{α/(σ_β - σ)} M(σ)^2 \}

with α > 0. Then

\[ \int_{Δ'} e^{α/(σ_β - σ)} dσ \leq \int_{Δ'} \frac{dM}{M^2} < \infty. \]

Similarly for

\[ Δ'' = \{σ | M(σ) \geq e^{α/(σ_β - σ)} Q(σ)^2 \}\]

we have

\[ \int_{Δ''} e^{α/(σ_β - σ)} dσ \leq \int_{Δ''} \frac{dQ}{Q^2} < \infty. \]

We conclude for σ \notin Δ = Δ' \cup Δ'' that

(33)

\[ \log \int_{Δ} δ dσ = O\left( \frac{1}{σ_β - σ} + \log T(σ) \right). \]

§ 7. The second main theorem

17. It remains to substitute (24), (27), and (33) or (33') into (16). We have reached the following extension of Nevanlinna's classical theorem to Riemann surfaces W, endowed with our conformal metric ds (Nos. 3, 11):

**SECOND MAIN THEOREM ON RIEMANN SURFACES.** Let w be a meromorphic function on W. For any finite number q \geq 3 of values α_1, \cdots, α_q the sum of the proximity functions m(σ, α_v) grows so slowly that, if σ_β = \infty,

(34)

\[ \sum_{1}^{q} m(σ, α_v) < 2T(σ) - N(σ) + N\left(σ, \frac{1}{λ}\right) + O(σ + \log T(σ)) \]

except perhaps in a set Δ of intervals with \( \int_{Δ} e^{α_σ} dσ < \infty \) for α \geq 0.

If σ_β < \infty, then the term O(σ + log T(σ)) in (34) is replaced by

(34')

\[ O\left( \frac{1}{σ_β - σ} + \log T(σ) \right) \]

and the resulting inequality holds except perhaps in a set Δ so small that \( \int_{Δ} e^{α/(σ_β - σ)} dσ < \infty \) for α > 0.

18. An equivalent formulation of (34) is readily found by substituting for m(σ, α_v) from (8). For σ_β = \infty we have
\[(q - 2)T(\sigma) < \sum_{i}^{q} N(\sigma, a_{\nu}) - N_{i}(\sigma) + N\left(\sigma, \frac{1}{\lambda}\right) + O(\sigma + \log T(\sigma)) ,\]

while for \(\sigma_{\beta} < \infty\) the term \(O(\sigma + \log T(\sigma))\) is replaced by \((34')\). Both inequalities are valid except perhaps in \(\Delta\).

19. The presence of exceptional intervals \(\Delta\) in the second main theorem was a consequence of the nature of estimation of \(M'(\sigma)\). Since we had to start from an upper bound for the integral of the integral of \(M'(\sigma)\), viz., \(\int M(\sigma)d\sigma \leq T(\sigma)\), a bound cannot always be given for \(M'(\sigma)\) for all \(\sigma\). If, however, \(T(\sigma)\) and \(N(\sigma, \lambda^{-1})\) grow sufficiently slowly, we shall show that the second main theorem holds without exceptional intervals \(\Delta\).

**Theorem.** Suppose \(T(\sigma)\) and \(N(\sigma, \lambda^{-1})\) do not grow more rapidly than \(e^{\alpha \sigma}\) for some \(\alpha > 0, \sigma_{\beta} = \infty\). Then

\[(36) \quad (q - 2)T(\sigma) + N_{i}(\sigma) < \sum_{i}^{q} N(\sigma, a_{\nu}) + N\left(\sigma, \frac{1}{\lambda}\right) + O(\sigma) .\]

If \(\sigma_{\beta} < \infty\) and \(T(\sigma)\) and \(N(\sigma, \lambda^{-1})\) are dominated by \(e^{\alpha_{j}(\sigma_{\beta} - \sigma)}\) for some \(\alpha > 0\), then \(O(\sigma)\) in (36) is to be replaced by \(O(1/(\sigma_{\beta} - \sigma))\).

**Proof.** We let \(N(\sigma) = \sum_{i}^{q} N(\sigma, a_{\nu})\). For \(\sigma_{\beta} = \infty\) it follows from \(T(\sigma) = O(e^{\alpha \sigma})\) that \(\log T(\sigma) = O(\sigma)\), and (36) holds for \(\sigma \notin \Delta\). Now let \(\sigma\) be an arbitrary point of an interval in \(\Delta\) and denote by \(\sigma'\) the right end point of that interval. Then (36) is true for \(\sigma'\). Since \((q - 2)T(\sigma) + N_{i}(\sigma)\) is an increasing function, we have

\[(37) \quad (q - 2)T(\sigma) + N_{i}(\sigma) < N(\sigma) + N\left(\sigma, \frac{1}{\lambda}\right) + [N(\sigma') - N(\sigma)]\]

\[+ \left[ N\left(\sigma', \frac{1}{\lambda}\right) - N\left(\sigma, \frac{1}{\lambda}\right) \right] + O(\sigma') .\]

From \(N(\sigma) = O(e^{\alpha \sigma})\) and the convexity of \(N(\sigma)\) it follows that \(N'(\sigma) = O(e^{\gamma \sigma})\) and consequently \(N(\sigma') - N(\sigma) < e^{\gamma \sigma} d\sigma\) for \(\gamma > \alpha\). By the defining property of \(\Delta\), the integral is \(O(1)\). Similarly \(N(\sigma', \lambda^{-1}) - N(\sigma, \lambda^{-1}) = O(1)\). Furthermore, \(\sigma' - \sigma \leq \int_{\sigma}^{\sigma'} e^{\alpha \sigma} d\sigma\), hence \(\sigma' - \sigma = O(1)\), and we conclude that \(O(\sigma') = O(\sigma)\). Statement (36) follows.

If \(\sigma_{\beta} < \infty\), we obtain analogously \(\log T(\sigma) = O(1/(\sigma_{\beta} - \sigma))\) and \(N'(\sigma) = O(e^{\gamma'(\sigma_{\beta} - \sigma)})\) for some \(\gamma > \alpha\). The proof, mutatis mutandis, remains valid.
§8. Capacity metric

20. To study consequences of the second main theorem we shall now leave the above generality of \( \lambda \) and introduce a specific metric.

Let \( \Omega \) be the interior of a compact bordered subsurface of \( W \), with \( W_0 \subset \Omega \), and choose a point \( \zeta \in W_0 \). Consider the capacity function \( p_\beta \) of the boundary \( \beta_\beta \) of \( \Omega \). By definition,

\[
(38) \quad p_\beta(z) = \frac{1}{2\pi} \log |z - \zeta| + h(z)
\]

near \( \zeta \) in a fixed parametric disk, \( h(z) \) being harmonic with \( h(\zeta) = 0 \). Moreover, \( p_\beta = k_\beta = \text{const.} \) on \( \beta_\beta \). The functions \( p_\beta \) form a normal family, and any limiting function \( p_\beta \) is a capacity function of \( \beta \) on \( W \) with pole at \( \zeta \) [17, 20]. The constant \( k_\beta \) increases with \( \Omega \) and tends to a limit \( k_\beta \leq \infty \). The limiting function \( p_\beta \) is unique if \( k_\beta < \infty \). The capacity of the ideal boundary \( \beta \) is defined as \( c_\beta = e^{-k_\beta} \).

For orientation we refer here to two known [3] properties of \( p_\beta \), although they will not be needed in the sequel: Among all harmonic functions \( p \) on \( W \) with the behavior (38) at \( \zeta \), \( \sup_W p \) is minimized by \( p_\beta \) and the minimum is \( k_\beta \). The surface \( W \) is parabolic if and only if \( c_\beta = 0 \).

21. We choose the conformal metric

\[
(39) \quad ds = |\text{grad} \ p_\beta| \ dz
\]

Set \( \sigma = k \) and denote by \( \beta_k \) the level line \( p_\beta(z) = k \) with \( 0 \leq k < k_\beta \). We may assume that the parametric disk for (38) was so chosen that \( \beta_0 \) is an analytic Jordan curve. Then \( W_0 \) is characterized by \( p_\beta(z) < 0 \), and condition (2) becomes

\[
(40) \quad \lim_{\beta \to W} p_\beta(z) = k_\beta
\]

with \( z \notin \Omega \). Condition (3), \( \int_{\beta_k} ds = 1 \), is trivially fulfilled. We shall designate by \( W_\sigma \) a Riemann surface \( W \) with property (40) and with metric (39).

22. Denote by \( W_k \) the region \( p_\beta(z) < k \) and consider the Euler characteristic

\[
(41) \quad e(k) = -n_0 + n_1 - n_2
\]

of \( W_k - W_0 \) in a triangulation with \( n_0 \) vertices, \( n_1 \) edges, and \( n_2 \) faces. Without loss of generality we may assume that \( \beta_k \) consists of a finite number of analytic Jordan curves. This can always be achieved by a
sufficiently small decrease of \( k \) without affecting the subsequent reasoning.

Our metric (39) has the following property:

**Lemma.** The number of zeros in \( W_k - W_0 \) of \( \text{grad} \ p_\beta \) is the Euler characteristic \( e(k) \) of \( W_k - W_0 \).

The geometric content of the lemma is clear. In fact, the number \( n(k, \lambda^{-1}) \) of zeros of \( \lambda = | \text{grad} \ p_\beta | \) is the same as the number of zeros of the derivative of \( \eta(z) = \exp 2\pi (p_\beta + ip_\beta^*) \) in \( W_k - W_0 \). If \( \beta_k \) consists of one analytic Jordan curve, then the image under \( \eta \) of \( W_k - W_0 \) is a circular annulus with radii 1, \( e^{2\pi k} \), and \( \eta'(z) \) has no zeros. If \( \beta_k \) consists of two curves, some level line \( p_\beta^* = \text{const}. \) issuing from \( \beta_0 \) branches off at a zero \( z_0 \) of \( \eta'(z) \) in \( W_k - W_0 \) to reach the two \( \beta_k \)-curves. If \( W_k - W_0 \) is cut along this level line from \( z_0 \) to \( \beta_k \), the two shores of the cut appear under \( \eta(z) \) as two radial slits terminating at \( | \eta | = e^{2\pi k} \). More generally, if the connectivity of \( W_k - W_0 \) is \( c \), then there are \( c - 2 \) zeros of \( \eta'(z) \) and \( 2(c - 2) \) radial slits in the image annulus. A similar reasoning shows that, for positive genus \( g \) of \( W_k - W_0 \), every handle gives rise to two zeros of \( \eta'(z) \) and two radial slits in the interior of the annulus. The total number of zeros of \( \eta'(z) \) in \( W_k - W_0 \) is thus

\[
(42) \quad n(k, \lambda^{-1}) = 2g + c - 2.
\]

But this is known to be the Euler characteristic \( e(k) \) of a bordered surface of genus \( g \) and connectivity \( c \).

23. To establish our lemma analytically we choose the following simple proof given by B. Rodin in his doctoral dissertation [13]. It shows that the lemma is an immediate consequence of the Riemann-Roch theorem.

Form the double \( \hat{W}_k \) of \( W_k \) by reflecting \( W_k \) with respect to \( \beta_k \) ([3], p. 119), and denote by \( \hat{g} \) the genus of the closed surface \( \hat{W}_k \). Extend \( dp_\beta + idp_\beta^* \) analytically across \( \beta_k \) to \( \hat{W}_k \) so as to obtain a meromorphic differential with two simple poles. By the Riemann-Roch theorem (e.g. [3], p. 324) the degree of all divisors in the canonical class on \( \hat{W}_k \) is \( 2\hat{g} - 2 \). It follows that \( dp_\beta + idp_\beta^* \) has \( 2\hat{g} \) zeros in \( \hat{W}_k \). By symmetry and by our convention in No. 22, \( \hat{g} \) of these zeros are in \( W_k \); by our choice of \( W_0 \) they all are in \( W_k - W_0 \). But \( \hat{g} = 2g + c - 2 \), where \( g \) and \( c \) are the genus and the number of contours of \( W - W_0 \). This completes the proof.

24. We introduce the integrated Euler characteristic
(43) \[ E(k) = \int_0^k e(k) \, dk \]

and write our result
(44) \[ n(k, | \text{grad} \, p_\beta |^{-1}) = e(k) \]

in the form
(45) \[ N(k, | \text{grad} \, p_\beta |^{-1}) = E(k) . \]

On substituting this into (35) we obtain the following form of the second main theorem:
(46) \[ (q - 2)T(k) < \sum_{\Gamma} N(k, a_{\nu}) - N(k) + E(k) + O(k + \log T(k)) , \]

or, equivalently,
(46') \[ \sum_{\Gamma} m(k, a_{\nu}) < 2T(k) - N(k) + E(k) + O(k + \log T(k)) . \]

Both inequalities hold for \( k_\beta = \infty \), while for \( k_\beta < \infty \) the term \( O(k + \log T(k)) \) is to be replaced by \( O(1/(k_\beta - k) + \log T(k)) \).

§9. Extension of Picard’s theorem

25. We know from No. 8 that \( T(k) \) is convex in \( k \). We now exclude from our consideration the degenerate case by assuming that
(47) \[ \lim_{k \to \infty} \frac{T(k)}{k} = \infty \]

if \( k_\beta = \infty \). By virtue of (13) this means that we only permit functions with unbounded spherical area \( S(k) \) of the image under \( w(z) \) of \( W_k - W_0 \).

In the case \( k_\beta < \infty \) we similarly make the assumption
(47') \[ \lim_{k \to k_\beta} T(k)(k_\beta - k) = \infty , \]

which implies that \( S(k) \) grows more rapidly than \( 1/(k_\beta - k) \).

An illustrative case is the extended plane punctured at a countable point set. On this region, despite its weak boundary, there trivially are meromorphic functions with infinitely many Picard values, e.g., the identity function. To exclude such functions of no interest we require that there be, in some sense, an essential singularity on the ideal boundary \( \beta \). The above condition has this effect:

A meromorphic function with property (47) or (47') comes arbitrarily
close to every value \( a \) in every boundary neighborhood \( W_p - W_k \).

To see this suppose \( [w(z), a] > \varepsilon \) for all \( z \in W_p - W_{k_0} \) and some \( a, \varepsilon, k_0 < k_\beta \). Then \( m(k, a) < (1/2\pi) \log \varepsilon^{-1} \) and \( N(k, a) \leq n(k_0, a)k \) for \( k > k_0 \), and we have \( T(k) = O(k) \), a contradiction.

26. We set

\[
\eta = \lim_{k \to k_\beta} \frac{E(k)}{T(k)}
\]

and denote by \( P \) the number of Picard values of \( w(z) \). For nondegenerate meromorphic functions characterized by property (47) or (47') on a Riemann surface \( W_p \) we have from (46)

\[
P \leq 2 + \eta - \lim_{k \to k_\beta} \frac{N_1(k)}{T(k)},
\]

or more simply:

**PICARD’S THEOREM ON RIEMANN SURFACES.** The number of Picard values of \( w \) defined on \( W_p \) exceeds at most by two the upper limit of the integrated Euler characteristic divided by the Nevanlinna characteristic:

\[
P \leq 2 + \eta.
\]

For Riemann surfaces \( W_s \) of No. 17 an analogous Picard theorem can be obtained by replacing \( k \) by \( \sigma \) in (47) and (47'), and by substituting \( N(\sigma, \lambda^{-1}) \) for \( E(k) \) in (48).

For functions with \( E(k)/T(k) \rightarrow 0 \) the Picard theorem takes the simple form \( P \leq 2 \). In particular, this holds for functions on a Riemann surface of finite Euler characteristic, i.e., of finite genus and a finite number of boundary components. In the special case of a plane punctured at a finite number of points this is the theorem of G. af Hällström [6]. For the nonpunctured plane we have the classical Picard theorem.

27. We claim:

**THEOREM.** The bound \( 2 + \eta \) for \( P \) is sharp.

Specifically, for any integer \( d \geq 2 \) there is a Riemann surface \( W_p \) and a meromorphic function \( w \) on \( W_p \) such that \( P = 2 + \eta = d \).

28. For an even \( d \) we can make use of the well-known function
by choosing $n = d/2$. To this end consider the covering surface $W$ of the $z = x + iy$-plane that consists of $n$ sheets with branch points of multiplicity $n$ at $z = i\pi(\frac{1}{2} + h)$, $h = 0, \pm 1, \pm 2, \ldots$. The sheets are attached to each other in the usual manner along the edges of the slits from $z = i\pi(\frac{1}{2} + 2h)$ to $i\pi(\frac{3}{2} + 2h)$. The function (51) is meromorphic on $W$.

To evaluate $E(k)/T(k)$ choose the capacity function $p_\beta = (1/2\pi n) \log |z|$ on $W$. It differs from the usual capacity function in that it has several logarithmic poles, one on each of the $n$ sheets above $z = 0$. However, the behavior of $p_\beta$ in a boundary neighborhood is unchanged and the reasoning in § 8 remains valid. The set $W_0$ with $p_\beta < 0$ consists of $n$ disks $|z| < 1$, but the disconnectedness of $W_0$ has no bearing on our reasoning concerning $W - W_0$. The metric is $ds = |dz|/2\pi n |z|$, the set $\beta_k$ lies above $|z| = e^{2\pi n k}$, and the region $W_k$ lies above $|z| < e^{2\pi n k}$.

In evaluating $e(k)$ and $n(k, \infty)$ for $\eta$ we may consider $W_k$ instead of $W_k - W_0$, in view of $k/T(k) \to 0$ and of the fact that $W_0$ only contributes fixed finite quantities to the above functions for a given $w$.

For the Euler characteristic $e(k)$ of $W_k$ we have

$$e(k) = n e_0(k) + \Sigma b_v,$$

where $e_0(k)$ is the characteristic of the disk $|z| < e^{2\pi n k}$ covered by $W_k$, and $\Sigma b_v$ is the sum of the orders of branch points of $W_k$. Since $e_0(k) = -1$, and $\Sigma b_v$ above $|z| < 2\pi$ is $4(n - 1)$, we obtain on disregarding bounded quantities,

$$e(k) \sim 4(n - 1) \cdot \frac{e^{2\pi n k}}{2\pi}.$$

Integration from 0 to $k$ yields

$$E(k) \sim \frac{n-1}{\pi^2 n} e^{2\pi n k}.$$

The poles $w$ are the zeros of $e^z - i$, that is, $z_j = i(\pi/2 + 2\pi j)$ with all integers $j$. Every pole is simple, and there is only one point of $W_k$ above each $z_j$. We conclude that

$$n(k, \infty) \sim 2 \cdot \frac{e^{2\pi n k}}{2\pi}.$$

Consequently

$$N(k, \infty) \sim \frac{e^{2\pi n k}}{2\pi^2 n}.$$
From \( N(k, \infty) < T(k) \) it follows that \( \eta \leq 2n - 2 \). Thus theorem (50) states that the number \( P \) of Picard values cannot exceed \( 2n \). But this is precisely the number of values \( w = e^{i\pi v/n} \nu = 0, \cdots, 2n - 1 \), uncovered by \( w(z) \) (cf. below), and we have proved the sharpness of bound (50) for even \( d \).

29. A geometric description of the image under \( w \) of \( W \) with the \( 2n \) Picard values \( e^{i\pi v/n} \) may be illuminating. We first take the \( n \)-sheeted horizontal strip \( S \) of \( W \) between \( y = 0 \) and \( y = 2\pi \). It is mapped by \( s = e^z \) onto an \( n \)-sheeted \( s \)-plane \( S_s \) slit along the positive real axis and with branch points of order \( n - 1 \) at \( s = \pm i \). The linear function \( t = (s + i)/(s - i) \) maps \( S_s \) onto an \( n \)-sheeted \( t \)-plane \( S_t \) slit along the upper half of \( |t| = 1 \), and with branch points of order \( n - 1 \) at \( t = 0, \infty \). The function \( w = \sqrt[t]{t} \) maps \( S_t \) onto a 1-sheeted region \( S_w \) of the \( w \)-plane less slits \( L_j \) along \( |w| = 1 \) from \( e^{i\pi v/n} \) to \( e^{(q+1)i\pi/n} \), \( \mu = 0, 1, \cdots, n - 1 \).

Each \( n \)-sheeted strip \( 2\pi h \leq y \leq 2\pi (h + 1) \) of \( W \) is mapped by \( w \) onto a duplicate \( S_w^h \) of \( S_w \). The image \( W_w \) of \( W \) is obtained by identifying the inner edges \( |w| = 1 - 0 \) of all slits \( L_j \) on \( S_w^h \) with the outer edges \( |w| = 1 + 0 \) of the corresponding slits \( L_j \) on \( S_w^{h+1} \). The process creates logarithmic branch points at the end points of the slits \( L_j \). The function \( w \) has \( 2n \) Picard values \( e^{i\pi v/n} \nu = 0, \cdots, 2n - 1 \).

Regarding the sharpness of (50) for odd integers \( d \) the reader is referred to an example constructed by B. Rodin in his doctoral dissertation [13].

30. The surface described above has no algebraic branch points, hence \( N_1(k) \equiv 0 \). The question now arises whether or not the bound in (49) can be reached when the surface is so strongly ramified that \( \lim (N_1(k)/T(k)) > 0 \). We again use (51) and form the function \( \hat{w} = w^m \), where \( m \) is a factor of \( 2n \). A computation similar to the one in Nos. 28, 29 yields \( \eta \leq (2n - 2)/m \), hence by (49)

\[
P \leq \frac{2n}{m} + \left(1 - \frac{1}{m}\right).
\]

For \( m = 1 \) we again have the bound \( 2n \). Since \( P \) and \( 2n/m \) are integers we conclude for \( m > 1 \) that \( P \) cannot exceed \( 2n/m \). But this is clearly the number of Picard values of \( \hat{w} \). For any integer \( q \geq 2 \) we can choose \( n = q \) and \( m = 2 \), say, and obtain \( q \) Picard values. We have shown that the bound in (49) is sharp for all positive integers.

§10. Defect and ramification relations

31. We conclude by listing a number of standard consequences of
the second main theorem, extended to meromorphic functions $w$ with (47) or (47') on Riemann surfaces $W_p$.

The counterpart of the Picard-Borel theorem reads: There are at most $2 + \gamma$ values $a$, for which $\lim (N(k, a) / T(k)) = 0$.

For the proof we only have to choose $q > 2 + \gamma$ values $a$, in (46) with $N(k, a) / T(k) \to 0$ to arrive at a contradiction.

32. Consider the defect

$$\delta(a) = \lim_{k \to \Gamma} \frac{m(k, a)}{T(k)}$$

of $w$. If $\gamma < \infty$, then by (46') the number of values $a$ with $\delta(a) > (\gamma + 2)/n$ is less than $n$ and one infers that there are only a countable number of values $a$ with $\delta(a) > 0$. The following extension of Nevanlinna's defect relation results:

$$(58) \quad \Sigma \delta(a) \leq 2 + \gamma .$$

33. Let $n_i(k, a)$ be the number of multiple $a$-points of $w$ in $W_k - W$, an $i$-tuple point being counted $i - 1$ times. Let $N_i(k, a) = \int_0^k n_i(k, a) dk$. The ramification index of $a$ is defined as

$$\vartheta(a) = \lim_{k \to \Gamma} \frac{N_i(k, a)}{T(k)}$$

It is clear that the set of all multiple points of a given $w$ is countable and that

$$\Sigma \lim_{k \to \Gamma} \frac{N_i(k, a)}{T(k)} \leq \lim_{k \to \Gamma} \frac{N_i(k)}{T(k)} .$$

One obtains the generalization of Nevanlinna's ramification relation:

$$(59) \quad \Sigma \vartheta(a) \leq 2 + \gamma .$$

34. Relations (58) and (59) are, of course, special cases of the following consequence of (46'):

$$(60) \quad \Sigma \delta(a) + \Sigma \vartheta(a) \leq 2 + \gamma .$$

For the sum $\delta(a) + \vartheta(a)$ with a given $a$ one has the inequality

$$(61) \quad \delta(a) + \vartheta(a) \leq 1 .$$

This is obtained on dividing

$$T(k) = m(k, a) + N(k, a) + O(k)$$
by $T(k)$ and on observing that $N_i(k, a) \leq N(k, a)$.

35. The contribution to $T(k)$ by the sum $m(k, a) + N_i(k, a)$ is measured by

$$\theta(a) = \lim_{k \to k_\beta} \frac{m(k, a) + N_i(k, a)}{T(k)}.$$  

The meaning of $\theta(a)$ is clarified by considering the number $\bar{n}(k, a)$ of $a$-points of $w$, each counted only once. We set $\bar{N}(k, a) = \int_0^k \bar{n}(k, a) dk$ and note that $\bar{n}(k, a) = n(k, a) - n_i(k, a)$ and $N(k, a) = \bar{N}(k, a) + N_i(k, a)$. It follows that

$$N_i(k, a) + m(k, a) = T(k) - \bar{N}(k, a) + O(k)$$

and consequently

$$\theta(a) = 1 - \lim_{k \to k_\beta} \frac{\bar{N}(k, a)}{T(k)}.$$  

For the sum of the $\theta(a)$ we have the bound

(62) \hspace{1cm} \Sigma \theta(a) \leq 2 + \eta. 

In fact,

$$\Sigma \lim_{k \to k_\beta} \frac{m(k, a) + N_i(k, a)}{T(k)} \leq \lim_{k \to k_\beta} \frac{\Sigma m(k, a) + N_i(k)}{T(k)} \leq 2 + \eta.$$  

36. A value $a$ is termed totally ramified if the equation $w(z) = a$ has no simple roots. The Nevanlinna relation for totally ramified values also can be generalized: their number does not exceed $4 + 2\eta$. In fact, for such $a$, $n(k, a) \geq 2 \bar{n}(k, a)$. One concludes that

$$\theta(a) \geq 1 - \frac{1}{2 \lim_{k \to k_\beta} (N(k, a)/T(k))} \geq \frac{1}{2}.$$  

The statement follows from (62).

37. It is an open question whether or not there are functions on a given $W$ with one of the following properties:

(a) $P = 2 + \eta$,
(b) $P = 0$ but $\Sigma \delta(a) = 2 + \eta$,
(c) $\Sigma \theta(a) = 2 + \eta$,
(d) there are $4 + 2\eta$ totally ramified points.
BIBLIOGRAPHY


5. ———, The integrated form of the first main theorem on complex analytic mappings in several complex variables, Ann. of Math. 71 (1960), 536-552.


10. F. Nevanlinna, Über die Anwendung einer Klasse von uniformisierenden Transzendenten zur Untersuchung der Wertverteilung analytischer Funktionen, Acta Math. 50 (1927), 159-188.


17. ———, Capacity of the boundary and of a boundary component, Ann. of Math. (2) 59 (1954), 135-144.


Mathematical papers intended for publication in the *Pacific Journal of Mathematics* should be typewritten (double spaced), and the author should keep a complete copy. Manuscripts may be sent to any one of the four editors. All other communications to the editors should be addressed to the managing editor, L. J. Paige at the University of California, Los Angeles 24, California.

50 reprints per author of each article are furnished free of charge; additional copies may be obtained at cost in multiples of 50.

The *Pacific Journal of Mathematics* is published quarterly, in March, June, September, and December. Effective with Volume 13 the price per volume (4 numbers) is $18.00; single issues, $5.00. Special price for current issues to individual faculty members of supporting institutions and to individual members of the American Mathematical Society: $8.00 per volume; single issues $2.50. Back numbers are available.

Subscriptions, orders for back numbers, and changes of address should be sent to Pacific Journal of Mathematics, 103 Highland Boulevard, Berkeley 8, California.

Printed at Kokusai Bunken Insatsusha (International Academic Printing Co., Ltd.), No. 6, 2-chome, Fujimi-cho, Chiyoda-ku, Tokyo, Japan.

**PUBLISHED BY PACIFIC JOURNAL OF MATHEMATICS, A NON-PROFIT CORPORATION**

The Supporting Institutions listed above contribute to the cost of publication of this Journal, but they are not owners or publishers and have no responsibility for its content or policies.
Pacific Journal of Mathematics
Vol. 12, No. 3 March, 1962

Alfred Aeppli, *Some exact sequences in cohomology theory for Kähler manifolds* .......................................................... 791
Paul Richard Beesack, *On the Green’s function of an N-point boundary value problem* .................................................. 801
James Robert Boen, *On p-automorphic p-groups* .............................................. 813
James Robert Boen, Oscar S. Rothaus and John Griggs Thompson, *Further results on p-automorphic p-groups* .................. 817
James Henry Bramble and Lawrence Edward Payne, *Bounds in the Neumann problem for second order uniformly elliptic operators* ............. 823
Chen Chung Chang and H. Jerome (Howard) Keisler, *Applications of ultraproducts of pairs of cardinals to the theory of models* .......... 835
Stephen Urban Chase, *On direct sums and products of modules* ......................... 847
Paul Civin, *Annihilators in the second conjugate algebra of a group algebra* ........ 855
J. H. Curtiss, *Polynomial interpolation in points equidistributed on the unit circle* .......................................................... 863
Marion K. Fort, Jr., *Homogeneity of infinite products of manifolds with boundary* . 879
James G. Glimm, *Families of induced representations* ..................................... 885
Vincent C. Harris and M. V. Subba Rao, *Congruence properties of σr(N)* ................ 925
Harry Hochstadt, *Fourier series with linearly dependent coefficients* .................... 929
Kenneth Myron Hoffman and John Wermer, *A characterization of C(X)* ............ 941
Robert Weldon Hunt, *The behavior of solutions of ordinary, self-adjoint differential equations of arbitrary even order* .............. 945
Edward Takashi Kobayashi, *A remark on the Nijenhuis tensor* ......................... 963
David London, *On the zeros of the solutions of w''(z) + p(z)w(z) = 0* ................ 979
Gerald R. Mac Lane and Frank Beall Ryan, *On the radial limits of Blaschke products* ......................................................... 993
T. M. MacRobert, *Evaluation of an E-function when three of its upper parameters differ by integral values* ................................. 999
Robert W. McKelvey, *The spectra of minimal self-adjoint extensions of a symmetric operator* ................................................ 1003
Adegoke Olubummo, *Operators of finite rank in a reflexive Banach space* ............. 1023
David Alexander Pope, *On the approximation of function spaces in the calculus of variations* ................................................ 1029
Arthur Argyle Sagle, *Simple Malcev algebras over fields of characteristic zero* ...... 1057
Leo Sario, *Meromorphic functions and conformal metrics on Riemann surfaces* ...... 1079
Richard Gordon Swan, *Factorization of polynomials over finite fields* ..................... 1099
S. C. Tang, *Some theorems on the ratio of empirical distribution to the theoretical distribution* ................................................. 1107
Robert Charles Thompson, *Normal matrices and the normal basis in abelian number fields* ............................................... 1115
Howard Gregory Tucker, *Absolute continuity of infinitely divisible distributions* .... 1125
Elliot Carl Weinberg, *Completely distributed lattice-ordered groups* ...................... 1131
James Howard Wells, *A note on the primes in a Banach algebra of measures* .......... 1139
Horace C. Wiser, *Decomposition and homogeneity of continua on a 2-manifold* ...... 1145