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AN APPLICATION OF LINEAR PROGRAMMING

TO PERMUTATION GROUPS

W. H. MILLS

Let SN denote the symmetric group acting on a finite set X of
N elements, N ^ 3. Let σ and τ be elements of SN. In a previous
paper [1] the following question was raised: If σ and τ commute on
most of the points of X> does it necessarily follow that τ can be
approximated by an element in the centralizer C(σ) of σi

We define a distance D(σ, τ) between two elements σ and τ in SN

to be the number of points g in X such that gσ Φ gτ. (This differs
from the distance d(σ, τ) defined in [1] by a factor of N.) Then
D(στ, τσ) is the number of points in X on which σ and τ do not com-
mute. Let Dσ{τ) denote the distance from τ to the centralizer C(σ)
of σ in SN. Thus

Dσ{τ) = min D(τ, λ) .
λetf()

It will be shown that the determination of Dσ{τ) is equivalent to the
optimal assignment problem in linear programming.

The question raised in [1] can be phrased thus: If D(στ, τσ) is
small, is Dσ(τ) necessarily small? If σ is not the identity we set

Dσ = max Dσ(τ)ID(στ, τσ) .
τ£0(σ)

Now Dσ is large unless σ is the product of many disjoint cycles, most
of which have the same length. Some examples of this are worked
out in detail in [1], This leads us to study the case where σ is the
product of m disjoint cycles of length n, where N = nm and m is
large. In [1] it was shown that if m ^ 2, then

(a) if n is even, then Dσ — n/4, and
(b) if n is odd, n Ξ> 3, then

(n - l)/4 ^ Dσ ^ n/A.
In the present paper it is shown that if n is odd, n ^ 3, and

m Ξ> n — 2, then

J0σ = (n - l)7(4π - 6) .

l Relation to linear programming • Let σ be an arbitrary ele-
ment of the symmetric group SN. We write σ as the product of dis-
joint cycles:

σ = CΊC2 Cm ,
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198 W. H. MILLS

where d is a cycle of length nif and every point left fixed by σ is
counted as a cycle of length 1. Then

nλ + n2 + + nm = N.

Let flr< be a fixed element of the cycle Cif 1 ̂  i ^ m. Then every
element of the underlying set X is of the form ^crα, where 1 ̂  i ^ m
and 0 ̂  α < %,

Let X be an element of C{σ), the centralizer of σ in £^. Then
since

it follows that λ is determined by its effect on the gif and that X
permutes the cycles d. Let λ be the permutation of 1, 2, , m such
that iλ = j if λ maps C< onto C, . We will call a permutation a in
Sm admissible if a = λ for some λe C(σ). It is easy to see that a is
admissible if and only if Πi = %α, l g i ^ m. Let A denote the group
of all admissible permutations.

Let τ be a second element of SN. We wish to determine

Dσ{τ) = min D(τ, λ) ,
λ 6 C 7 ( )λ6C7(σ)

where D{τ, λ) is the number of points g in X such that #r Φ gλ.
Let i7(r, λ) denote the number of points h in X such that hτ = Λλr

and set

Then

= max ̂ (r, λ) .
λeθ(σ)

Dσ(τ) = N- max E(τ, \) = N-
λeC(<r)

We shall show that the determination of Eσ(τ) is equivalent to the
optimal assignment problem in linear programming.

The elements λ in C(σ) are the permutations of the form

where a is admissible and rur2, -- ,rm, are integers. Moreover

where ^ ( r , j) is the number of solutions of

(1) (^σ )τ = ̂ σ-1-', 0 ̂  « < n, .

Set
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ί 0 if ΠiΦ n3

ij ~~ 1 max F^r, j) if % = n3 .
\ r

Thus bi3 is the maximum number of points of C{ on which an element
λ in C(σ), that maps C< onto Cjf can agree with τ. We have

Eσ(τ) = max 2£(r, λ) = max max Σ Fi(ri> ^a) >

or

( 2 ) Eσ{τ) = max g hi*

Now let β be an arbitrary permutation of 1, 2, , m. There is
an aeA such that ίa = iβ for all i such that % = niβ. Therefore,
since bi3 = 0 if Ui Φ n3, it follows that we can take the maximum in
(2) over the entire symmetric group Sm instead of over the subgroup
A. Thus

( 3 ) Eσ(τ) - max Σ hiβ
βesm i=i

The determination of a maximum of the form (3) is the optimal
assignment problem in linear programming—ordinarily expressed in
terms of m individuals to be assigned to m jobs, where bi3 is a measure
of how well the ΐth individual can do the jth job. (See [2]; or [3],
pp. 131-136.) Von Neumann [2] has shown that this problem is
equivalent to a certain zero-sum two-person game.

The equality (3) can be rewritten in the form

( 4 ) Eσ{τ) = max Σ βifiij ,
P i.j

where P is the set of all m x m permutation matrices (ei3). The set
P is clearly a subset of the set R of all real m x m matrices (yi3)
such that

( 5 ) yi3 ^ 0,1 ^ i, j ^ m ,

m

( 6) Σ f e = l» 1 ^ i ^ m ,

and

( 7 ) J !to = 1 , 1 ^ i ^ m .

The matrices of the set R form a convex bounded subset of real m2-
dimensional Euclidean space, whose vertices are the permutation
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matrices. (This result is due to Garrett Birkhoίf. See [2], pp. 8-10.)
It follows that

Eσ{τ) = max Σ eΦij = max Σ VΦa
P i,j B i.j

It is now clear that the determination of Eσ(τ) is actually a problem
in linear programming. It is easy to see that the equalities (6) and
(7) can be replaced by inequalities (see [2], Lemma 1). Thus if Y is
the set of all real m x m matrices (yiS) satisfying (5),

and

m

then

Eσ{τ) — max Σ vΦa
T i.j

For our purposes this is the most useful formulation of the problem.

2. Blocks. By a block of length s, s ^ 1, we mean a set of the
form gσ, gσ2, , gσ8, such that σ and τ commute on gσ, gσ2, , gσs~x,
but do not commute on g and gσ8. The length of a block B will be
denoted by \B\. If σ and τ commute on every point of the cycle Ci9

then we say that σ and τ commute on C{. In this case the cycle d
contains no blocks. On the other hand if C{ contains exactly q points
on which σ and τ do not commute, q ^ 1, then C{ consists of exactly
q blocks, and each point of d belongs to one and only one block.
Now D(στ, τσ) is the number of points in X on which σ and τ do not
commute. It follows that Ό(στ, τσ) is equal to the total number of
blocks in all cycles.

If σ and τ commute on the points g, gσ, gσ2, , gσa, then it
follows, by induction on a, that

(gσv)τ = (gτ)σv , 0 ̂  v S a + 1 .

In particular if σ and τ commute on the cycle Ci9 and if g{τ = gjσr,
then

g.σ'τ = gάσ
r+*

for all x. Therefore, in this case, the number of solutions Fi(r9 j) of
(1) is ni9 so that bi3 = nt = %.

Now let Ci be a cycle on which σ and τ do not commute. Then
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d is composed of one or more blocks. Let B be one of the blocks
of Cif and let B consist of the points

Then \B\ — s. Let g^τ — gάσ
h+r. Since σ and τ commute on ^c7δ+μ,

0 ^ β ^ 8 — 2, we have

giσb+vτ = gjσb+r+v , 0 ^ v ^ s — 1 .

In particular n3- ̂  s. Moreover if n{ — njf then the number of solu-
tions Fi(r, j) of (1) is at least s, and hence b{j Ξ> s. It follows that
-£/ n{ — %, £/£βw δ^ is at least the length of the longest block of Ci that τ
maps into C3 .

Moreover since σ and τ do not commute on gίσ
b+s~1, we have

In particular if d consists of the single block B, then s = nif and

g.gb+r — g{σ
bτ = g{(JbJrSτ Φ go σ

b+r+s .

It follows that s Φ nό. Therefore we must have n5 > s = nim Thus
if d consists of a single block B, then r maps B into a cycle C, such
that % > wίβ This is a generalization of a result noted in [1]: If
the cycles d all have the same length, then no cycle can consist of a
single block.

3. The case n odd* We now restrict ourselves to the case where
<i is the product of m cycles of the same length n, n > 1, N = mn,
N ^ 3. Thus we have nx — n2 = = %m = w, and every permu-
tation in Sm is admissible, so that A = Sm. Set

Dσ = max {Dσ(τ)ID(στ, τσ)} .
τ<£O{σ)

It was shown in [1] that if n is even and m ^ 2, then Dσ = w/4. We
now show that if n is odd and m^n — 2, then Dσ — (n ~ If I (An — 6).
Without loss of generality we can take X to be the set of the first
N positive integers, and

σ = (1,2, - ,n)(n+ 1, , 2w) (N - n + 1, , N) .

Thus for # in X we have

+ 1 if n \ g ,

+ 1 — n \ί n\g .

We let d denote the ith cycle:
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d = (in — n + 1, in — n + 2, , in) .

We must show that

max {Dσ(τ)ID(στ, τσ)} - (n - l)2/(4w - 6) .
τ£C7(σ)

We break up the proof into two lemmas.

LEMMA 1. If n is odd and m ^ n — 2, then there exists a τe SN,
τ £ C(σ), such that

D<r(τ)ID(στ, τσ) = (n - l)7(4w - 6) .

Proof. Suppose first that n = 3. Then

σ = (123)(456) (N - 2, iSΓ - 1, N) .

Here we take τ = (12). Then στσ~λτ-χ — (132), so that σ and τ com-
mute on all but three points, and D(στ, τσ) = 3. Moreover

.0 if i Φ j ,

bi5 =\l if i = i = 1 ,

(3 if i = i > 1 .

Hence

JSUτ) = max Σ βίi&ϋ = Σ δ« = 3m - 2 = TV - 2 .

Therefore Dσ(r) = iV - Eσ(τ) = 2, and

Dσ(τ)ID(στ, τσ) = 2/3 = (w - 1)7(4^ - 6) .

We can now suppose that n ^ 5. Set ̂  = 2ίΓ + 1. Then K ^ 2,
and m ^ 2UL — 1. Set r = r ^ τκ, where

zr = (r, n + r, 2n + r, , iΓw — n + r, if + r ,

JKW + r, Kn + w + r, , 2ULW — 2n + r) .

Thus for # in X we have

t g + n if g = pn + r, 0 £ p ^ K— 2 , l ^ r ^ i f ,

i ί + r if # = jfiΓw — n + r, 1 ^ r ^ K f

qτ = <

g + n if g = p n + r, K ^ p ^ 2 K - S, l ^ r ^
r if g = 2 i ί ^ - 2n + ry l ^ r ^

βf o t h e r w i s e .
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The blocks of τ are shown schematically in Figure 1.

1

to

K

ΛΊ-1

to

2K

-> to

n + tf

/to y

/ay/

///

t ]

to

Figure 1

The permutation τ maps the shaded blocks of Figure 1 onto them-
selves, and it maps the other blocks as indicated by the arrows. The
permutations σ and τ commute on the cycles d with i ^ 2K. Hence
these cycles contain no blocks and are not shown in the figure. Let
c denote the number of cycles on which σ and τ commute. Thus c =
m - (2K - 1). The number of points on which the identity I agrees
with τ is

E(τ, I) = - 2){K

Clearly I belongs to C(σ). On the other hand suppose that λ is an
arbitrary element of C(σ). If there exists a cycle C{ such that τ and
λ do not agree on any points of d, then

E(τ, X)^cn + (2K - 2){K + 1) .

If τ and λ agree on the point n, then

E(τ, λ) ^ en + 1 + (2K - 2){K + 1) .

If τ and λ do not agree on n, and if τ and λ agree on at least one
point of every cycle Cit then there are at least JBΓ — 1 blocks of length
K + 1 on which τ and λ do not agree. Hence in this case

- ΐ)(K + 1) + K2

- 2)(K + 1) .
E(τ, X)^

Therefore

^ ( τ ) = max £7(τ, λ) - £7(τ, /) - en + 1 + (2K - 2)(iΓ + 1)

- (m - 2ϋΓ + l)n + 2ϋΓ2 - 1 - N - 2ίΓ2.

Hence

Dσ(τ) = N- Έσ{τ) = 2# 2 = i(w ~ I)2 .



204 W. H. MILLS

We see from Figure 1 that the total number of blocks is

2(2K - 2) + 3 = 2n - 3 .

Since this is equal to D(στ, τσ), we have

Dσ(τ)ID(στ, τσ) = (n - l)2/(4rc - 6) .

This proves the lemma.
Lemma 1 establishes that Dσ^ (n — l)2/(4w — 6) if n is odd and

m ^ n — 2. Our other lemma, which establishes the opposite in-
equality, does not depend on the size of m.

LEMMA 2. / / n is odd and τe SN, τ$ C(σ), then

Dσ{τ)lD{στ, τσ) ^ (n - I)2/(4n - 6) .

Proof. As before we set n = 2if + 1. Let c denote the number
of cycles d on which σ and τ commute, and let Qs denote the total
number of blocks of length s. Since the cycles C< all have the same
length n, it follows from the last paragraph of § 2 that there are no
blocks of length n. Hence

s = l
D(στ, τσ) =

since this sum is equal to the total number of blocks. Set

f Σ
— 6 =i

The desired result holds if and only if

Eσ(τ) ^ G(τ) .

ίBy § 1 it is sufficient to show that there exists a real m x m matrix
(Vij) satisfying (5), (8), (9) and

(10) Σ^A ^G(r).

Case 1.

en + Σ^s'QJn ^ G(τ) .

In this case we set yiS — ni3 ln, where ni3 is the number of points of
d which are mapped into C3- by τ. Now (5), (6) and (7) hold for this
choice of {Vij). Hence (8) and (9) also hold.

Suppose Ci is a cycle on which σ and τ commute. Suppose τ ]jmaps
d o n t ° the cycle Cz. Then
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fl if 3 = Z ,
Via = , Λ . , . ,

(0 if j Φ z

Moreover biz = n by § 2. Hence

m

Σ:

and therefore

2-ι ^-ι Viά°i3 — en ,

where 2Ί runs over those c values of i such that σ and τ commute
on Ci.

Next suppose that Ci is a cycle on which a and τ do not com-
mute. Let Cz be a cycle such that one or more blocks of d are
mapped into Cz by r. Let us denote these blocks by B19 B2, , Bu.
We may suppose that these blocks are numbered in such a way that
Bλ is the longest of them. Then biz ^ | Bx \ by § 2. Moreover

niz - I BλI + I B21 + . + IB u \ ,

and

Hence

where the summation Σ2 is taken over those values of i such that σ
and τ do not commute on C<. Combining these results we obtain

Σ l Λ ^cn+ Σ s2Qs/^ ^ G(r) ,
i,j 8 = 1

which disposes of Case 1.

Case 2.

en + Σ s2Qsln < G(τ) .

Since the total number of points of X that do not belong to any block
is en, we have

N= en + Σ
s=l
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Therefore

(11) G(τ) = cn+ Σ sQs - & ~~ ̂  Σ Qs ,
8=1 4:71 — Ό « = 1

and we have

(12) Σ s(n - s)Q8 > n(n *>'
i An — 6 «=i

The inequality (12) cannot hold for n = 3. Hence w ^ 5, iΓ ^ 2.
Let q(i) denote the number of blocks in the cycle d. We denote

the blocks of Ct by Blif B2i, , Z?ff(i)ii, where we suppose the blocks
are ordered in such a way that

We note that if σ and τ do not commute on the cycle Ci9 then

Q(i) ^ 2,

Σ I Bwi I = n = 2K + 1 ,

and I Bμi \ ̂  K for /i Ξ> 2. If σ and τ commute on the cycle Ci9 then

Q(i) = 0.
We call C< a special cycle if σ and τ do not commute on d and

I Bu I ̂  iΓ. Let d denote the number of special cycles. Since every
cycle that is composed of blocks and is not a special cycle contains
exactly one block of length at least K + 1, we have

Σ
s=l

c + d+ Σ Qs = m = N/n = c

or

(13) nd - Σ sQs + Σ (^ ~ s)Qs = 0 .

We call the block Bwi a special block if C{ is a special cycle and either
(a) q(ί) = 3, or
(b) <?(ΐ) = 4 and w ^ 2.
The image Bτ of a block B is a block of r~\ We call i?r a block

image. Let ^(i) denote the number of block images in the cycle Ci9

and let B{if B^, , B'υ{i)Λ denote these block images. We can suppose
that

We call the block image B'wi a special image if it is a special block
of τ" 1 . More precisely Br

wi is a special image if | B({ \ ̂  K and either
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(a) v(i) = 3, or
(b) v{i) = 4 and w ̂  2.
If σ and τ commute on the cycle d set

(1 if τ maps C; onto Cy ,

(0 otherwise .

If Ci consists of blocks and is not a special cycle, then we set

1 if τ maps Bu into C5 ,

0 otherwise .

If d is a special cycle we set

yiJ = Σ"(K-\B\)l(K-l),

where the summation Σ" runs over all special blocks B of d that r
maps onto special images contained in C3 . Notice that replacing τ by
T"1 has the effect of replacing the matrix {y^ by its transpose.
Clearly yiό ^ 0 for all i, j . Moreover if the cycle C< is not special,
then

Now suppose that d is a special cycle. Then

where 2" runs over all special blocks B of C{. Since d is special
we must have q(i) ̂  3. If q(i) = 3, then every block of d is special,
Σ'\B\ = 2K+1, and

- 1 ) = (32Γ - 2"

If q(i) = 4, then

so that

r | 5 | = | 5 1 4 | + | 5 « | ^ Λ : + i >

and

Σ'(K - IB |)/(ίΓ - 1) = (2K - Σ' 15 |)/(JBΓ - 1) ̂  1 .

Finally if <?(Ό ̂  5, then C{ contains no special blocks, so that
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Thus we have

Σ V« ^ 1,1 ̂  i ^

By interchanging τ and τ~x we obtain

Thus conditions (5), (8), and (9) are satisfied. We must show that
(10) is satisfied also.

Let Ts denote the total number of special blocks of length s.
Similarly let Us denote the total number of special images of length.
s. Since there are exactly Qs — Us block images of length s that are
not special images, it follows that there are at least

Ts - (Q. - U.) = TS+ Us-Qs

special blocks of length s that are mapped onto special images by τm

If o and τ commute on the cycle Ci9 then

ΣVίΛi = n.

If d consists of blocks and is not a special cycle, then | Bu | ^
K+l, and

m

If d is a special cycle, then

Σ Viάhi = Σ Σ"{K - I B \)bi5\(K - 1)
3=1 3=1

*ΪΣ*\B\(K-\B\)I(K-1),

where Σ" runs over those special blocks B of d that are mapped
onto special images contained in C3 by τ, and Σ* runs over all special
blocks B of d that are mapped onto special images by τ. It follows,
that

w - l
X^ T\ *~> /vi _I_ XP of)

(14)
,s(Γ 8+ U. - Q.)(K - 8)I(K - 1) .

s=l

To complete the proof of the lemma it is sufficient to show that (10)
holds. Suppose that (10) does not hold. Then
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Using (11) and (14) this gives us

n-l ίγ, I \2 n—1

cn+ Σ
 SQS - — — — Σ Qs

«=i An — 6 s=i
w—1 JΓ

> cπ + Σ sQs + Σ s(Ts + Us- (
s-K + 1 8=1

or

, s{Qs - (Ts + Us - QS){K - s)l(K - 1)}
L

(nn _ 1\2 n-l

ΈQs.An — 6 «=i

We multiply (15) by n - 3 and add (12). Since w - 3 = 2(Z - 1)
this gives as

Σ s{(2n - s - S)QS - 2(ΓS + ί/s - QS)(K - s)}

(16) + Σ s(n-s)Qs

Now we multiply (13) by K - 1 and add (16). This yields

(17) (K - l)nd - Fx - V2 + Wx + W2 > 0 ,

where

8 = 1

if

s = l

= Σ {s(̂
s=l

s = l

Λ —

}ίΓ- s)

- s)(3s

S J »

- X - 2) + 2s(ίΓ -

+ 2s(K- s) - 2K2

- 2K)QS ,

s)

}Qs

and

Σ (s - 1){K - s -

The effect on (17) of replacing τ by r^1 is to interchange VΊ and
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Now D{στ, τσ) = Ό{στ~\ τ~xσ) and Dσ{τ) = D^τ-1). Thus it is suf-
ficient to prove the desired result with τ replaced by τ~\ It follows
that we can assume, without loss of generality, that Vτ S V2. Then
we obtain

(K - l)nd + Wi + W2 > V, + V2 ^ 2 Vi

or

(ΛΓ - l)nd > Σ {(«• - «)(2JΓ - 3s)Qs + 4β(Z - s)Ts}

Σ

Let Qί4) denote the number of blocks of length s in the cycle Ci9

and let Ts

{ί) denote the number of special blocks of length s in d.
Then (18) can be written in the form

(19)

where

z<

+

L

Σ

(K-

— s)(2

( β - 1

l)nd

i f - :

+ is(K - s)Ts

w}

If σ and τ commute on the cycle d we have Qi^ = Ts

{ί) = 0 for
all s, so that Z, = 0.

If the cycle C* contains exactly two blocks, Bu and 5 2 i , then we
set s' = I B2i I, and we have s' ^ K,\BU\ = 2K + 1 - s' ^ K + 1,
T{

s

l) = 0 for all s, and

, - (K - s')(2K - 3s') + (2K - s ')(^ - βf)

- s')2 ^ 0 .

Now suppose that C< is a cycle that is not special, but that con-
tains three or more blocks. Thus q(i) ^ 3, and \BU\ > K. Set f(x) =
(iΓ — x)(2K — Sx). The second derivative of the function / i s positive,
so that / is a convex function. Now \ B2i\ + \ B3i\ ^ n — \ Bu\ ^ K.
Therefore f(\ B2ί |/2 + | Bu |/2) > 0. Now for w ^ 4, we have | J5w41 ^ ίΓ/3
and / ( | Bwi I) > 0. Whence

Σ/(i^D^/dftiI)

0 .
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We have shown that Z{^ 0 for every ί such that C{ is not a
special cycle. Hence these terms can be dropped from the right side
of (19). Now there are exactly d special cycles. Therefore, by (19),
there is a special cycle Ct such that

Zt < (K - l)n = 2K2 - K - 1 .

Since Ct is special we have Q{

s

t] = 0 for s > K, and so

(20) 2K* - K - 1 > Zt = Σ {(K s)(2K - 3s)Qίί} +

Now set q = g(ί); and sw = | Bw t |, 1 ^ w ^ g. Then (20) can be written
in the form

(21) 2K2 - K - 1 >
w = l

where

f2ίΓ+ sw if E w i is a special block ,

'2JKΓ — 3sw if Bwt is not a special block .

Since Ct is a special cycle we have q = g(ί) ^ 3.
(A) Suppose g ^ 5. Then C« has no special blocks, and (21) be-

comes

2K2 - K - 1 > Σ /(««) ,

where /(a?) = (K — x)(2K — 3α?) as before. Since / is a convex function
we have

Now /(α?) is a decreasing function of x for a? ̂  5i£/6, and

n/g ^ n/5 = (2K + l)/5 < 5Z/6 .

Hence f{njq) ^ /(w/5). Moreover

25/(n/5) = (5Z - n)(10X" - Sw) = (3Z - 1)(4ΛΓ - 3) ,

which is positive. Therefore

5(2iP - K - 1) > 5g/(w/g) ^ 25/(^/5) = (3K - l)(4ϋΓ - 3) ,

or

0 > 2K2 - 8K + 8 = 2{K - 2)2 ,

which is impossible. This disposes of the case q ^ 5. Hence q = 3
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or q — 4.
(B) Next suppose that q = 3. Here all blocks of Ct are special

blocks so that (21) gives us

2K* - K - 1 > Σ ( # -
(22)

Now

Σ (K - sw) = SK - Σ sw = ZK - n = if -

We have if ^ s, ^ s2 ^ s3 ^ 1, sx + s2 + ss = 2if + 1, and i£ ̂  2. Hence
s3 < JfΓ. Therefore 1 ^ s3 ^ iΓ — 1, and we have

Σ 8W(K - sw) ^ s 3 (^ - β.) ̂  ίΓ - 1 .

Substitution in (22) now gives us

- K - 1 > 2iΓ(iί - 1) + K - 1 ,

a contradiction. Thus we have eliminated the case q = 3. There re-
mains only g = 4.

(C) Suppose finally that q = 4. Here j? lt and B2t are special,
blocks, -B3i and Bit are not. Thus (21) gives us

(23) 2K2 - K - 1 > L, + L2 + Af8 + M, ,

where Lw = (K — sw)(2K + sw) and

- 3sw) .

If w = 5, then if = 2, sx = 2, s2 = s3 = s4 = 1, Lλ — 0, L2 = 5, Λf3 =
Jlf4 = 1, which contradicts (23). Hence n ^ 7 and if ^ 3.

Now set J — s3 + s4 = 2K + 1 — sx — s2. Then since

we have J ^ K. Since /(#) is convex we have

M3 + M4 - /(88) + /(s4) ^ 2/(J/2) - (2if - J)(4X - 3J)/2 .

combining this with (23) we get

2K2 > Lx + L2 + ikf3 + M4 ̂  Lx + L2 + 4K2

or

0 > 2LX + 2L2 + 4if2 - 10KJ + 3J 2 .
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Since K ^ 3, we have 2K + 1 ^ 7K/3, and

J £ 7K/3 - sx - s2 .

Since sx + s2 > ϋΓ, we have ΊKβ - ^ - s2 ^ 4i£/3. Now 3#2 —
is a decreasing function of x for x g 5iΓ/3. Hence

3J 2 - 10KJ ^ 3(7#/3 - 8λ - s2f - 10K(7KIS - 8l - s2)

= -IK" - AK(Sl + s2) + 3(8! + s2γ .

Combining inequalities we get finally

0 > 2Lλ + 2L2 + AK2 + 3J 2 - 10KJ

^ 2(K - sλ)(2K + 8l) + 2(K - s2)(2K + s2)

- 3X 2 - 4 i ί ( s 1 + s2) + 3(sx + s2)
2

= 5K2 - 6K(sλ + s2) + si + 6s,s2 + s2

2

s2) + (Sl + s 2 - Kf .

This is impossible since K g: sx ^ s2. This contradiction completes the
proof of the lemma.

Lemma 2 shows that Dσ ^ (n — I)2/(an — 6) if n is odd, regard-
less of the size of m. Combining this with Lemma 1 we obtain our
main result:

THEOREM. If σ is the product of m cycles of length n, where n
is odd, w ^ 3, N — nm, and m ^ n — 2, then

(24) Dσ - (n - lfKAn - 6) .

In the notation of [1], (24) becomes

dσ = (n - I)2

2n(2n — 3)
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