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Introduction. The main aim of this work is to show that certain conditions are not sufficient for a Boolean algebra to have a strictly positive measure, where by a measure we mean a finitely additive measure which assigns 1 to the maximal element, and a strictly positive measure is one which assigns values >0 to every nonzero element. The results remain the same if the maximal element is allowed to have any finite measure >0, or an infinite measure provided that some nonzero element has a finite measure. We construct a Boolean algebra whose set of elements is a denumerable union of the form \( \bigcup_{n=1}^{\infty} B_n \) where in \( B_n \) there are at most \( n \) pairwise disjoint elements, but which has no strictly positive measure. This also implies that the countable chain condition, i.e. the condition that there are only countably many pairwise disjoint elements in the Boolean algebra, is not sufficient for the existence of a strictly positive measure. (The existence of sets \( B_n, \ldots, B_n, \ldots \) having the above mentioned properties is implied by the existence of a strictly positive measure and implies the countable chain condition.)

The problem of the sufficiency of the countable chain condition was raised by Tarski in the thirties [9 p. 58]; the second stronger condition was formulated by Horn and Tarski in 1948 [3, pp. 481 ff], where the problem of its sufficiency as well as the sufficiency of other conditions each of which is implied by it and implies the countable chain condition, is posed. A condition of a more complicated character which is both necessary and sufficient for the existence of a strictly positive measure was given by Kelley in 1959 [4]. Note that a characterization of the Boolean algebras which admit a strictly positive measure amounts to a characterization of those ideals which, for some measure, are the ideals of all elements of measure 0. This is so since every measure induces in a natural way a strictly positive measure on the quotient algebra of the original algebra and the ideal of all elements of measure 0. The results and proofs can be reformulated in an obvious way so as to deal with arbitrary measures and the ideals of all elements of measure 0.

Whether the countable chain condition implies the second stronger condition, mentioned above, is unknown and seems unlikely as this would imply Souslin's conjecture, cf. [3 pp. 487 ff.].
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In § 1 there are some preliminary definitions and lemmas, and § 2 includes the proof of the main result and some corollaries. In § 3 the analogous problems for countably additive Boolean algebras and countably additive measures are pointed out. In § 4 several connections between certain problems concerning Boolean algebras and Souslin's conjecture are discussed. The theorem whose proof is outlined there shows that Souslin’s conjecture is equivalent to some relativity simple statements concerning countably additive Boolean algebras.

**NOTATION.** A Boolean algebra is conceived here as an algebra of the form \( \langle B; \lor, \land, \neg \rangle \) where \( \lor \) and \( \land \) are the join and meet operations, respectively, and \( \neg \) is the complementation operation. All the well known properties of these operations are assumed. If \( B = \langle B; \lor, \land, \neg \rangle \) then \( |B| = B \), i.e. the set of all elements of the Boolean algebra. The partial ordering on \( |B| \) is denoted by “\( \geq \)”, and “1” and “0” denote the maximal and minimal elements respectively. If \( \{a_i\}_{i \in I} \subseteq |B| \) and the least upper bound of \( \{a_i\}_{i \in I} \) exists, then it is referred to as the join of \( \{a_i\}_{i \in I} \) and denoted by “\( \lor_{i \in I} a_i \)”. Similarly “\( \land_{i \in I} a_i \)” denotes the greatest lower bound of \( \{a_i\}_{i \in I} \) when it exists, and is referred to as the meet of \( \{a_i\}_{i \in I} \). A Boolean algebra is complete if the joins and meets of all sets of its elements exist. A set \( B \) of elements of \( B \) is dense in \( B \) if for every nonzero \( b \in |B| \) there is a nonzero \( b' \in B \) such that \( b \geq b' \). Every Boolean algebra \( B \) can be embedded as a subalgebra in a complete Boolean algebra \( B' \) so that \( |B| \) is dense in \( B' \). The Boolean algebra \( B' \) (which is unique up to an isomorphism) is the completion by cuts of \( B \). If \( b \in |B| \) then \( B|_b \) is the Boolean algebra formed by the principal ideal generated by \( b \), i.e. \( B|_b = \langle B', \lor', \land', \neg' \rangle \), where \( B' = \{c|c \leq b\} \), \( \lor' \) and \( \land' \) are \( \lor \) and \( \land \), respectively, restricted to \( B' \), and \( \neg' = \neg \land b \) for all \( c \in B' \).

We will always exclude the trivial Boolean algebra of one element, that is, we assume that \( 1 \neq 0 \).

Section 1.

**DEFINITION.** A measure \( m \) on a Boolean algebra \( B \) is a function from \( |B| \) into \([0,1]\) such that \( m(1) = 1 \) and \( m(a \lor b) = m(a) + m(b) \) whenever \( a \land b = 0 \). A measure \( m \) is strictly positive if \( m(a) \neq 0 \) whenever \( a \neq 0 \).

We will assume all the well known properties of measures such as \( m(0) = 0 \), \( m(a_1 \lor \cdots \lor a_n) = \sum_{i=1}^n m(a_i) \) if \( a_i \land a_j = 0 \) whenever \( i \neq j \), etc.

A set \( B \) of elements of a Boolean algebra is a set of pairwise disjoint elements or, simply, disjoint elements if for all \( a, b \) in \( B \) either \( a \land b = 0 \) or \( a = b \). \( B \) has at most \( n \) disjoint elements if every
subset of \( B \) of disjoint elements is of power \( \leq n \).

A Boolean algebra satisfies the C.C.C. (countable chain condition) if every set of disjoint elements of this algebra is countable (i.e. finite, or infinite and denumerable).

If \( m \) is a strictly positive measure on \( \mathcal{B} \) and if \( B_1 = \{0\} \) and \( B_n = \{b \mid m(b) \geq (1/n)\} \) for \( n > 1 \), then we get \( |\mathcal{B}| = \bigcup_{n=1}^{\infty} B_n \) and, as is easily seen, \( B_n \) has at most \( n \) disjoint elements. Consequently a necessary condition for a Boolean algebra to have a strictly positive measure is:

(*) There are sets \( B_1, B_2, \ldots, B_n, \ldots \), \( 0 < n < \infty \), such that for every \( n \) the set \( B_n \) has at most \( n \) disjoint elements, and \( \bigcup_{n=1}^{\infty} B_n \) is the set of all the elements of the Boolean algebra.

(*) is easily seen to imply the C.C.C. since if \( B \) is a set of pairwise disjoint elements and \( B_1, B_2, \ldots, B_n, \ldots \) are as in (*), then \( B = \bigcup_{n=1}^{\infty} (B \cap B_n) \) and \( B \cap B_n \) is at most of power \( n \). Hence \( B \) is countable. Thus we get

**Lemma 1.1.** There exists a strictly positive measure \( \Rightarrow \) (\( * \)) \( \Rightarrow \) C.C.C.

Our main result is to show that \( \Rightarrow \) (\( * \)) \( \Rightarrow \) there exists a strictly positive measure. To show that C.C.C. \( \Rightarrow \) (\( * \)) is an open problem which will be discussed in § 4.

**Lemma 1.2.** If there are sets \( B_1, \ldots, B_i, \ldots \), \( 0 < i < \infty \) such that \( |\mathcal{B}| = \bigcup_{i=1}^{\infty} B_i \) and such that in every \( B_i \) there are at most \( n_i \) disjoint elements where \( n_1, \ldots, n_i, \ldots \) is a sequence of natural numbers, then \( \mathcal{B} \) satisfies (\( * \)).

**Proof.** Given any natural number \( k \) if there is no number \( j \) such that \( k \geq \sum_{i=1}^{n_i} n_i \) put \( B'_i = \phi \); otherwise let \( j(k) \) be the largest \( j \) for which \( k \geq \sum_{i=1}^{n_i} n_i \) and put \( B'_k = \bigcup_{1 \leq j \leq k} B_j \). Obviously \( B'_k \) has at most \( k \) disjoint elements and \( |\mathcal{B}| = \bigcup_{k=1}^{\infty} B'_k \).

**Definition.** (i) If \( \langle b_1, \ldots, b_n \rangle \) is an \( n \)-tuple of elements of a Boolean algebra. Let \( N(\langle b_1, \ldots, b_n \rangle) \) be the maximal number \( k \) for which there are \( b_{i_1}, \ldots, b_{i_k} \) such that \( 1 \leq i_1 < i_2 < \cdots < i_k \leq n \) and \( b_{i_1} \land b_{i_2} \land \cdots \land b_{i_k} \neq 0 \).

(ii) If \( B \subseteq |\mathcal{B}| \) then the intersection number of \( B \), \( \text{Int}(B) \), is defined as \( \inf \{ (1/n)N(\langle b_1, \ldots, b_n \rangle) \mid b_1, \ldots, b_n \in B \} \), where the infinum is taken over all finite sequences of elements of \( B \).

This definition as well as the following two lemmas are due to Kelley [4]. The lemmas constitute the easier part of his result and we give here their simple proofs.

**Lemma 1.3.** If \( m \) is a measure on \( \mathcal{B} \) and \( B \subseteq |\mathcal{B}| \) then \( \text{Int}(B) \geq \)
Proof. Assume Inf \{m(b) \mid b \in B\} = \delta. Let b_1, \ldots, b_n \in B. For every subset \( K \) of \{1, \ldots, n\} put \( a_K = \Lambda_{i \in K} b_i \land \Lambda_{i \notin K} \overline{b}_i \), where \( \overline{K} \) is the complement of \( K \) relative to \{1, \ldots, n\}. Obviously \( a_K \land a_K' = 0 \) if \( K \neq K' \) and \( b_K = V_{i \in K} a_K \). Hence \( m(b_K) = \sum_{i \in K} m(a_K) \) and \( \sum_{i=1}^n m(b_i) = \sum_{i=1}^n \sum_{K \subseteq \{1, \ldots, n\}} m(a_K) = \sum_{K} r(K) \cdot m(a_K) \), where \( r(K) = 0 \) if \( a_K = 0 \) and \( r(K) \) is the cardinality of \( K \) if \( a_K \neq 0 \). Put \( r = \max \{r(K) \mid K \subseteq \{1, \ldots, n\}\} \). Then \( r \leq N(\langle b_1, \ldots, b_n \rangle) \) and \( n \delta \leq \sum_{i=1}^n m(b_i) = \sum_{K} r(K) \cdot m(a_K) \leq r \cdot \sum_{K} m(a_K) \leq r \) (since \( \sum_{K} m(a_K) = m(\bigvee_K a_K) \leq 1 \)). Consequently \( (1/n)N(\langle b_1, \ldots, b_n \rangle) \geq \delta \). Since this is true for all \( b_1, \ldots, b_n \in B \) we get \( \text{Int}(B) \geq \delta \).

**Lemma 1.4.** If \( \mathcal{B} \) has a strictly positive measure then there are sets \( B_1, \ldots, B_n, \ldots, 0 < n < \infty \) such that \( |\mathcal{B}| = \{0\} \cup \bigcup_{n=1}^\infty B_n \) and \( \text{Int}(B_n) > 0 \) for all \( n \).

**Proof.** Put \( B_n = \{ b \mid m(b) \geq (1/n) \} \), where \( m \) is the strictly positive measure, and use Lemma 1.3.

We will construct a Boolean algebra which satisfies (*), but which has no decomposition of the form \( \{0\} \cup \bigcup_{n=1}^\infty B_n \) where \( \text{Int}(B_n) > 0 \). This Boolean algebra will have no strictly positive measure. Kelley’s result is that the existence of a decomposition of that form is also sufficient for the existence of a strictly positive measure.

**Section 2.**

**Definition.** A set \( B \) of elements of a Boolean algebra is a set of independent elements or, simply, independent if whenever \( \{b_1, \ldots, b_k, b_{k+1}, \ldots, b_j\} \subseteq B \) and \( b_i \neq b_j \) for \( i \neq j \) we have \( \Lambda_{i=1}^k b_i \land \Lambda_{i=k+1}^j \overline{b}_i \neq 0 \).

The following are well known properties of independent sets. Let \( B \) be an independent set, then:

(a) If \( \Lambda_{i=1}^k b_i \land \Lambda_{i=1}^m \overline{b}_i \leq \Lambda_{i=1}^m c_i \), where \( b_1, \ldots, b_k, b_1', \ldots, b_m' \) and \( c_1, \ldots, c_m \) are all members of \( B \), then either for some \( i \) and \( j \) \( b_i = b_j \) (in which case the meet on the left side is 0), or \( \{b_1, \ldots, b_k\} \supseteq \{c_1, \ldots, c_m\} \).

(b) If \( a_1, \ldots, a_m \) are finite meets of members of \( B \) and \( b \) is a finite meet of members of \( B \) and complements of members of \( B \), then \( b \leq \bigvee_{i=1}^m a_i \) only if \( b \leq a_i \) for some \( i, 1 \leq i \leq m \).

(c) If \( B_n \) is the set of all elements of the form \( \Lambda_{i=1}^k b_i \land \Lambda_{i=k+1}^m \overline{b}_i \), where \( \{b_1, \ldots, b_m\} \subseteq B \) and \( m \leq n \), then in \( B_n \) there are at most \( 2^n \) nonzero disjoint elements.

In the theorem that follows we use the free Boolean algebra on continuum many generators. This is the Boolean algebra generated by continuum many generators in which the set of the generators is
independent. The existence of a free Boolean algebra on a given number of generators is a well known consequence of a general result concerning free algebras, cf. Birkhoff [2], and [1, p. viii ff.]. Moreover, in the case of continuum many generators this Boolean algebra can be actually given as an algebra of subsets of a denumerable set (the Boolean operations being the usual set operations). It is known that there is an independent family of continuum many subsets of a denumerable set (cf. [8 p. 6] where other references can be found) and one has to take the Boolean algebra generated by this family. For instance, take the denumerable set to be the set of all sets of the form \{T_1,\ldots, T_n\} where n is any natural number and \(T_1,\ldots, T_n\) are open intervals in (0, 1) with rational end points. For every \(x \in (0, 1)\) let \(S_x\) be the subset of all elements \(\{x\} \cup \bigcup T_n\) such that \(x \in T_1 \cup \cdots \cup T_n\). Then \(\{S_x \mid x \in (0, 1)\}\) is an independent family of continuum many elements.

**Theorem 2.1.** There exists a Boolean algebra which satisfies (\(\ast\)) (i.e., the set of all its elements can be represented as \(\bigcup_{n=1}^{\infty} B_n\), where in \(B_n\) there are at most \(n\) disjoint elements) and which has no strictly positive measure.

The proof is divided into 3 parts. The first is a construction of a certain ideal \(\mathcal{I}\) in the free Boolean algebra on continuum many generators, \(B\). The second part is a proof that \(B/\mathcal{I}\) satisfies (\(\ast\)) and in the third part we show that \(B/\mathcal{I}\) has no strictly positive measure.

**I** Construction. Let \(B\) be the free Boolean algebra on continuum many generators. Let the set of free generators be \(\{b_x \mid x \in (0, 1)\}\) where \(b_x \neq b_y\) if \(x \neq y\). Enumerate all nonempty open intervals of (0, 1) with rational end points; it is convenient to start the enumeration from 2; let it be \(T_1, T_2, \ldots, T_n, \ldots, 2 \leq n < \infty\). For every \(i \geq 2\) let \(T_{i,1}, \ldots, T_{i,i^2}\) be a sequence of \(i^2\) pairwise disjoint nonempty open subintervals of \(T_i\) with rational end points. (The number \(i^2\) has no special significance and is chosen for convenience. The same proof works if we put \(\alpha_i\) instead of \(i^2\) provided that \(n_i \geq i\) for \(i \geq 2\) and that \(i/n_i \to 0\) as \(i \to \infty\).) For every \(i \geq 2\) let \(H_i\) be the set of all elements of \(B\) of the form \(b_{x_1} \wedge \cdots \wedge b_{x_i}\) where \(x_1, \ldots, x_i\) belong to \(i\) different intervals of the form \(T_{i,j}\), \(1 \leq j \leq i^2\). Put \(H = \bigcup_{i=1}^{\infty} H_i\) and let \(\mathcal{I}\) be the ideal generated by \(H\).

During the proof \(x, x_1, \ldots, y, y_1, \ldots, z, z_1, \ldots\) range over points in (0, 1) and 0 is the zero element of \(B\) (thus 0/\(\mathcal{I}\) is the zero of \(B/\mathcal{I}\)).

**II** \(B/\mathcal{I}\) satisfies (\(\ast\))
Proof. A member $b$ of $\mathcal{B}$ is in $\mathfrak{S}$ if and only if $b \leq a_1 \lor \cdots \lor a_m$ for some $a_1, \ldots, a_m$ in $H$. Assume that $b = b_{x_1} \lor \cdots \lor b_{x_k} \lor \bar{b}_{y_1} \lor \cdots \lor \bar{b}_{y_m}$ ($n$ may be $0$). Since every member of $H$ is a meet of free generators it follows from (3) that $b \in \mathfrak{S}$ if and only if for some $a \in H$, $b \leq a$. Let $a = b_{z_1} \lor \cdots \lor b_{z_i}$, where $z_1, \ldots, z_i$ belong to $i$ different intervals of the form $T_{i,j}$. From (3) it follows that $b \leq a$ if and only if either $b = 0$ or $\{x_1, \ldots, x_k\} \supseteq \{z_1, \ldots, z_i\}$. This proves the following:

(i) If $b_{z_1} \lor \cdots \lor b_{z_k} \lor \bar{b}_{y_1} \lor \cdots \lor \bar{b}_{y_m} \in \mathfrak{S}$, then either this element is $0$ or there is an $i$ such that $k \geq i \geq 2$ and among $x_1, \ldots, x_k$ there are $i$ points which belong to $i$ different intervals of the form $T_{i,j}$, $(1 \leq j \leq i^2)$. Obviously, the converse holds as well.

(ii) Let $b'$ and $b''$ be meets of complements of the free generators and let $b_1 = b_{z_1} \lor \cdots \lor b_{z_m} \lor b'$ and $b_2 = b_{y_1} \lor \cdots \lor b_{y_m} \lor b''$ ($b'$ or $b''$ may be absent from $b_1$ or $b_2$). Assume that $b_i \notin \mathfrak{S}$ and that for every $i$ and $j$ such that $2 \leq i \leq m + n$ and $1 \leq j \leq i^2$ if there is a $k$ such that $y_k \in T_{i,j}$, $(1 \leq k \leq n)$ then there is a $k'$ such that $x_{k'} \in T_{i,j}$, $(1 \leq k' \leq m)$. Under these assumptions $b_1 \land b_2 \in \mathfrak{S}$ only if $b_1 \land b_2 = 0$.

(iii) is implied by (i): if $b_1 \land b_2 \in \mathfrak{S}$ and $b_1 \land b_2 \neq 0$ then there is an $i$, $2 \leq i \leq m + n$, such that among $x_1, \ldots, x_m, y_1, \ldots, y_n$ there are $i$ points which belong to $i$ different intervals of the form $T_{i,j}$. Since every $y_k$ which belongs to some $T_{i,j}$ can be replaced by $x_{k'}$ which belongs to the same $T_{i,j}$, it will follow that $b_1 \in \mathfrak{S}$, contradicting our assumption.

For $n \geq 2$ let $K_n$ be the set of all ordered pairs $\langle i, j \rangle$ where $2 \leq i \leq n$ and $1 \leq j \leq i^2$. If $K \subseteq K_n$ let $C(K, n)$ be the set of all members of $\mathcal{B}$ which are not in $\mathfrak{S}$ and are of the form: $b_{z_1} \lor \cdots \lor b_{z_m} \lor \bar{b}_{y_1} \lor \cdots \lor \bar{b}_{y_m}$, (including the cases $m = 0$ and $m' = 0$) where $m + m' \leq n/2$ and, for all $i$ and $j$ such that $\langle i, j \rangle \in K_n$, $\langle i, j \rangle \in K$ if and only if $x_r \in T_{i,j}$ for some $r$ $(1 \leq r \leq m)$.

From (ii) it follows that whenever $b_1$ and $b_2$ are members of $C(K, n)$ such that $b_1 \land b_2 \in \mathfrak{S}$, then $b_1 \land b_2 = 0$. Hence, by (3), every subset of $C(K, n)$, in which the meet of every two different elements is in $\mathfrak{S}$, is of power $\leq 2^{n/2}$.

Let $C_n$ be the set of all members of $\mathcal{B}$ which are not in $\mathfrak{S}$ and which are of the form $b_{z_1} \lor \cdots \lor b_{z_k} \lor \bar{b}_{z_{k+1}} \lor \cdots \lor \bar{b}_{z_m}$ where $m \leq n/2$. Every member $b$ of $C_n$ belongs to a unique $C(K, n)$ (namely, if $b = b_{z_1} \lor \cdots \lor b_{z_k} \lor \bar{b}_{z_{k+1}} \lor \cdots \lor \bar{b}_{z_m}$ then $b \in C(K, n)$ if and only if $K$ is the set of all $\langle i, j \rangle$, such that $2 \leq i \leq n$, $i \leq j < i^2$, and for some $r x_r \in T_{i,j}$). Hence $\{C(K, n) \mid K \subseteq K_n\}$ constitutes a partition of $C_n$.

The power of $K_n$ is $\sum_{i=3}^{n/2} i^2$, hence there are $2^{\sum_{i=3}^{n/2} i^2}$ different subsets of $K_n$. Consequently every subset of $C_n$, in which the meet of every 2 different elements is in $\mathfrak{S}$ and is of power $\leq p_n$, where $p_n = 2^{\sum_{i=3}^{n/2} i^2}$. Put $C_n' = \{b \mid b \in |\mathcal{B}|$ and $b \leq b'$ for some $b'$ in $C_n\}$. It is clear
that every subset of $C_\mathfrak{F}$ in which the meet of every 2 different elements is in $\mathfrak{F}$ is of power $\leq p_n$.

Every element of $\mathfrak{B}$ is a join of meets of free generators and complements of free generators, if all the meets are in $\mathfrak{F}$ the element is in $\mathfrak{F}$. Consequently if $b \in \mathfrak{F}$ then $b \leq b'$ for some $b'$, not belonging to $\mathfrak{F}$, which is a meet of free generators and complements of free generators. Hence $\bigcup_{n=1}^\infty C_\mathfrak{F}$ is the set of all elements of $\mathfrak{B}$ which are not in $\mathfrak{F}$.

Put $D_n = \{b/\mathfrak{F} | b \in C_\mathfrak{F}\} \cup \{0/\mathfrak{F}\}$. Then $|\mathfrak{B}/\mathfrak{F}| = \bigcup_{n=1}^\infty D_n$ and in $D_n$ there are at most $p_n + 1$ disjoint elements. Consequently (II) follows from Lemma 1.2.

(III) There is no strictly positive measure on $\mathfrak{B}/\mathfrak{F}$.

Proof. By contradiction. If there is a strictly positive measure on $\mathfrak{B}/\mathfrak{F}$ then there are sets $B_1, \ldots, B_n, \ldots, 1 \leq n < \infty$, such that $|\mathfrak{B}/\mathfrak{F}| = \{0/\mathfrak{F}\} \cup \bigcup_{n=1}^\infty B_n$ and, for all $n$, $\text{Int}(B_n) > 0$. As we have seen $b_{x_1} \wedge \cdots \wedge b_{x_k} \in \mathfrak{F}$ if and only if for some $i$ we have $k \geq i \geq 2$ and among $x_1, \ldots, x_k$ there are $i$ points in $i$ different intervals of the form $T_i, j$. In particular $b_x \in \mathfrak{F}$ for all $x \in (0, 1)$. Hence if we put $X_n = \{x | b_x \in B_n\}$ we get $\bigcup_{n=1}^\infty X_n = (0, 1)$. Consequently some $X_n$ must be dense in some open non empty interval. Let $X_k$ be dense in the interval $T$, ($T \neq \emptyset$).

Among $T_2, T_3, \ldots, T_n, \ldots$ there are infinitely many subintervals of $T$, let them be $T_{n(1)}, \ldots, T_{n(i),} \ldots$ where $n(i) < n(j)$ if $i < j$.

Consider $T_{n(i),} \ldots, T_{n(x),} \ldots$, there are points $x_1, \ldots, x_{n(i),} \in X_k$ such that $x_j \in T_{n(i),} \ldots, j \leq n(i)$. Consider the $n(i)$-tuple $\langle b_{x_1}/\mathfrak{F}, \ldots, b_{x_j}/\mathfrak{F}, \ldots \rangle_j \leq n(i)$. This is a tuple of members of $B_k$. Since by our definition every meet of $n(i)$ elements among $b_{x_1}, \ldots, b_{x_{n(i),}}$ is in $\mathfrak{F}$ we get $N(\langle b_{x_1}/\mathfrak{F}, \ldots \rangle) \leq n(i)$, hence $(1/n(i))^n \cdot N(\langle b_{x_1}, \ldots \rangle) \leq (1/n(i))$. Consequently $\text{Int}(B_k) \leq (1/n(i))$; letting $i \to \infty$ we get $\text{Int}(B_k) = 0$. Contradiction.

Corollary. The C.C.C. is not sufficient for the existence of a strictly positive measure.

Theorem 2.2. There is a Boolean algebra $\mathfrak{A}$ satisfying $(\ast)$ and having the property:

$(\dagger)$ If $a$ is any nonzero member of $\mathfrak{A}$ then $\mathfrak{A}|_a$ has no strictly positive measure.

Theorem 2.2 follows from Theorem 2.1, since, as it is not difficult to show, if $\mathfrak{A}$ has no strictly positive measure and satisfies the C.C.C. then, for some nonzero element $b$, $\mathfrak{A}|_b$ satisfies $(\dagger)$. Obviously if $\mathfrak{A}$ satisfies $(\ast)$ so does $\mathfrak{A}|_b$. Another way (suggested to the author by
R. S. Pierce) is, given $\mathcal{A}$, to construct the free product, $\mathcal{A}'$, of $n$ copies of $\mathcal{A}$. (This corresponds to taking the cartesian product of $n$ copies of the Stone representation of $\mathcal{A}$ with the product topology.) It can be shown then that if $\mathcal{A}$ has no strictly positive measure then $\mathcal{A}'$ satisfies $(\dagger)$ and if $\mathcal{A}$ satisfies $(\ast)$ so does $\mathcal{A}'$.

Note that $(\dagger)$ is equivalent to:

$(\dagger)$ Whenever $m$ is a measure on $\mathcal{A}$ then \[ \{b \mid m(b) = 0\} \text{ is dense in } \mathcal{A}. \]

(If $\mathcal{A}$ satisfies $(\dagger)$, $m$ is a measure on $\mathcal{A}$, and $m(a) > 0$ then define $m'$ on $\mathcal{A} \restriction_{\mu}$ by: $m'(b) = (1/m(a)) \cdot m(b)$ for all $b \leq a$. Because of $(\dagger)$ there is an element $b$ such that $a \geq b > 0$ and $m'(b) = 0$, for this $b$ we have $m(b) = 0$. The implication $(\dagger) \rightarrow (\dagger)$ is as easy.)

Because of Theorem 2.2 it is easily seen that both Theorem 2.1 and Theorem 2.2 hold if we replace “strictly positive measure” by “strictly positive measure’” where by a measure’ we understand a finitely additive function into $[0, \infty]$ which is finite for some nonzero element. Property $(\dagger)$ is equivalent to the corresponding property $(\dagger')$, obtained by replacing “measure” by “measure’.” $(\dagger)$ is equivalent to the property that whenever $m$ is a measure’ on $\mathcal{A}$ then \[ \{b \mid m(b) = 0\} \]

is dense in the set of all elements of finite measure. It should be noted, however, that $(\ast)$ is not a necessary condition for the existence of a measure’.

Section 3. The problems concerning the conditions for the existence of strictly positive measures arise also for countably additive Boolean algebras (i.e., where all countable joins and meets exist) and countably additive measures (i.e., where $m(\bigvee_{i=1}^{\infty} a_i) = \sum_{i=1}^{\infty} m(a_i)$, whenever $a_i \land a_j = 0$ for all $i \neq j$). A characterization of the countably additive Boolean algebras which have a strictly positive countably additive measure was given by Maharam [6]. If we take the completion by cuts of the Boolean algebra whose existence is claimed in Theorem 2.1 we get a complete, hence countably additive, Boolean algebra which satisfies $(\ast)$, and which has no strictly positive measure, hence, a fortiori, no strictly positive countably additive measure. However it turns out that the solution of this problem for the countably additive case is much easier. The completion by cuts of the free Boolean algebra on $n$ generators is also a Boolean algebra which satisfies $(\ast)$ and has no strictly positive countably additive measure (although it does have a strictly positive finitely additive measure). It turns out that the interesting problem for the countably additive case involves an additional condition, the so-called weak countable distributivity.

A countably additive Boolean algebra is countably distributive if for every double sequence of elements $a_{m,n}$, $0 < m < \infty$ and $0 < n < \infty$, the join $\bigvee_{k} \bigvee_{n=1}^{m} a_{m,k,n}$, where $k$ ranges over all sequences of natural
numbers, exists and is equal to $\bigwedge_{m=1}^\infty \bigvee_{n=1}^\infty a_{m,n}$. It is *weakly countably distributive* if this holds for all double sequences $a_{m,n}$ in which $a_{m,1} \leq a_{m,2} \leq \cdots \leq a_{m,n} \leq a_{m,n+1} \leq \cdots$ for all $m$. As was pointed out by Maharam [6, pp. 158 ff], weak countable distributivity is necessary for the existence of strictly positive countably additive measures. The analogous problems for the countably additive case are whether either condition (*) or the C.C.C. together with weak countable distributivity is sufficient for the existence of a strictly positive countably additive measure. No answer to either of these questions is known. The completion by cuts of the Boolean algebra used in the proof of Theorem 2.1 is, unfortunately, not weakly countably distributive.

**Section 4. Connections with Souslin’s conjecture.** Souslin’s conjecture (Fund. Math. 1, 1920, p. 223) is that every non empty ordered set without jumps (i.e. between every two elements there is another element) and without gaps (i.e. every bounded subset has a least upper bound) which has neither a first nor a last element and which has at most countably many pairwise disjoint intervals, is order isomorphic to the real line.

As was shown by Horn and Tarski [3, pp. 487 ff.], if the C.C.C. implies (*) then Souslin’s conjecture is true. Thus, a fortiori, the sufficiency of the C.C.C. for the existence of a strictly positive measure would imply Souslin’s conjecture, hence the corollary to Theorem 1 could be expected. The problem to show that the C.C.C. does not imply (*) was stated in [3] and remains open. Also as was proved by Maharam [6, pp. 164 ff.], the sufficiency of the C.C.C. together with weak countably distributivity for the existence of strictly positive countably additive measures implies Souslin’s conjecture, hence it is unlikely to be proved.

We will show that Souslin’s conjecture is equivalent to some relatively simple statements concerning countably distributive Boolean algebras. To do this we use a well known formulation of Souslin’s conjecture in terms of trees, originally due to Kurepa [5, pp. 122 ff.].

By a *tree* we mean a system $\langle T, \geq \rangle$ where $\geq$ is a partial ordering of $T$ such that for all $a \in T$ the set $\{b \mid b \geq a\}$ is well ordered by $\geq$. The *rank* of $a$ is the ordinal which is order isomorphic to $\{b \mid b \geq a\}$. The tree can be best visualized by “placing” its elements on different “levels” according to their rank. Two elements, $a$ and $b$, are *incomparable* if neither $a \geq b$ nor $b \geq a$. A *path* is a maximal subset of $T$ which is totally ordered by $\geq$. Every path is, of course, well ordered by $\geq$ and the ordinal which is order isomorphic to it is the *length* of the path. (Of course every ordered subset of $T$ can be extended to a path.) Let $\omega_1$ be the first uncountable ordinal. Souslin’s conjecture is equivalent to the following statement:
Every uncountable tree has either a path of length $\geq \omega$, or has $\aleph_1$ pairwise incomparable elements.

The proof of the following lemma is essentially due to Maharam [6, p. 166].

**Lemma 4.1.** Let $\langle T, \geq \rangle$ be a tree which has no $\aleph_1$ pairwise incomparable elements and in which \{b | b $\geq$ a\} is countable for every a $\in$ T. Let m be a function from T into $[0, \infty]$ such that a $\geq$ b $\Rightarrow$ m(a) $\geq$ m(b), and if m(a) > 0 then, for some b, a $\geq$ b and m(a) > m(b). Then \{a | m(a) > 0\} is countable.

To prove it put $S_r = \{a | m(a) \leq r \text{ and for every } b \text{ if } b > a \text{ then } m(b) > r\}$, ($r$ is any real number). It follows that if m(a) $\leq r$ then a' $\geq$ a for some a' in $S_r$. Also $S_r$ is a set of incomparable elements and hence countable. If m(a) > 0 then m(a) > m(b) for some b such that a $\geq$ b. If r is a rational number between m(a) and m(b) then b' $\geq$ b for some b' $\in$ $S_r$, and it follows that a $\geq$ b'. Hence $\{a | m(a) > 0\} = \{a | a > b \text{ for some } b \in S_r \text{ and some positive rational } r\}$. Since for every b \{a | a > b\} is countable, \{a | m(a) > 0\} is countable.

An atom of a Boolean algebra is a nonzero element, a, such that whenever b $\leq$ a either b = 0 or b = a.

The following theorem establishes the equivalence of Souslin's conjecture and several statements concerning Boolean algebras.

**Theorem 4.1.**

Souslin's conjecture is equivalent to each one of the following statements

(i) Every countably additive and countably distributive Boolean algebra satisfying the C.C.C. is isomorphic to the Boolean algebra of all subsets of a countable set.

(ii) Every countably additive and countably distributive Boolean

---

1 The ideas used in proving this theorem are known and similar results have been proved. As was pointed out to the author, the implication "Souslin's conjecture $\Rightarrow$ (i)" can be derived using some results of Horn and Tarski [3, p. 480, Th. 2.3 and p. 487, Th. 2.11], and the equivalence "Souslin's conjecture $\equiv$ (i)" was proved by Maharam, [7, p. 590]. The construction which is used here to show that (v) implies Souslin's conjecture is essentially the same as that used by Maharam [6, pp. 164 ff.] to prove a weaker implication, the main difference being that "weakly countably distributive" is used there instead of "countably distributive." This construction was found and used independently by the author to prove that (iv) implies Souslin's conjecture, the main argument by which the measure in (iv) can be replaced by a more general function is due to Maharam [6, p. 166]. Using the original formulation of Souslin's conjecture, which involves ordered sets instead of trees, Kelley [4, p. 1172] proved an implication weaker than "(iv) $\Rightarrow$ Souslin's conjecture," the difference being, again, the use of "weakly countably distributive" instead of "countably distributive." For other results concerning the connections between Souslin's conjecture and Boolean algebras see [4], [7], and [3] where more references are given.
algebra satisfying the C.C.C. has a strictly positive countably additive measure.

(iii) Every countable additive and countably distributive Boolean algebra satisfying the C.C.C. has a strictly positive countably additive measure.

(iv) Every countably additive and countably distributive Boolean algebra satisfying the C.C.C. has a measure \( m \) such that the maximal element, 1, is not a countable join of elements of measure 0.

(v) Like (iv) except that \( m \) is required to be only a monotonic function having nonnegative values, such that whenever \( m(a) > 0 \) and \( a \) is not an atom then \( m(a) > m(b) \) for some nonzero \( b \) which is \( < a \).

Since every countably additive Boolean algebra satisfying the C.C.C. is complete, we can replace in (i)–(v) “countably additive and countably distributive” by “complete and countably distributive.”

The following is a sketch of the proof. First to show that Souslin’s conjecture implies (i), assume that \( \mathcal{B} \) is a countably additive, countably distributive Boolean algebra satisfying the C.C.C. By the axiom of choice it follows that there are two functions \( f_0 \) and \( f_1 \) defined for all nonzero elements \( a \) which are not atoms, such that \( f_0(a) \lor f_1(a) = a, f_0(a) \land f_1(a) = 0, \) and \( f_0(a), f_1(a) \neq 0 \). We now construct a set of sequences, \( S \), of 0's and 1's, whose lengths are countable ordinals, and a mapping \( s \rightarrow a_s \), defined for all \( s \in S \), such that \( a_s \in |\mathcal{B}| \). This is done as follows:

1. \( \langle 0 \rangle \in S \) and \( a_0 = 1 \)
2. If \( s = \langle s_0, \ldots, s_\lambda, \ldots \rangle \) is in \( S \) and if \( a_s \) is not an atom then \( s_0 \) and \( s_1 \), defined respectively as \( \langle s_0, \ldots, s_\lambda, \ldots, 0 \rangle \) and \( \langle s_0, \ldots, s_\lambda, \ldots, 1 \rangle \), are in \( S \), \( a_{s_0} = f_0(a_s) \) and \( a_{s_1} = f_1(a_s) \). If \( a_s \) in an atom then \( s_0 \in S \) and \( a_s = a_{s_0} \).
3. Let \( \{ s^i \mid i < \omega_0 \} \) be a subset of \( S \) (\( \omega_0 = \) the first infinite ordinal). Let \( \alpha_i \) be the length of \( s^i \). If \( \alpha_0 < \alpha_1 < \cdots \alpha_i < \alpha_{i+1} \cdots \) and \( s_i^ \lambda = s_i^ \lambda \) for all \( \lambda < \alpha_i, \alpha_j, \) and if \( \bigwedge_{i < \omega_0} a_{s_i} \neq 0 \), then the sequence \( s \), whose length is \( \bigcup_{i < \omega_0} \alpha_i \), such that \( s_\lambda = s_\lambda^i \) for all \( \lambda < \alpha_i (i < \omega_0) \), is in \( S \), and \( a_s = \bigwedge_{i < \omega_0} a_{s_i} \).
4. \( S \) contains no other sequences.

Let \( S_\alpha \) be the set of all members of \( S \) of length \( \alpha \). From the countable distributivity of \( \mathcal{B} \) it follows that \( 1 = \bigvee_{s \in S_\alpha} a_s \) whenever \( \alpha \) is countable. \( \{ a_s \mid s \in S \} \) together with the partial ordering of \( \mathcal{B} \) form a tree. In this tree \( a_s \leq a_{s'} \) or \( a_{s'} \leq a_s \) or \( a_s \land a_{s'} = 0 \). By the C.C.C. this tree has no path of length \( > \omega_0 \), and no \( \mathbf{S}_1 \) pairwise incomparable elements. By Souslin’s conjecture the tree is countable. Hence for some countable \( \alpha \) every \( a_s \), where \( s \in S_\alpha \), is an atom. From this it easily follows that \( \mathcal{B} \) is isomorphic to the Boolean algebra of all subsets of the set of all its atoms. The set of all its atoms is, of course, countable.
Each of the conditions (i)-(iv) is easily seen to imply its successor. It remains to show that (v) implies Souslin’s conjecture. Assume Souslin’s conjecture is false and let \( \langle T, \geq \rangle \) be an uncountable tree with no path of length \( \omega \) and no \( \aleph_1 \) pairwise incomparable elements. For every \( a \) in \( T \) let \( P(a) \) be the set of all paths containing \( a \), let \( P \) be the set of all paths and for every ordinal \( \alpha \) let \( P_\alpha \) be the set of all paths of length \( \leq \alpha \). It follows easily that \( P \neq P_\alpha \) whenever \( \alpha \) is countable. Let \( \mathcal{B} \) be the countably additive Boolean algebra of subsest of \( P \) generated by \( \{ P(a) \mid a \in T \} \). Let \( \mathcal{Y} = \{ A \mid A \subseteq P_\alpha \text{ for some countable } \alpha \} \). \( \mathcal{Y} \) is a countably additive, countably distributive Boolean algebra satisfying the C.C.C.

A proof of this will proceed along the following steps:

If \( a \geq b \) then \( P(a) \supseteq P(b) \) and if \( a \) and \( b \) are incomparable then \( P(a) \cap P(b) = \emptyset \). Consequently if \( P(a) \cap P(b) \neq \emptyset \) then \( P(a) \supseteq P(b) \) or \( P(b) \supseteq P(a) \). If \( A = \bigcup_{i \in I} P(a_i) \) then for every \( j \in I \) the set of all \( a_i \)'s, \( i \in I \), such that \( a_i \geq a_j \), is well ordered by \( \geq \) and has a first element \( a_{i,j} \); obviously \( A = \bigcup_{i \in I} P(a_{i,j}) \) and \( \{ a_{i,j} \mid j \in I \} \) is a set of pairwise incomparable elements. Thus every union of \( P(a) \)'s is also a union of \( P(a) \)'s which are pairwise disjoint. Now consider all sets of the form:

\((\#) A \cup A', \) where \( A \) is a countable union of pairwise disjoint \( P(a) \)'s and \( A' \subseteq P_\alpha \) for some countable \( \alpha \).

The complement of any \( P(a) \) is of this form, namely if \( a \) is of rank \( \alpha \) then complement of \( P(a) = A \cup A' \) where \( A \) is the union of all \( P(b) \)'s such that \( b \) is of rank \( \alpha \) and \( b \neq a \), and \( A' \) is the subset of \( P_\alpha \) consisting of all paths not containing \( a \). A countable union of sets of the form \((\#)\) is obviously of this form and this, although less obvious, is also true for countable intersections. (If \( B_n = \bigcup_{i \in I_n} P(a_i) \cup A'_n \), where \( I_n \) is countable and \( A'_n \subseteq P_{\alpha_n} \), \( n = 0, 1, \ldots \), then let \( \alpha \) be any countable ordinal bigger than the ranks of all \( a_i \)'s, \( i \in I_n \), \( n = 0, 1, \ldots \), and all the \( \alpha_n \)'s. Taking the intersection of the \( B_n \)'s and distributing one gets a set of paths each of length \( \leq \alpha \) as well as sets of the form \( \bigcap_{n=0}^\infty P(a_{i,n}) \), \( i_n \in I_n \). It is easily seen that every set of the last form is either empty or consists of a single path of length \( \leq \alpha \) or is a countable union of \( P(a) \)'s where the \( a_i \)'s are all of rank \( \leq \alpha \). Since there are countable many \( a_i \)'s of rank \( \leq \alpha \) the assertion follows.) Hence all members of \( \mathcal{B} \) are of form \((\#)\). Consequently every member of \( \mathcal{B}/\mathcal{Y} \) is of the form \( \bigcup_{i \in I} P(a_i)/\mathcal{Y} \), where \( I \) is countable, \( P(a_i) \in \mathcal{Y} \) for all \( i \in I \) and \( P(a_i) \cap P(a_j) = \emptyset \) if \( i \neq j \); the member is 0 if and only if \( I = \emptyset \). If \( x_{m,n} = \bigcup_{i \in I_{m,n}} P(a_i)/\mathcal{Y} \), and \( \wedge_{n=0}^\infty \bigvee_{m=0}^\infty x_{m,n} \neq 0 \) then, for some \( a \) such that \( P(a) \in \mathcal{Y} \) and rank \( a \geq \text{rank } a_i \) for all \( i \in \bigcup_{n=0}^\infty I_{m,n} \), \( \wedge_{n=0}^\infty x_{m,n} \geq P(a)/\mathcal{Y} \) for all \( m \). From the properties of the \( P(a) \)'s it follows that for every \( m \) there is an \( n_m \) such that \( x_{m,n_m} \geq P(a)/\mathcal{Y} \), hence \( \wedge_{n=0}^\infty x_{m,n_m} \neq 0 \). This is well known to imply

\[ \text{null} \]
the countable distributivity of $\mathcal{B}/\mathfrak{A}$.

From the properties of the $P(a)$’s it follows that $\{P(a)/\mathfrak{A} \mid a \in \mathfrak{A}\}$ together with the partial ordering of $\mathcal{B}/\mathfrak{A}$, restricted to this set, form a tree having the properties required in Lemma 4.1. If $m$ is a function on $|\mathcal{B}/\mathfrak{A}|$ satisfying the conditions mentioned in (\textcircled{V}) then its restriction to $\{P(a)/\mathfrak{A} \mid a \in \mathfrak{A}\}$ will have the properties required in Lemma 4.1 (this is so because no $P(a)/\mathfrak{A}$ is an atom in $\mathcal{B}/\mathfrak{A}$, and, as was mentioned before, every member of $\mathcal{B}/\mathfrak{A}$ is a join of $P(a)$’s). By Lemma 4.1, $\{a \mid m(P(a)/\mathfrak{A}) > 0\}$ is countable. This implies that, for some countable $\alpha$, $m(P(\alpha)/\mathfrak{A}) = 0$ for all $a$’s of rank $\alpha$; but for every countable $\alpha \{P(a)/\mathfrak{A} \mid a \text{ is of rank } \alpha\}$ is countable and its join is 1.
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