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Introduction. In the previous papers [7], [8], we studied some special types of ordered semigroups in our general sense (cf. § 1). In the continuation of our study, in this note we characterize ordered completely regular semigroups.

In the algebraic theory completely regular semigroups were first studied systematically by Clifford [1]. He characterized these semigroups when the idempotents of the semigroup commute. Recently Fantham [4] generalized this result and characterized completely regular semigroups when the idempotents of the semigroup constitute a subsemigroup.

Ordered completely regular semigroups are shown, in this note, to be semigroups, in which the idempotents constitute subsemigroups. However, it can be shown that the abstract semigroup of an ordered completely regular semigroup is simpler than the semigroups of Fantham’s type. Indeed, our main theorem (Theorem 6) asserts that an ordered completely regular semigroup is characterized by the ordered idempotent semigroup constituted by all the idempotents of the semigroup, the ordered groups corresponding to all the elements of the associated semilattice, and the mappings between these ordered groups corresponding to all comparable pairs of elements of the associated semilattice which satisfy certain conditions.

We remark, we characterize, in § 3, ordered completely simple semigroups without zero. This characterization seems to be interesting by itself, by virtue of the importance of completely simple semigroups without zero.

1. Preliminaries. A semigroup $S$ is called completely regular, if, for every element $a \in S$, there exists $x \in S$ such that

$$axa = a \quad \text{and} \quad ax = xa$$

(Lyapin [5]). Clifford called such a semigroup a semigroup admitting relative inverses and gave many interesting results of this semigroup. Here we mention some of them without proofs.

Lemma 1 (Clifford [1], Theorem 1). A semigroup is completely regular if and only if it is the set-union of mutually disjoint groups.

The adjective ‘mutually disjoint’ in the above Lemma 1 can be

**Lemma 2 (Clifford [2], Theorem 6).** A semigroup is completely regular if and only if it is a semilattice of completely simple semigroups without zero.

Thus, a completely regular semigroup $S$ determines a semilattice $T_s$ such that to each element $\alpha$ of $T_s$ there corresponds a subsemigroup $S(\alpha)$ of $S$ with the following properties:

(a) the $S(\alpha)$ are mutually disjoint and their union is $S$;
(b) each $S(\alpha)$ is a completely simple semigroup without zero;
(c) $S(\alpha)S(\beta) \subseteq S(\alpha \circ \beta)$, where $\alpha \circ \beta$ is the product of $\alpha$ and $\beta$ in $T_s$.

We call the semilattice $T_s$ the associated semilattice of the completely regular semigroup $S$.

For discussing the structure of semigroups, it is sometimes successful to use ideal-theoretical notions. In this note, we use $R$-equivalence, $L$-equivalence and $D$-equivalence in the sense of Miller and Clifford [6]. It can be seen that the decomposition of a completely regular semigroup $S$ into the collection of subsemigroups $S(\alpha)$ mentioned in Lemma 2, coincides with the decomposition of $S$ into the collection of $D$-equivalence classes.

In particular, a completely simple semigroup without zero is completely regular.

When a completely simple semigroup without zero is left simple, that is, it consists of only one $L$-equivalence class, it is called a left group. A right group is defined similarly. A semigroup $I$ is called left singular, if the multiplication is defined by

$$ab = a \quad \text{for every} \quad a, b \in I.$$  

A left singular semigroup is clearly a left group. A right singular semigroup is defined similarly. The following lemma is well-known (cf. Cohn [3], p. 172).

**Lemma 3.** A left group is semigroup-isomorphic to the direct product of a group and a left singular semigroup. A right group is semigroup-isomorphic to the direct product of a group and a right singular semigroup.

By an ordered semigroup, we mean a semigroup $S$ with a simple order $<$ satisfying the following condition:

$$a \leq b \quad \text{implies} \quad ac \leq bc \quad \text{and} \quad ca \leq cb.$$
Evidently a left or right singular semigroup turns out to be an ordered semigroup if we order the elements of the semigroup arbitrarily. Ordered semigroups were studied in our previous papers [7], [8]. Here we mention some elementary results from these papers without proofs.

**Lemma 4** (Saitô [8], Corollary of Lemma 1). The set of all idempotents of an ordered semigroup $S$, if it is non-void, is a subsemigroup of $S$.

**Lemma 5** (Saitô [7], Lemma 2). If $a$ and $b$ are elements of an ordered idempotent semigroup $E$ such that $a \leq b$, then

$$a \leq ab \leq b \quad \text{and} \quad a \leq ba \leq b.$$  

**Lemma 6** (Saitô [7], Theorem 1). In an ordered idempotent semigroup $E$, each $D$-equivalence class consists of either only one $L$-equivalence class or only one $R$-equivalence class.

In an ordered idempotent semigroup $E$, a $D$-equivalence class is called $L$-typed, if it consists of only one $L$-equivalence class, while it is called $R$-typed, if it consists of only one $R$-equivalence class.

2. In this section, we always denote by $S$ an ordered completely regular semigroup, and by $E$ the set of all the idempotents of $S$. $E$ is nonvoid, and so, by Lemma 4, constitutes a subsemigroup of $S$. The ordered semigroup $E$ is evidently completely regular, and so $E$ is decomposed into the collection of mutually disjoint subsemigroups $E(\delta)$ of $E$ in such a way as is described in Lemma 2.

**Lemma 7.** For $f, f' \in E$,

(a) $f \equiv f'(L)$ in $S$ if and only if $f \equiv f'(L)$ in $E$;

(b) $f \equiv f'(R)$ in $S$ if and only if $f \equiv f'(R)$ in $E$;

(c) $f \equiv f'(D)$ in $S$ if and only if $f \equiv f'(D)$ in $E$.

**Proof.** (a) If $f \equiv f'(L)$ in $S$, then there exist elements $x, y \in S$ such that $xf = f'$, $yf = f$. Then we have $f'f = f'$, $ff' = f$, and so $f \equiv f'(L)$ in $E$. It is trivial that $f \equiv f'(L)$ in $E$ implies $f \equiv f'(L)$ in $S$. (b) The proof is similar as in (a). (c) If $f \equiv f'(D)$ in $S$, then there exists an element $z \in S$ such that $f \equiv z(L)$, $z \equiv f'(R)$ in $S$. By Lemma 1, there exists a subgroup which contains $z$, and let $e$ be the identity of this subgroup. Then clearly $e \in E$ and $z \equiv e(L)$, $z \equiv e(R)$ in $S$. Hence $f \equiv e(L)$, $e \equiv f'(R)$ in $S$, and so, taking account of (a) and (b) proved above, we have $f \equiv f'(D)$ in $E$. It is trivial that $f \equiv f'(D)$ in $E$ implies $f \equiv f'(D)$ in $S$. 


Let \( \{S(\alpha); \alpha \in T_s\} \) be the decomposition of \( S \) described in Lemma 2. Clearly each \( D \)-equivalence class \( S(\alpha) \) in \( S \) contains with every \( \alpha \in S(\alpha) \) the identity of a subgroup which contains \( \alpha \). Hence \( S(\alpha) \cap E \neq \emptyset \) for every \( \alpha \in T_s \). Moreover, by Lemma 7 (c), \( S(\alpha) \cap E \) is a member of the decomposition \( \{E(\delta); \delta \in T_E\} \) of \( E \). Therefore it can be seen that the associated semilattice \( T_s \) of \( S \) is semilattice-isomorphic to the associated semilattice \( T_E \) of \( E \). Thus in what follows, without loss of generality, we assume that the semilattice \( T_E \) coincides with the semilattice \( T_s \).

Now we give a definition. A semilattice \( T \) is called a tree semilattice if it satisfies the following condition:

if \( \alpha, \alpha', \beta, \beta' \) are elements of \( T \) such that \( \alpha \leq \alpha', \beta \leq \beta' \) and \( \alpha \) and \( \beta \) are non-comparable, then \( \alpha' \) and \( \beta' \) are non-comparable.

(Here and hereafter we denote by \( < \) the order in a semilattice. \( a \leq b \) in a semilattice is defined to mean \( a \circ b = a \).)

**Lemma 8** (Saitô [7], Theorem 3). The associated semilattice of an ordered idempotent semigroup is a tree semilattice.

As an immediate corollary of the above Lemma 8, we obtain

**Theorem 1.** The associated semilattice \( T_s \) of an ordered completely regular semigroup \( S \) is a tree semilattice.

3. In this section, we characterize ordered completely simple semigroups without zero.

For brevity, in this section we denote by \( S \) an ordered completely simple semigroup without zero. By Lemma 7, the ordered idempotent semigroup \( E \) which consists of all the idempotents of \( S \), constitutes a \( D \)-equivalence class in \( E \). Hence, by Lemma 6, \( E \) itself constitutes either an \( L \)-equivalence class or an \( R \)-equivalence class in \( E \). In the former case, the ordered completely simple semigroup \( S \) without zero is called \( L \)-typed, while in the latter case \( S \) is called \( R \)-typed. In the rest of this section, we treat only the \( L \)-typed case. The \( R \)-typed case can be discussed similarly.

**Lemma 9.** In this \( L \)-typed case, an ordered completely simple semigroup \( S \) without zero is a left group.

*Proof.* Let \( a, b \in S \), and let \( e \) and \( e' \) be the identities of subgroups containing \( a \) and \( b \), respectively. Then

\[
a \equiv e \equiv e' \equiv b(L),
\]

and so \( S \) is left simple.
Since $S$ is a left group, it is, by Lemma 3, semigroup-isomorphic to the direct product of a group $G$ and a left singular semigroup $I$. Thus we may consider that $S$ consists of elements $(g, i)$ with $g \in G$, $i \in I$, and the multiplication in $S$ is ruled by

$$(g, i)(g', i') = (gg', i).$$

We denote the identity of the group $G$ by $e$.

Now we show that

(1) $(g, i) < (g', i)$ if and only if $(g, i') < (g', i')$.

In fact, if $(g, i) < (g', i)$, then

$$(e, i)(g, i') = (g, i) < (g', i) = (e, i)(g', i'),$$

and so $(g, i') < (g', i')$.

Thus the order in $G$ is well-defined, if we define

(2) $g < g'$ in $G$ if and only if $(g, i) < (g', i)$.

Then, as is easily verified, $G$ is an ordered group or, more exactly, a simply ordered group.

Moreover, we define the order in $I$ by

(3) $i < i'$ in $I$ if and only if $(e, i) < (e, i')$.

Then clearly $I$ is an ordered left singular semigroup.

Now we show that

(4) $(g, i) < (g', i')$ if and only if either $g < g'$

or $g = g', i < i'$.

In fact, suppose that $(g, i) < (g', i')$. If $g \neq g'$, then

$$(g, i) = (e, i)(g, i) \leq (e, i)(g', i') = (g', i),$$

and so $g < g'$. If $g = g'$, then

$$(e, i) = (g, i)(g^{-1}, i) \leq (g', i')(g^{-1}, i) = (e, i').$$

But, in this case, $i \neq i'$, and so $i < i'$. Conversely, if $g < g'$, then

$$(e, i)(g, i) = (g, i) < (g', i) = (e, i)(g', i'),$$

and so $(g, i) < (g', i')$. If $g = g'$, $i < i'$, then

$$(g, i)(g^{-1}, i) = (e, i) < (e, i') = (g', i')(g^{-1}, i),$$

and so $(g, i) < (g', i')$.

Now we remark that an element of $S$ is idempotent if and only
if it has the form \((e, i)\) with \(i \in I\). Moreover it is easily verified that the mapping

\[ E \ni (e, i) \mapsto i \in I \]

is an ordered-semigroup-isomorphism of \(E\) onto \(I\). Thus, we may consider that the ordered left singular semigroup \(I\) coincides with the ordered semigroup \(E\). By this convention, the idempotent \(f\) of \(S\) is identified with \((e, f)\).

**Theorem 2.** An ordered completely simple semigroup \(S\) without zero is isomorphic as ordered semigroup to the lexicographically ordered direct product of an ordered group \(G\) and the ordered left or right singular semigroup \(E\) which is constituted by all the idempotents of \(S\). Conversely an ordered semigroup which is isomorphic to the lexicographically ordered direct product of an ordered group and an ordered left or right singular semigroup is an ordered completely simple semigroup without zero.

The proof of the converse part of Theorem 2 can be verified easily.

4. In this section we discuss the structure of ordered completely regular semigroups. First of all, we mention some results from our previous paper [7].

**Lemma 10** (Saitô [7], Lemma 4). Let \(f, f', f''\) be elements of an ordered idempotent semigroup \(E\) such that \(f \leq f'' \leq f'\), and let \(E(\alpha), E(\beta), E(\gamma)\) be the \(D\)-equivalence classes which contain \(f, f', f''\), respectively. Then \(\gamma \geq \alpha \circ \beta\) in the semilattice \(T_E\).

**Lemma 11** (Saitô [7], Theorem 2). Let \(f\) and \(f'\) be elements of an ordered idempotent semigroup \(E\) such that \(f \leq f'\), and let \(f \in E(\alpha), f' \in E(\beta)\). If the \(D\)-equivalence class \(E(\alpha \circ \beta)\) is \(L\)-typed, then

\[
ff' = \min \{y; y \in E(\alpha \circ \beta) \text{ and } y \geq f\} ,
\]

\[
f'f = \max \{y; y \in E(\alpha \circ \beta) \text{ and } y \leq f'\} .
\]

If \(E(\alpha \circ \beta)\) is \(R\)-typed, then

\[
ff' = \max \{y; y \in E(\alpha \circ \beta) \text{ and } y \leq f'\} ,
\]

\[
f'f = \min \{y; y \in E(\alpha \circ \beta) \text{ and } y \geq f\} .
\]

Now we show the following

**Lemma 12.** Let \(a\) be an element of an ordered completely regular semigroup \(S\), let \(f\) be the identity element of a group which contains
a, and let \( f' \) be an arbitrary idempotent of \( S \). Then \( a \) and \( ff'f \) are permutable.

**Proof.** Let \( S(\alpha) \) and \( S(\beta) \) be the \( D \)-equivalence classes which contain \( f \) and \( f' \), respectively. We set \( f'' = aff'fa^{-1} \), where we denote by \( a^{-1} \) the inverse element of \( a \) in a group which contains \( a \). Then \( a, a^{-1} \in S(\alpha) \) and \( f'' \in S(\alpha \circ \beta) \). Moreover, as is easily seen, \( f'' \) is idempotent and \( ff''f = f'' \). Now we suppose that \( f \leq f' \) and that, in the ordered idempotent semigroup \( E \) which consists of all the idempotents of \( S \), \( E(\alpha \circ \beta) \) is an \( L \)-typed \( D \)-equivalence class. Then, by Lemma 5, \( f \leq ff'f \), and so

\[
f = afa^{-1} \leq a(ff'f)a^{-1} = f'' \quad f \leq f''
\]

Hence, by Lemma 11,

\[
f'' = ff''f = \min \{ y; y \in E(\alpha \circ \beta) \text{ and } y \geq f \} = ff'f
\]

Similarly we can prove \( f'' = ff'f \) in the remaining cases. The equality \( a(ff'f)a^{-1} = f'' = ff'f \) implies evidently that \( a \) and \( ff'f \) are permutable.

Each \( D \)-equivalence class \( S(\alpha) \) of an ordered completely regular semigroup \( S \) is, by Lemma 2, a completely simple semigroup without zero. Hence, by Theorem 2, we may consider, without loss of generality, \( S(\alpha) \) is the lexicographically ordered direct product of an ordered group \( G(\alpha) \) and the ordered left or right singular semigroup \( E(\alpha) \) constituted by all the idempotents of \( S(\alpha) \).

The groups \( G(\alpha)(\alpha \in T_s) \) are called the **structure groups** of the ordered completely regular semigroup \( S \). The identity of the group \( G(\alpha) \) is denoted by \( e_\alpha \). If an element \( a \) of \( S(\alpha) \) is represented by \( (g, f) \) with \( g \in G(\alpha), f \in E(\alpha) \), then \( g \) is called the **group component** of \( a \) and \( f \) is called the **singular component** of \( a \).

**Lemma 13.** If \( a \in S(\alpha), f \in E(\alpha) \), then both \( af \) and \( fa \) have the same group component as that of \( a \). Conversely, if \( a, a' \in S(\alpha), \) and if \( a \) and \( a' \) have the same group component, then there exists \( f \in E(\alpha) \) such that \( a' = faf \).

**Proof.** Since \( f \in E(\alpha) \) has the group component \( e_\alpha \), the first half of this lemma is clear. For the second half, we assume \( a = (g, f') \) and \( a' = (g, f) \). Then, as is easily seen, the element \( f = (e_\alpha, f) \in E(\alpha) \) satisfies the required equality \( a' = faf \).

Let \( \alpha \) and \( \beta \) be elements of the associated semilattice \( T_s \) such that \( \alpha \geq \beta \), and \( g \) be an element of the structure group \( G(\alpha) \). We take an element \( a \in S(\alpha) \) with the group component \( g \), and also take
an idempotent \( f \in E(\beta) \). Then we consider the group component \( g' \) of the element \( faf \). Since \( faf \in S(\beta) \), we have \( g' \in G(\beta) \). Now we show the following

**Lemma 14.** The element \( g' \) of \( G(\beta) \) constructed above is determined only by \( g \in G(\alpha) \), irrespective of the choice of \( a \in S(\alpha) \) and \( f \in E(\beta) \).

**Proof.** Let \( a' \) be an element of \( S(\alpha) \) with the group component \( g \) and let \( f' \) be an element of \( E(\beta) \). Then, by Lemma 13, there exists an element \( h \in E(\alpha) \) such that \( a' = hah \). First we assume that the \( D \)-equivalence class \( E(\beta) \) of the ordered idempotent semigroup \( E \) is \( L \)-typed. Then \( f'hf = f' = f'h \) and so

\[
fa'f = f'hahf = f'hfhf' .
\]

Using Lemma 13 repeatedly, \( faf \) and \( fa \) have the same group component, and so \( faf \) and \( f'a'f' = f'h(af)h.f' \) have the same group component. In the case when \( E(\beta) \) is \( R \)-typed, we can prove the assertion of the lemma in a similar way.

Now, for \( \alpha, \beta \in T_s \) such that \( \alpha \succeq \beta \), we define the mapping \( \varphi^\alpha_\beta \) of the structure group \( G(\alpha) \) into the structure group \( G(\beta) \) by

\[
(5) \quad \varphi^\alpha_\beta : G(\alpha) \ni g \to g' \in G(\beta) ,
\]

where \( g' \) is the element of \( G(\beta) \) described above. By Lemma 14, \( g' \) is well-defined by \( g \in G(\alpha) \).

The mappings \( \varphi^\alpha_\beta \) defined for \( \alpha, \beta \in T_s \) such that \( \alpha \succeq \beta \), are called the structure mappings of the ordered completely regular semigroup \( S \).

**Theorem 3.** The structure mappings \( \varphi^\alpha_\beta \) of an ordered completely regular semigroup \( S \) have the following properties:

(a) \( \varphi^\alpha_\beta \) is the identity mapping of \( G(\alpha) \);
(b) if \( \alpha \succeq \beta \succeq \gamma \), then \( \varphi^\beta_\gamma \varphi^\alpha_\beta = \varphi^\alpha_\gamma \);
(c) \( \varphi^\alpha_\beta \) is a group-homomorphism of \( G(\alpha) \) into \( G(\beta) \);
(d) \( \varphi^\alpha_\beta \) is isotone:

\[
\text{for } g, g' \in G(\alpha) \text{ with } g \leq g', \text{ we have } g \varphi^\alpha_\beta \leq g' \varphi^\alpha_\beta \text{ in } G(\beta) .
\]

(We remark, in this note we denote by \( g \varphi \) the image of an element \( g \) by a mapping \( \varphi \), and denote by \( \varphi g \) the mapping which maps \( g \) into \( (g \varphi) \varphi \).)

**Proof.** (a) Evident by Lemma 13. (b) Suppose that \( g \varphi^\alpha_\beta = g' \), \( g' \varphi^\beta_\gamma = g'' \), and that \( f \in E(\beta), h \in E(\gamma) \). For an element \( a \) with the group component \( g \), by Lemma 13, \( af \) has the group component \( g' \), and so \( afh \) has the group component \( g'' \). Since \( fh \in E(\gamma), g \varphi^\alpha_\gamma \) is the
group component of \( afh \) and so equals to \( g'' \). (c) Let \( g, g' \in G(\alpha) \), and let \( a \) and \( a' \) be elements of \( S(\alpha) \) with the group components \( g \) and \( g' \), respectively. By Lemma 12, there exists \( f \in E(\beta) \) which is permutable with \( a' \). Hence \( aa'f = (af)(a'f) \). The element \( aa' \) is an element of \( S(\alpha) \) and has the group component \( gg' \), and so, by comparing the group components on both sides of the above equality, we have

\[
gg' \varphi_\beta = (g\varphi_\beta)(g'\varphi_\beta) .
\]

(d) Suppose that \( g \leq g' \) in \( G(\alpha) \) and let \( a \) and \( a' \) be elements of \( S(\alpha) \) with the group components \( g \) and \( g' \) respectively but with the same singular component. Then, by (2) in § 3, we have \( a \leq a' \), and so \( af \leq a'f \) for \( f \in E(\beta) \). Now \( af \) and \( a'f \) belong to the same \( D \)-equivalence class \( S(\beta) \). Hence, comparing the group components on both sides of the above inequality, we have, by (4) in § 3,

\[
g \varphi_\beta \leq g' \varphi_\beta .
\]

**Theorem 4.** For \( (g, f) \in S(\alpha) \) and \( (g', f') \in S(\beta) \),

\[
(g, f)(g', f) = ((g \varphi_\alpha \varphi_\beta)(g' \varphi_\alpha \varphi_\beta), ff') .
\]

**Proof.** First we prove

\[
(g, f)(ff'f) = (ff'f)(g, f) = (g \varphi_\alpha \varphi_\beta, ff'f) .
\]

In fact, \( f = (e_\alpha, f) \) is easily seen to be the identity of a group which contains the element \( (g, f) \). Hence, by Lemma 12,

\[
(g, f)(ff'f) = (ff'f)(g, f)(ff'f) = (ff'f)(g, f) .
\]

Moreover \( ff'f \in E(\alpha \circ \beta) \), and so the group component of \( (ff'f)(g, f)(ff'f) \) is \( g \varphi_\alpha \varphi_\beta \). Furthermore, since \( (ff'f)(g, f)(ff'f) \in S(\alpha \circ \beta) \), the element

\[
(ff'f)(g, f)(ff'f) = (ff'f)((ff'f)(g, f)(ff'f))(ff'f)
\]

has the same singular component as that of \( ff'f = (e_\alpha \varphi_\beta, ff'f) \). Hence we have the relation (6).

Now we have

\[
(g, f)(g', f') = (g, f)ff'(g', f')
\]

\[
= (g, f)(ff'f)(f'ff')(g', f') \quad \text{since \( ff' \) is idempotent},
\]

\[
= (g \varphi_\alpha \varphi_\beta, ff'f')(g' \varphi_\alpha \varphi_\beta, f'ff') \quad \text{by (6)},
\]

\[
= ((g \varphi_\alpha \varphi_\beta)(g' \varphi_\alpha \varphi_\beta), ff'ff'') \quad \text{by the multiplication in \( S(\alpha \circ \beta) \)},
\]

\[
= ((g \varphi_\alpha \varphi_\beta)(g' \varphi_\alpha \varphi_\beta), ff') .
\]

**Lemma 15.** Let \( f \in E(\alpha), f' \in E(\beta) \), \( \alpha \leq \beta \) and \( g \in G(\alpha) \).
(a) If $f \leq f'$ in $S$, then $(g, f) \leq (g \varphi_\alpha^*, f')$.
(b) If $f \geq f'$ in $S$, then $(g, f) \geq (g \varphi_\alpha^*, f')$.

Proof. We prove only (a) in the case when $E(\beta)$ is $L$-typed. Then, by Lemma 11, $f'f = f'$. Since

$$(e_\alpha, f) = f \leq f' = (e_\beta, f'),$$

we have, by Theorem 4,

$$(g, f) = (e_\alpha, f)(g, f) \leq (e_\beta, f')(g, f) = (g \varphi_\beta^*, f').$$

Theorem 5. For $(g, f) \in S(\alpha)$, and $(g', f') \in S(\beta)$, $(g, f) < (g', f')$ if and only if either $g \varphi_\alpha^* \leq g' \varphi_{\alpha \circ \beta}$ or $g \varphi_\alpha^* = g' \varphi_{\alpha \circ \beta}, f < f'$.

Proof. Without loss of generality, we assume that $E(\alpha \circ \beta)$ is $L$-typed. Then $ff'f = ff' = ff'f'$. Suppose that $g \varphi_\alpha^* \leq g' \varphi_{\alpha \circ \beta}$. Hence $g \varphi_\alpha^* = g' \varphi_{\alpha \circ \beta}$. Now we suppose that $f \geq f'$ were true. Then, by Lemma 5, $f \geq ff' \geq f$. Hence, by Lemma 15, we would have

$$(g, f) \geq (g \varphi_{\alpha \circ \beta}^*, ff') = (g' \varphi_{\alpha \circ \beta}^*, ff') \geq (g', f'),$$

which is a contradiction. This proves the ‘only if’ part of the theorem.

Conversely suppose that either $g \varphi_\alpha^* < g' \varphi_{\alpha \circ \beta}$ or $g \varphi_\alpha^* = g' \varphi_{\alpha \circ \beta}, f < f'$. Now we suppose that $(g, f) < (g', f')$ were not true. Then we would have $(g, f) \geq (g', f')$. If $(g, f) = (g', f')$, then $\alpha = \beta, g = g', f = f'$, and so

$$g \varphi_{\alpha \circ \beta}^* = g' \varphi_{\alpha \circ \beta}^*,$$

which is a contradiction. If $(g, f) > (g', f')$, then, by the result proved above, we would have either $g \varphi_\alpha^* > g' \varphi_{\alpha \circ \beta}$ or $g \varphi_\alpha^* = g' \varphi_{\alpha \circ \beta}, f > f'$, which is also a contradiction. This completes the proof.

5. In this section, we argue conversely, and we show that the theorems in § 4 really characterize ordered completely regular semigroups. More precisely

Theorem 6. Let $E$ be an ordered idempotent semigroup. For each $\alpha$ of the associated semilattice $T_\alpha$ of $E$, suppose that there
corresponds an ordered group \( G(\alpha) \). Moreover, for each pair of elements \( \alpha, \beta \in T_E \) such that \( \alpha \leq \beta \), suppose that there corresponds a mapping \( \varphi_\beta^\alpha \) of \( G(\alpha) \) into \( G(\beta) \) which satisfies the following conditions:

(a) \( \varphi_\beta^\alpha \) is the identity mapping of \( G(\alpha) \);
(b) if \( \alpha \leq \beta \leq \gamma \), then \( \varphi_\beta^\alpha \varphi_\gamma^\beta = \varphi_\gamma^\alpha \);
(c) \( \varphi_\beta^\alpha \) is a group-homomorphism of \( G(\alpha) \) into \( G(\beta) \);
(d) \( \varphi_\beta^\alpha \) is isotone.

For \( \alpha \in T_E \), we denote by \( S(\alpha) \) the set consisting of all pairs \( (g, f) \) with \( g \in G(\alpha), f \in E(\alpha) \), where \( E(\alpha) \) is the \( D \)-equivalence class of \( E \) which corresponds to \( \alpha \in T_E \). Moreover we denote by \( S \) the set-union of \( S(\alpha) \) when \( \alpha \) goes through all the elements of \( T_E \). We define in \( S \) the multiplication by:

if \( (g, f) \in S(\alpha), (g', f') \in S(\beta), \) then

\[
(g, f)(g', f') = ((g \varphi_\beta^\alpha g')(f \varphi_\beta^\alpha f'), f'f'),
\]

and define the order by:

if \( (g, f) \in S(\alpha), (g', f') \in S(\beta), \) then

\[
(g, f) < (g', f') \text{ if and only if either } g \varphi_\beta^\alpha < g' \varphi_\beta^\alpha \text{ or } g \varphi_\beta^\alpha = g' \varphi_\beta^\alpha, f < f'.
\]

Then \( S \) is an ordered completely regular semigroup.

Proof. We prove the theorem by dividing into several steps.

1°. Algebraically \( S \) is a completely regular semigroup.

In fact, for \( (g, f) \in S(\alpha), (g', f') \in S(\beta), (g'', f'') \in S(\gamma), \) we have

\[
((g, f)(g', f'))(g'', f'') = ((g \varphi_\beta^\alpha g')(g' \varphi_\beta^\alpha g'', f''), f'f'')
= (((((g \varphi_\beta^\alpha g')(g' \varphi_\beta^\alpha g'')) \varphi_\gamma^\alpha g''), f'f'')
= ((g \varphi_\beta^\alpha g'')(g' \varphi_\beta^\alpha g''), f'f'') \text{ by (b) and (c)}.
\]

Similarly

\[
(g, f)((g', f')(g'', f'''))
= ((g \varphi_\beta^\alpha g')(g' \varphi_\beta^\alpha g''), f''f''').
\]

Hence \( S \) is a semigroup. Moreover, for \( (g, f) \in S(\alpha), \) we have

\[
(g, f)(g^{-1}, f)(g, f) = ((g \varphi_\beta^\alpha)(g^{-1} \varphi_\beta^\alpha))(g \varphi_\beta^\alpha), f)
= (gg^{-1}, f) \text{ by (a)},
= (g, f),
\]

and also

\[
(g, f)(g^{-1}, f) = (e_\alpha, f) = (g^{-1}, f)(g, f),
\]
where $e_*$ is the identity of the group $G(\alpha)$. This proves 1°.

2°. $S$ is simply ordered.

In fact, suppose that $(g, f) \in S(\alpha)$, $(g', f') \in S(\beta)$, $(g'', f'') \in S(\gamma)$. It is clear that $(g, f) \not< (g', f')$, and that at least one of the relations $(g, f) < (g', f')$, $(g, f) = (g', f')$, $(g, f) > (g', f')$ holds. Thus it suffices to prove the transitive law. Hence we suppose that

$$(7) \quad (g, f) < (g', f') \quad \text{and} \quad (g', f') < (g'', f'') .$$

Now, in the associated semilattice $T_\beta$, we have $\alpha \circ \beta \leq \beta$ and $\beta \circ \gamma \leq \beta$. Therefore, by Theorem 1, the two elements $\alpha \circ \beta$ and $\beta \circ \gamma$ of $T_\beta$ are comparable. Without loss of generality, we assume that

$$(8) \quad \alpha \circ \beta \leq \beta \circ \gamma .$$

Then $\alpha \circ \beta \circ \gamma = \alpha \circ \beta$. By (7) we have

$$(9) \quad \text{either } g \varphi^a_{\circ \beta} < g' \varphi^b_{\circ \beta} \text{ or } g \varphi^a_{\circ \beta} = g' \varphi^b_{\circ \beta}, f < f',$$

and

$$(10) \quad \text{either } g' \varphi^b_{\circ \gamma} < g'' \varphi^\gamma_{\circ \gamma} \text{ or } g' \varphi^b_{\circ \gamma} = g'' \varphi^\gamma_{\circ \gamma}, f < f'' .$$

Now we consider by dividing into several cases. First we consider the case when $g \varphi^a_{\circ \beta} < g' \varphi^b_{\circ \beta}$. Then we have

$$(g \varphi^a_{\circ \beta}) \varphi^\gamma_{\circ \gamma} = g \varphi^a_{\circ \beta} < g' \varphi^b_{\circ \beta} \varphi^\gamma_{\circ \gamma} = (g' \varphi^b_{\circ \gamma}) \varphi^\gamma_{\circ \gamma} \leq (g'' \varphi^\gamma_{\circ \gamma}) \varphi^\gamma_{\circ \gamma} = g'' \varphi^\gamma_{\circ \gamma}$$

and so $g \varphi^a_{\circ \gamma} < g'' \varphi^\gamma_{\circ \gamma}$. Secondly we consider the case when $g \varphi^a_{\circ \beta} = g' \varphi^b_{\circ \beta}, f < f', g \varphi^a_{\circ \beta} < g'' \varphi^\gamma_{\circ \gamma}$. (We remark, since $g' \varphi^b_{\circ \gamma} \leq g'' \varphi^\gamma_{\circ \gamma}$ by (10), we have always $g' \varphi^b_{\circ \gamma} \leq g'' \varphi^\gamma_{\circ \gamma}$.) Then

$$(g \varphi^a_{\circ \gamma}) \varphi^\gamma_{\circ \gamma} = g \varphi^a_{\circ \gamma} = g \varphi^a_{\circ \beta} = g' \varphi^b_{\circ \gamma} < g'' \varphi^\gamma_{\circ \gamma}$$

and so $g \varphi^a_{\circ \gamma} < g'' \varphi^\gamma_{\circ \gamma}$. Thirdly we consider the case when $g \varphi^a_{\circ \beta} = g' \varphi^b_{\circ \beta}, f < f', g' \varphi^a_{\circ \gamma} = g'' \varphi^\gamma_{\circ \gamma}, g' \varphi^b_{\circ \gamma} < g'' \varphi^\gamma_{\circ \gamma}$. Then $\beta \circ \gamma \neq \alpha \circ \beta \circ \gamma$. Now $\beta \circ \gamma \leq \gamma, \alpha \circ \gamma \leq \gamma$ and so, by Theorem 1, $\alpha \circ \gamma < \beta \circ \gamma$ and hence $\alpha \circ \gamma = \alpha \circ \beta \circ \gamma$. Therefore

$$g \varphi^a_{\circ \gamma} = g \varphi^a_{\circ \beta} = g \varphi^b_{\circ \beta} = g' \varphi^b_{\circ \beta} \varphi^\gamma_{\circ \gamma} = g'' \varphi^\gamma_{\circ \gamma} .$$

Moreover we have $f < f''$. In fact, otherwise, we would have $f'' \leq f < f'$. Then, by Lemma 10, we would have $\alpha \leq \beta \circ \gamma$, since $f \in E(\alpha)$,
f' ∈ E(β), f'' ∈ E(γ). Hence we would have α◦β◦γ = β◦γ, which is a contradiction. Fourthly we consider the case when gφ^αβ = g'φ^αβ, f < f', g''φ^αβ = g''φ^γ. Then we have f < f' < f''. Moreover, by Lemma 10, we have β ≤ α◦γ, and so α◦β◦γ = α◦γ. Hence

\[ gφ^αβ = gφ^αβ = g''φ^γ = g''φ^γ. \]

Thus, in all cases, we obtain (g, f) < (g'', f'').

3°. S is an ordered completely regular semigroup.

By 1° and 2°, it suffices to show that S satisfies the monotone condition:

for (g, f) ∈ S(α), (g', f') ∈ S(β), (g'', f'') ∈ S(γ), the relation (g, f) < (g', f') implies (g, f)(g'', f'') ≤ (g', f')(g'', f'') and (g'', f'')(g, f) ≤ (g', f')((g', f')(g'', f'').

Here we prove only that (g, f)(g'', f'') ≤ (g', f')(g'', f''). By the assumption that (g, f) < (g', f'), we have

either gφ^αβ < g'φ^αβ or gφ^αβ = g''φ^αβ, f < f'.

We consider by dividing into several cases. First we consider the case when gφ^αβ < g'φ^αβ, gφ^αβ < g''φ^αβ. Then

\[ ((gφ^αβ))^φ^αβ(y)φ^αβ = gφ^αβ = g''φ^αβ, f < f'. \]

(We remark that, in an ordered group, g < g' implies gg'' < g'g''.) Thus (g, f)(g'', f'') < (g', f')(g'', f''). Secondly we consider the case when gφ^αβ < g'φ^αβ, gφ^αβ = g''φ^αβ. Then we have

\[ ((gφ^αβ))^φ^αβ(y)φ^αβ = gφ^αβ = g''φ^αβ, f < f'. \]

Moreover α◦β ≠ α◦β◦γ. Now α◦γ and α◦β are comparable, and so α◦γ = α◦β◦γ. Similarly β◦γ = α◦β◦γ. Since α◦β ≠ α◦β◦γ, by Lemma 10, neither f ≤ f'' ≤ f' nor f' ≤ f ≤ f holds. First we suppose that f ≤ f''. Then necessarily we have f' < f''. Hence, if E(α◦β◦γ) is R-typed, then, by Lemma 11,

\[ ff'' = \max \{y; y ∈ E(α◦γ) = E(α◦β◦γ) = E(β◦γ), y ≤ f''\} = f'f''. \]

Now we suppose that E(α◦β◦γ) is L-typed. We remark that there is no element of E(α◦β◦γ) between f and f'. In fact, if h ∈ E(δ) is an element of E which lies between f and f', then, by Lemma 10,

\[ δ ≤ α◦β > α◦β◦γ. \]
Hence, by Lemma 11,
\[
ff'' = \min \{y : y \in E(\alpha \circ \gamma) = E(\alpha \circ \beta \circ \gamma), y \geq f\} \\
= \min \{y : y \in E(\beta \circ \gamma) = E(\alpha \circ \beta \circ \gamma), y \geq f'\} = f'f''.
\]
In a similar way, we can prove that \(ff'' = f'f''\) in the case when \(f'' \leq f\). Thus we have \((g, f)(g'', f'') = (g', f')(g'', f'')\). Thirdly we consider the case when \(gP_a^\beta = g'P_a^\beta, f < f'\). Then, just as in the preceding case, we have
\[
((gP_a^\beta)(g''P_a^\gamma))P_a^\alpha = ((g'P_a^\beta)(g''P_a^\gamma))P_a^\alpha.
\]
Moreover we have \(ff'' \leq f'f''\). Thus \((g, f)(g'', f'') \leq (g', f')(g'', f'')\).
This completes the proof of Theorem 6.
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