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In this paper small letters will denote group elements or integers. Large letters will denote sets of these. The cardinal of a set S will be denoted by \( (S) \).

1. Sets in Abelian Groups. The problem of decomposition of sets of elements of a finite additive Abelian group, \( G \), of order \( v \), is the following. Given a set of group elements, \( C \), when do there exist sets of group elements, \( A \) and \( B \), with \( \min (A), (B) \geq 2 \) and \( C = A + B = \{a + b | a \in A, b \in B\} \)? If there are such sets, \( A \) and \( B \), then we say that \( A \) and \( B \) are components of \( C \), and that \( C \) is decomposable. We are also concerned with the following question, given a set \( C \) and a set \( A \), when is \( A \) a component of \( C \)? The problems of decomposition are stated analogously when \( C, A, \) and \( B \) are sets of nonnegative integers. The results for sets of group elements are analogous to the results for sets of nonnegative integers. We include the proofs for both cases because although the techniques used in handling additive problems in finite Abelian groups are analogous to the techniques used in handling additive problems for sets of nonnegative integers (see Mann [5], [6], [7]; Dyson [1]; and Kneser [4]), they are not identical.

In Theorems 1–5 all sets shall be sets of elements from a finite Abelian group, \( G \), of order \( v \).

Theorem 1. Let \( C \) be sets of elements from the finite Abelian group, \( G \). Let \( \bar{C} = \{\bar{c}_1, \bar{c}_2, \cdots, \bar{c}_r\} \) be the complement of \( C \) in \( G \). Let \( D = \{\bar{c}_r - \bar{C}\} = \{\bar{c}_r - \bar{c}_j | j = 1, \cdots, r\} \). Then \( A \) is a component of \( C \), if and only if, for every \( k \in D \) we have \( A + k \subseteq A + D \).

Proof. Put \( B = \bigcap_{i=1}^{r} \{\bar{c}_i - \bar{A}\} \). Then \( A \) is a component of \( C \) if and only if \( A + B = C \).

Suppose for every \( k \in D \) we have \( A + k \subseteq A + D \). Then, for every \( k \in D \) there is an \( a \in A \) such that \( a + k = \bar{a}_i + d_i \) for every \( i = 1, \cdots, r \) where \( \bar{d}_i = \bar{c}_r - \bar{c}_i \) and \( \bar{a}_i \in \bar{A} \). Hence for every \( i = 1, \cdots, r \) we have \( \bar{c}_r - k = a - \bar{a}_i + \bar{c}_i = a + \bar{c}_i - \bar{a}_i = a + b \) where \( b \in B \). For every \( c \in C \) put \( k = \bar{c}_r - c \). Hence \( c = a + b \) which implies that \( A + B = C \). Thus \( A \) is a component of \( C \).

Suppose \( A + B = C \). If there is a \( k \in D \) such that \( A + k \subseteq A + D \),
then for every \( a \in A \) there is an \( i \) such that \( a + k = a_i + d_i \). Therefore, \( \bar{c}_i - k = a + \bar{c}_i - a_i = a + \bar{b} \) where \( \bar{b} \in \bar{B} = \bigcup_{i=1}^{r} (\bar{c}_i - A) \). Since \( k \neq \bar{c}_r - \bar{c}_j \), we must have \( k = \bar{c}_r - c \) for some \( c \in C \). Hence for every \( a \in A \) we have \( c - a = \bar{b} \). Therefore, \( c \notin A + B \). This is a contradiction and hence the theorem is true.

**Corollary 1.1.** Let \( \bar{C} = \{\bar{c}\} \). Then \( A \) is a component of \( C \) if and only if \( A \) is not a coset of some subgroup of \( G \).

**Corollary 1.2.** If \( G \) is cyclic of prime order and \( \bar{C} = \{\bar{c}\} \), then \( A \) is a component of \( C \) if and only if \( 1 < (A) < (C) \).

**Definition.** We say that \( A \) is an \( m \) component of \( C \) if and only if \( A \) is a component of \( C \) and \( (A) = m \).

**Corollary 1.3.** If \( \bar{C} = \{\bar{c}, \ldots, \bar{c}\} \), then \( \{0, a\} \) is a 2 component of \( C \) if and only if \( 2a = \bar{c}_i - \bar{c}_j \) implies \( a = \bar{c}_i - \bar{c}_m \) for some \( m \).

**Proof.** Suppose \( \{0, a\} \) is a 2 component of \( C \). Let \( 2a = \bar{c}_i - \bar{c}_j \). By Theorem 1 if \( k \in D \) then \( \{k, a + k\} \nsubset \{0, a\} + D \). Put \( k = a + d_i \). Then \( \{k, a + k\} = \{a + d_i, 2a + d_i\} = \{a + d_i, d_j\} \subset \{0, a\} + D \). If \( k \in D \), then \( \{0, a\} \) is not a 2 component of \( C \). Hence \( k \in D \). Thus \( k = a + d_i = d_m \) which implies \( a = \bar{c}_i - \bar{c}_m \).

Suppose that \( 2a = \bar{c}_i - \bar{c}_j \) implies \( a = \bar{c}_i - \bar{c}_m \) for some \( m \). If \( \{0, a\} \) is not a 2 component of \( C \), then by Theorem 1 there is a \( k \in D \) such that \( \{k, a + k\} \subset \{0, a\} + D \). This implies that \( k = a + d_u \) for some \( u = 1, \ldots, r \), and \( a + k = 2a + d_u = d_i \). Thus \( 2a = \bar{c}_u - \bar{c}_i \) and by assumption this implies \( a = \bar{c}_u - \bar{c}_i \). Therefore, \( k = a + d_u = d_i \in D \). This is a contradiction, and hence \( \{0, a\} \) is a 2 component of \( C \).

In Corollaries 1.4–1.9 we shall assume that \( \bar{C} \) is a difference set with parameters \( v = (G), r = (\bar{C}), \) and \( \lambda = \) the number of representations which each nonzero element of \( G \) has in the form \( \bar{c}_i - \bar{c}_j \).

**Corollary 1.4.** Let \( (\bar{C}) = r < v \). If \( 2a = 0 \) for \( a \neq 0 \), then \( \{0, a\} \) is not a 2 component of \( C \).

**Proof.** If \( \{0, a\} \) is a 2 component of \( C \) then \( 2a = \bar{c}_i - \bar{c}_i \) for every \( i = 1, \ldots, r \), and by Corollary 1.3 we have \( r = v \).

**Corollary 1.5.** If \( (\lambda, v) = 1 \), then there does not exist an \( a \neq 0 \) such that \( \{0, a\} \) is a 2 component of \( C \).

**Proof.** Suppose there is an \( a \neq 0 \) such that \( \{0, a\} \) is a 2 component of \( C \). Because of Corollary 1.4 we may assume \( 2a \neq 0 \). Since
\( \bar{C} \) is a difference set we have

(i) \( 2\alpha = \bar{c}_{i_1} - \bar{c}_{j_1} = \bar{c}_{i_2} - \bar{c}_{j_2} = \cdots = \bar{c}_{i_{\lambda}} - \bar{c}_{j_{\lambda}}. \)

By Corollary 1.3 we must have

(ii) \( a = \bar{c}_{i_1} - \bar{c}_{m_1} = \bar{c}_{i_2} - \bar{c}_{m_2} = \cdots = \bar{c}_{i_{\lambda}} - \bar{c}_{m_{\lambda}}. \)

Subtracting \( a \) from \( 2a \) we get

(iii) \( a = \bar{c}_{m_1} - \bar{c}_{i_1} = \bar{c}_{m_2} - \bar{c}_{i_2} = \cdots = \bar{c}_{m_{\lambda}} - \bar{c}_{i_{\lambda}}. \)

If there is an index \( m_i \) in (iii) that does not appear as a first index \( i_i \) in (ii), then \( a \) has at least \( \lambda + 1 \) distinct representations as an element of \( \{ \bar{C} - \bar{C} \} \). This contradicts the choice of \( a \neq 0 \). Hence we must have that every first index in (iii) appears as a first index in (ii).

Thus from (ii) we obtain \( \lambda a = \sum_{k=1}^{\lambda} \bar{c}_{i_k} - \bar{c}_{m_k} = 0 \). Since \( (\lambda, v) = 1 \), it follows that \( a = 0 \). This contradicts our choice of \( a \), hence Corollary 1.5 is true.

**Corollary 1.6.** If \( G \) is cyclic of order \( n^2 + n + 1 \), and if \( G \) has no simple difference set of order \( n + 1 \), then every set of \( n^2 \) elements has a 2 component.

**Corollary 1.7.** Let \( G \) be cyclic of order \( n^2 + n + 1 \), and let \( n \leq 1600 \). If \( n \) is not a prime power, then every set of \( n^2 \) elements has a 2 component.

**Proof.** This follows from Corollary 1.6 and the paper of Evans and Mann [2].

**Corollary 1.8.** Let \( \lambda > 2 \). Suppose there is a cyclic subgroup \( H \) of \( G \) such that \( (H) = \lambda \). Suppose \( H + g \subset \bar{C} \) for some \( g \in G \). Let \( a \in H \) such that \( a \) has order \( \lambda \). Then \( \{0, a\} \) is a 2 component of \( C \).

**Proof.** If \( \bar{C} \) is a difference set, then so is \( \bar{C} - g \). Hence without loss of generality we may assume that \( H \subset \bar{C} \).

If \( a \in H \) and \( a \) has order \( \lambda \), then \( ja \in H \) for \( 0 \leq j \leq \lambda - 1 \). Since \( 2a \neq 0 \), we have that \( 2a = ja - (j - 2)a \) for \( 0 \leq j \leq \lambda - 1 \) are the \( \lambda \) distinct representations of \( 2a \) as an element of \( \{ \bar{C} - \bar{C} \} \). Clearly, \( a = ja - (j - 1)a \) for \( 0 \leq j \leq \lambda - 1 \) are the \( \lambda \) distinct representations of \( a \) as an element of \( \{ \bar{C} - \bar{C} \} \). By Corollary 1.3 \( \{0, a\} \) is a 2 component of \( \bar{C} \).

An example of a case where this situation actually occurs is the following. Let \( G \) be the residues modulo 15. Let \( \bar{C} = \{0, 1, 2, 4, 5, 8, 10\} \). Here \( \lambda = 3 \), \( a = 5 \), and \( g = 0 \). This and other examples can be found in [3].

An immediate generalization of Corollary 1.8 is the following.

**Corollary 1.9.** Let \( (\lambda, v) = d > 2 \). Suppose \( H \) is a cyclic sub-
group of G of order d. Suppose there are exactly \(\lambda/d\) cosets of \(H\) contained in \(\overline{C}\). If \(a \in H\) such that \(a\) is of order d, then \([0, a]\) is a 2 component of \(C\).

An example of a case where this situation occurs is again from [3]. It is the geometry modulo 63. We have \(\overline{C} = \{0, 1, 2, 3, 4, 6, 7, 8, 9, 12, 13, 14, 16, 18, 19, 24, 26, 27, 28, 32, 33, 35, 36, 38, 41, 45, 48, 49, 52, 54, 56\}\). Here \(\lambda = 15, d = 3,\) and \(a = 21\). We have \(H = \{0, 21, 42\}\); and the 5 cosets are: \(\{3, 24, 45\}\); \(\{6, 27, 48\}\); \(\{7, 28, 49\}\); \(\{12, 33, 54\}\); and \(\{14, 35, 56\}\).

**DEFINITION.** We say that \(C\) is indecomposable, if there do not exist sets, \(A\) and \(B\), such that \(\text{Min}(A), (B)^2\) and \(A + B = C\).

**THEOREM 2.** Let \(C\) be such that \((C) = 3\). If the elements of \(C\) are not in progression, then \(C\) is indecomposable.

**THEOREM 3.** Let \(C = \{0, c, c^2, \cdots, c_s\}\). Let \(s \geq 3\) and let \(C* = \{0, c, c^2, \cdots, c_{s-1}\}\). If \(c_s \notin \{C*-C*\} \cup \{C* + C*\}\), then \(C\) is indecomposable.

**Proof.** Suppose there are sets, \(A\) and \(B\), with \(\text{Min}(A), (B) \geq 2\) and \(A + B = C\). Since \(0 \in C\) we must have \(0 = a_0 + b_0\) where \(a_0 \in A\) and \(b_0 \in B\). Let \(A' = A - a_0\) and \(B' = B - b_0\). Since \(b_0 = -a_0\) we must have \(A' + B' = A + B = C\). Thus we may assume without loss of generality that \(0 \in A \cap B\). Hence \(A \cup B \subseteq C\).

If \(c_s \in A + B\), then \(c_s = c_i + c_j\). If \(i \neq s\) and \(j \neq s\), then \(c_s \in \{C* + C*\}\) contrary to hypothesis. Thus \(c_s \notin \text{Min}(A)\). Suppose \(c_s \in A\). Since \((B) \geq 2\), we have a \(c \in B\) such that \(c \neq 0\). We must have \(c_s + c = c_i \in C\). Hence \(c_s = c_i - c \notin \{C* + C*\}\) which is contrary to hypothesis. Thus \(C\) is indecomposable.

The fact that \((C) \geq 4\) is necessary is illustrated by the following example. Let \(C = \{0, 2c, c\}\). Put \(C* = \{0, 2c\}\). We have \(\{C* - C*\} \cup \{C* + C*\} = \{0, 2c, -2c, 4c\}\), and \(c \notin \{C* - C*\} \cup \{C* + C*\}\) for any choice of \(c\) such that \(3c \neq 0\). Yet \(C = \{0, c\} \cup \{0, c\}\).

**COROLLARY 3.1.** Let \(s \geq 3\). If \((G) = v > [3s(s - 1)/2] + 1\), then there exists a set \(C \subseteq G\) such that \((C) = s + 1\) and \(C\) is indecomposable.

**Proof.** Let \(C* = \{0, c_1, c_2, \cdots, c_{s-1}\}\) be any set of \(s - 1\) nonzero elements of \(G\) and zero.

We have \(((C* + C*)) \leq [s(s - 1)/2] + s\) and \(((C* - C*)) \leq s(s - 1) + 1\). Since \(C* \subseteq \{C* + C*\} \cup \{C* - C*\}\), we have \(((C* + C*)) \cap (C* - C*)) \leq s\).
Hence \(((C^* + C^*) \cup (C^* - C^*)) \leq [3s(s - 1)/2] + 1.

Since \(v > [3s(s - 1)/2] + 1\), we must have an element \(c \in G\) such that \(c \notin (C^* + C^*) \cup (C^* - C^*)\). By Theorem 3 \(C^* \cup \{c\}\) is indecomposable.

Theorem 2 and Corollary 3.1 give us the following.

**Theorem 4.** For any positive integer \(s \geq 2\) there always exists an Abelian group \(G\) and a subset \(C\) of \(G\) such that \((C) = s + 1\) and \(C\) is indecomposable.

**Theorem 5.** Let \(\{e_1, \ldots, e_v\} = (\bar{C} - C)\). Let \(s(x, y)\) be the number of solutions of the group equation \(xg = y\) where \(x\) is an integer. Suppose \(m + 1 \leq v - (\bar{C})\). If \(v > \sum_{i=1}^{u} \sum_{s=1}^{m+1} s(x, e_i) = \delta\), then there exist sets \(A\) and \(B\) such that \(0 \in A\), \((A) = m + 1\), \(A\) is in progression and \(A + B = C\).

**Proof.** There are at most \(\delta\) solutions of the equations \(xg = e_i\) where \(2 \leq x \leq m + 1\) and \(1 \leq t \leq u\). Hence if \(v > \delta\), there exists an element \(a \in G\) such that \(xa = \bar{c}_i - \bar{c}_j\) for all \(\bar{c}_i, \bar{c}_j \in \bar{C}\) and \(x = 2, \ldots, m + 1\). We distinguish two cases:

- **Case I.** \(m \equiv 0(2)\). Put \(A = \{0, a, -a, \ldots, ma/2, -ma/2\}\). For \(k \notin \mathbb{D}\) suppose that \(A + k \subset A + D\). Then \(k = ha + d_i\). Choose \(|h|\) minimal.

  - If \(h > 0\), then \(k + [(m + 2)/2] - h)a = [(m + 2)/2]a + d_i = ja + d_i.\)
  - From our choice of \(a\), in follows that \(j = m/2\). Hence \(a + d_i = d_i\), and so \(k = (h - 1)a + d_i\), contradicting our choice of \(h\).

  - If \(h < 0\), then \(k + [-(m + 2)/2] - h)a = -[(m + 2)/2]a + d_i = ja + d_i.\)
  - From our choice of \(a\) it follows that \(j = -m/2\). Hence \(d_i = a + d_i\), and so \(k = (h + 1)a + d_i\), contradicting our choice of \(h\).

  Thus by Theorem 1.1 \(A\) is a component of \(C\).

- **Case II.** \(m \equiv 1(2)\). Put \(A = \{0, a, -a, \ldots, (m - 1)/2]a, -[(m - 1)/2]a, [(m + 1)/2]a, -(m + 1)/2]a\). The argument is the same as above replacing \(m + 2\) with \(m + 3\) and \(j\) will be either \((m + 1)/2\) or \(-(m + 1)/2\).

**Corollary 5.1.** Let \(v > \delta\). Then there exist an \(A_i\) and a \(B_i\) for every \(i\) such that \(2 \leq i \leq m + 1\) such that \(0 \in A_i\), \((A_i) = i\), \(A_i\) is in progression, and \(A_i + B_i = C\).
COROLLARY 5.2. If $v$ is a prime, then $v > mu$ implies that for every $i$ for which $2 \leq i \leq m + 1$ there exist an $A_i$ and a $B_i$ such that $0 \in A_i$, $(A_i) = i$, $A_i$ is in progression, and $A_i + B_i = C$.

We note by an example that a set $C$ may have an $i + 1$ component and not have an $i$ component. Let $G$ be the integers modulo 13. Let $\bar{C} = \{1, 2, 4, 10\}$. By Corollary 1.5 $C$ does not have a 2 component, since $\bar{C}$ is a simple difference set. But $\{0, 9, 12\} + \{0, 7, 9, 12\} = \{0, 3, 5, 6, 7, 8, 9, 11, 12\} = C$.

Sets of integers. From now on our sets shall be sets of nonnegative integers. In particular the complement of a set $S$, which shall be denoted by $\bar{S}$, shall mean the set of all nonnegative integers which are not in $S$.

DEFINITION. An $n$ section is a set of nonnegative integers which contain all integers greater than $n$ but does not contain $n$.

In Theorems 6 and 7 we shall assume that the sets $A$ and $C$ are $\bar{c}_r$ sections.

THEOREM 6. Let $\bar{C} = \{\bar{c}_1 < \bar{c}_2 < \cdots < \bar{c}_r\}$. Let $D = \{d_i = \bar{c}_r - \bar{c}_i, i = 1, \cdots, r\}$. Then $A$ is a component of $C$ if and only if for every $k \notin D$, $k \leq c$, we have $A + k \notin A + D$.

Proof. Put $B = \bigcap_{i=1}^r \{\bar{c}_i - \bar{A}\}$. If $A + B = C$, then $B_i \subset B$ and also $A + B = C$. Hence, $A$ is a component of $C$ if and only if $A + B = C$.

Suppose for every $k \in D$, $k \leq \bar{c}_r$ we have $A + k \notin A + D$. Then, for every $k \in D$, $k \leq \bar{c}_r$ there is an $a \in A$ such that $a + k = \bar{a}_i + d_i$ for every $i = 1, \cdots, r$ where $d_i = \bar{c}_r - \bar{c}_i$ and $\bar{a}_i \in \bar{A}$. Hence, $\bar{c}_r - k = \bar{a}_i + \bar{c}_i$ for every $i = 1, \cdots, r$. Hence, $\bar{c}_r - k = a + b$ where $b \in B$. Put $k = \bar{c}_r - c$ where $c \in C$. Then $k \in D$ and $k \leq c_r$. Thus $c = a + b$. Hence $A + B = C$, and $A$ is a component of $C$.

Now suppose $A$ is a component of $C$. Hence $A + B = C$. If there is a $k \in D$, $k \leq \bar{c}_r$ such that $A + k \subset A + D$, then for every $a \in A$ there is an $i$ such that $a + k = a_i + d_i$. Hence, $\bar{c}_r - k = a + \bar{c}_r - a_i = a + \bar{b}$, where $\bar{b} \in \bar{B}$. Since $k \neq \bar{c}_r - \bar{c}_j$ for any $j = 1, \cdots, r$, we must have $k = \bar{c}_r - c$ for some $c \in C$. Hence for every $a \in A$ we have $c - a = \bar{b} \in \bar{B}$. Therefore, $c \notin A + B$. This is a contradiction, and hence our theorem is true.

DEFINITION. For $m$ a positive integer we say that $A$ is an $m$ set, if and only if, for all $a \in A$ we have $a + m \in A$.

COROLLARY 6.1. Let $A$ be an $n$ section such that $0 \in A$. Then-

A is a component of \( \{n\} \), if and only if, \( A \) is not an \( m \) set for \( m \leq n \).

**Corollary 6.2.** Let \( A \) be an \( m \) set for some \( m \) such that \( m < n \). Let \( A = \{n_1 < n_2 < \cdots < n_r = n\} \). Then there is an \( n_i < n_r \) such that

\[
\frac{A(n_i)}{n_i + 1} \geq \frac{A(n_r)}{n_r + 1}
\]

where \( A(x) \) denotes the usual counting function of all \( a \in A \) such that \( a \leq x \).

**Proof.** At the end of Lemma 1 on page 911 of [7] it was shown that if the construction defined there fails at a gap \( n_s < n_r = n \), then

\[
\frac{C(n)}{n + 1} \geq \frac{A(n_s) + B(n_s) - 1}{n_s + 1} + \left( C(d_s - 1) - \frac{C(n)d_s}{n + 1} \right) \frac{1}{n_s + 1}
\]

Now let \( C = A \) and \( B = \{0\} \). Then we have

\[
\frac{A(n)}{n + 1} \geq \frac{A(n_s)}{n_s + 1} + \left( A(d_s) - 1 - \frac{A(n)d_s}{n + 1} \right) \frac{1}{n_s + 1}
\]

If we assume that \( A(n_i)/(n_i + 1) > A(n)/(n + 1) \) for all \( i = 1, \cdots, r - 1 \) then it follows that for all \( a \in A \) we have \( A(a)/(a + 1) > A(n)/(n + 1) \). Hence the remainder term, \( [A(d_s - 1) - A(n)d_s/(n + 1)]/(n_s + 1) \) is positive, and we have \( A(n)/(n + 1) > A(n_s)/(n_s + 1) \). This contradicts the assumption that \( A(n_i)/(n_i + 1) > A(n)/(n + 1) \) for all \( i = 1, \cdots, r - 1 \).

If the construction does not fail, then all gaps in \( C \) are filled except \( n = n_r \). Since in our case \( C = A \), we would have that \( A \) is a component of \( \{n\} \). But \( A \) is an \( m \) set for some \( m < n \), and by Corollary 6.1 this is impossible.

An example of a case where we have equality in (i) is \( A = \{0, 2, 4\} \). We have \( A(1)/2 = A(3)/4 = A(5)/6 = 1/2 \).

**Definition.** The \( \bar{c} \) section \( C \) has an \( m \) component if and only if there exist sets, \( A \) and \( B \) such that \( A(\bar{c}) = m \) and \( A + B = C \).

**Corollary 6.3.** Let \( \bar{C} = \{\bar{c}_1 < \bar{c}_2\} \) and let \( 0 \in C \). Then \( C \) has a 2 component, if and only if, \( C \) is not one of the following three sets: \( \{1, 2\} \); \( \{2, 4\} \); \( \{3, 5\} \).

**Corollary 6.4.** If \( \bar{c}_r \) is such that \( \bar{c}_r - \bar{c}_i > \bar{c}_{r-1} \), then \( C \) has a 2 component.
Proof. One can easily verify that $\{0, \bar{c}_r - \bar{c}_i\}$ is a 2 component by Theorem 6.

**THEOREM 7.** For a given $r$ and $m$ there exist at most a finite number of sets with $r$ gaps which do not have an $m + 1$ component.

That is to say if $\bar{C} = \{\bar{c}_1 < \bar{c}_2 < \cdots < \bar{c}_i\}$, then there are sets $A$ and $B$ such that $A(\bar{c}_i) = m + 1$, $0 \in A$, and $A + B = C$ except for at most a finite number of sets $C$. One can even impose the additional condition that $A$ be in progression.

**Proof.** We first prove a lemma.

**LEMMA.** If there exists an $a \in C$ such that

1. $xa \neq \bar{c}_i - \bar{c}_j$ for $1 \leq j < i < r$ and $x = 1, \ldots, m + 1$;

and

2. either $\bar{c}_j < a < (m + 1)a < \bar{c}_{j+1}$ for some $j$ such that $1 \leq j \leq r - 1$ or $0 < a < (m + 1)a < \bar{c}_i$;

then $A = \{0, a, 2a, \ldots, ma\}$ is an $m + 1$ component of $C$.

Proof. By Theorem 6 $A$ is a component of $C$, if and only if, for all $k \in D$, $k \leq \bar{c}_r$, we have $A + k \nsubseteq A + D$. If for some $k \in D$, $k \leq \bar{c}_r$ we have $A + k \subseteq A + D$, then $k = sa + di$ for some $s$ and $i$ such that $0 < s \leq m$ and $1 \leq i \leq r$. Under the assumption that $a$ satisfies (1) and (2), we shall show that $k + (m - s + 1)a \in A + D$, and hence $A + k \nsubseteq A + D$ contrary to the assumption that $A + k \subseteq A + D$. Hence $A$ will be an $m + 1$ component of $C$.

We have $k + (m - s + 1)a = sa + di + (m - s + 1)a = (m + 1)a + d_i$ for some $i$. If $k + (m - s + 1)a \in A + D$ then either

3. $(m + 1)a + d_i = ta + d_j$ for some $t = 0, \ldots, m$ and $j = 1, \ldots, r$ and $j \neq i$;

or

4. $(m + 1)a + d_i > \bar{c}_r > sa + d_i$.

Now (3) implies $(m + 1 - t)a = \bar{c}_i - \bar{c}_j$ contrary to (1), and (4) implies $(m + 1)a > \bar{c}_i > sa \geq a > 0$ contrary to (2). Hence $A$ is an $m + 1$ component of $C$. This completes the proof of the lemma.

Let $\delta = (\lfloor \bar{c}_i - \bar{c}_j \rfloor | 1 \leq j < i \leq r)$. Then $1 \leq \delta \leq (r^2 - r)/2$. If there are at least $(m + 1)\delta + 1$ choices for $a$ between $\bar{c}_j + 1$ and $[\bar{c}_{j+1}/(m + 1)] - 1$ inclusive or between 1 and $[\bar{c}_i/(m + 1)] - 1$ inclusive,
then we can choose an \( a \) so that conditions (1) and (2) of the lemma are satisfied. Thus conditions (1) and (2) of the lemma are satisfied if either

\[
(5) \quad \bar{c}_{j+1} \geq (m+1)(\delta(m+1) + \bar{c}_j + 2) \quad \text{for} \quad 1 \leq j \leq r - 1
\]
or

\[
(6) \quad \bar{c}_1 \geq (m+1)(\delta(m+1) + 2).
\]

Let \( \delta(m+1) + 2 = n \). If (5) and (6) both fail, then we must have \( \bar{c} < (m+1)n \)

\[
\bar{c}_2 < (m+1)(n + \bar{c}_1) < n((m+1) + (m+1)^2)
\]
\[
\vdots
\]
\[
\bar{c}_i < (m+1)(n + \bar{c}_{i-1}) < n \sum_{q=1}^{i}(m+1)^q
\]
\[
\vdots
\]
\[
\bar{c}_r < (m+1)(n + \bar{c}_{r-1}) < n \sum_{q=1}^{r}(m+1)^q.
\]

Hence if \( c_r \geq n \sum_{q=1}^{r}(m+1)^q \) then either condition (5) or condition (6) is satisfied and \( a \) can be chosen so that conditions (1) and (2) of the lemma are both satisfied.

Thus if \( \bar{c}_r \geq (\delta(m+1) + 2) \sum_{q=1}^{r}(m+1)^q \), then there is an \( a \in C \) such that \( \{0, a, 2a, \ldots, ma\} \) is an \( m+1 \) component of \( C \). Since for a fixed \( r \), \( \delta \) is bounded, it follows that the number of sets \( C \), with \( r \) gaps which do not have an \( m+1 \) component is finite.

In Theorems 8–11, we shall make no restriction on the number of gaps that a set \( C \) may have.

**DEFINITION.** A set \( C \) is said to be strictly decomposable if there are sets, \( A \) and \( B \), such that \( \text{Min}(A), (B) \geq 2 \) and \( A + B = C \).

**DEFINITION.** A set \( C \) is said to be asymptotically decomposable if there are sets, \( A \) and \( B \), such that \( \text{Min}(A), (B) \geq 2 \) and \( A + B = C* \) where \( (C* \cap \bar{C}) < \infty \) and \( (C \cap \bar{C}*) < \infty \). We write \( A + B \sim C \).

**THEOREM 8.** Let \( C \) be given. Let \( \{n_i\} \) be a monotonically increasing sequence of nonnegative integers. Let \( C_n = C \cap [0, k] \). Then a necessary and sufficient condition that \( C \) be strictly decomposable is that for each \( n_i \) in the sequence there exist a pair of sets, \( A_{n_i} \) and \( B_{n_i} \), such that \( \{A_{n_i} + B_{n_i}\} \cap [0, n_i] = C_{n_i} \); and there exists a positive integer \( N \) such that whenever \( n_i \geq N \) we have \( \text{Min} A_{n_i}(N), B_{n_i}(N) \geq 2 \).

**Proof.** If \( C \) is strictly decomposable, then we have a pair of sets,
A and B, such that Min (A), (B) ≥ 2 and A + B = C. Put $A_{n_i} = A \cap [0, n_i]$ and $B_{n_i} = B \cap [0, n_i]$. If for some $n_i$ we have $(A_{n_i} + B_{n_i}) \cap [0, n_i] \neq C \cap [0, n_i]$, then $(A + B) \cap [0, n_i] \neq C \cap [0, n_i]$ which is a contradiction. Since Min (A), (B) ≥ 2 we must have a positive integer N such that Min $A(N), B(N) ≥ 2$. This clearly implies that for $n_i ≥ N$ we have Min $A_{n_i}(N), B_{n_i}(N) ≥ 2$. Hence our condition is necessary.

Now let $(m_j)_{j=0}^{\infty}$ be any monotonically increasing sequence of non-negative integers. Put $A_{m_0}, i = A_{m_0} \cap [0, m_0]$ and $B_{m_0}, i = B_{m_0} \cap [0, m_0]$. Since there are only a finite number, $2^{2m_0 + 2}$, of choices for each pair of sets, $A_{m_0}, i$ and $B_{m_0}, i$, there must be at least one pair, $A_{m_0}$ and $B_{m_0}$, which is repeated for an infinite number of indices $i$.

Let $\{n_i^{(1)}\}$ be the subsequence of $\{n_i\}$ for which $A_{m_0} = A_{n_i^{(1)}}(1) \cap [0, m_0]$ and $B_{m_0} = B_{n_i^{(1)}}(1) \cap [0, m_0]$. Now $A_{m_0} + B_{m_0} \subset C$, since in the original construction of $A_{m_0}$ and $B_{m_0}$ the $n_i$ may be chosen arbitrarily large. Also we have $\{A_{m_0} + B_{m_0}\} \cap [0, m_0] = C_{m_0}$.

We repeat this process using $m_i$ and the sequence $\{n_i^{(1)}\}$. Put $A_{m_1}, i = A_{m_1}(1) \cap [0, m_1]$ and $B_{m_1}, i = B_{m_1}(1) \cap [0, m_1]$. Again we must have at least one pair of sets, $A_{m_1}$ and $B_{m_1}$, that repeats an infinite number of times. This pair, $A_{m_1}$ and $B_{m_1}$, determines a subsequence $\{n_i^{(2)}\} \subset \{n_i^{(1)}\}$. We must have $A_{m_1} + B_{m_1} \subset C$ and $\{A_{m_1} + B_{m_1}\} \cap [0, m_1] = C_{m_1}$.

Continuing in this way, we have for each $m_j$ a pair of sets, $A_{m_j}$ and $B_{m_j}$, and a subsequence $\{n_i^{(j+1)}\} \subset \{n_i^{(j)}\}$ such that $A_{m_j} = A_{n_i^{(j+1)}}(j + 1) \cap [0, m_j]$ and $B_{m_j} = B_{n_i^{(j+1)}}(j + 1) \cap [0, m_j]$. For each $m_j$ we also have $A_{m_j} + B_{m_j} \subset C$ and $\{A_{m_j} + B_{m_j}\} \cap [0, m_j] = C_{m_j}$.

Put $A = \bigcup_{j=0}^{\infty} A_{m_j}$ and $B = \bigcup_{j=0}^{\infty} B_{m_j}$. Since in each subsequence $\{n_i^{(j)}\}$, there exists an $n_i^{(j)}$ such that $n_i^{(j)} ≥ N$, we have that Min $A_{m_j}(N), B_{m_j}(N) ≥ 2$, and hence Min (A), (B) ≥ 2. If $A + B \neq C$, then there is a section of C, say $C_k$, for which the decomposition fails. Let $m_j > k$. Then for the subsequence, $\{n_i^{(j+1)}\}$, we have

$$A_{n_i(j + 1)} + B_{n_i(j + 1)} \cap C_{m_j} \neq C_{m_j} = C_{n_i(j + 1)} \cap [0, m_j].$$

This contradicts the original hypothesis. Hence $A + B = C$ is a strict decomposition of C, and our condition is sufficient. This completes the proof of Theorem 8.

If C has a finite number of gaps, C is a section. If C has infinitely many gaps then Theorem 8 shows that the problem of strict decomposability reduces to the problem of decomposability of sections because we can choose for $\{n_i\}$ a sequence of gaps of C.

**Corollary 8.1.** Let $\{n_i\}$ be an infinite sequence of elements of $\bar{C}$. Then C is strictly decomposable, if and only if, every section $\{C \cap [0, n_i]\} \cup [n_i + 1, \infty)$ is decomposable.
THEOREM 9. Let $C$ be given. Let $A$ be such that $A \subseteq C$ and $(A) \geq 2$. Let $f(\bar{a})$ be the number of representations of $\bar{a}$ in the form $a_i + \bar{c}_j - a_n$. If for every $\bar{a} \in \bar{A}$, such that $\bar{a} \geq 0$, and such that $\bar{a} \in A + \bar{C} - A$ we have $f(\bar{a}) < A(\bar{a})$, then there exists a set $B$ such that $A + B = C$ is a strict decomposition of $C$.

Proof. Put $B = \bigcap_{i=1}^{\infty} \{ \bar{c}_i - \bar{A} \}$. Now $B \neq \emptyset$ since $0 \in B$ and clearly $A + B \subseteq C$.

Let $\bar{a} \in \bar{A}$ such that $\bar{a} \in C$. If $\bar{a} \in A + B$, then it must be true that for every $a \in A$ such that $a < \bar{a}$, we must have $\bar{a} - a \in \bar{B} = \bigcup_{i=1}^{\infty} \{ \bar{c}_i - A \}$. Hence for every $a \in A$ such that $a < \bar{a}$ we must have that there exists a $\bar{c}_i \in \bar{C}$ and an $a' \in A$ such that $\bar{a} = a + \bar{c}_i - a' \in A + \bar{C} - A$. There exist at least $A(\bar{a})$ such representations of $\bar{a}$, since there are $A(\bar{a})$'s in $A$ such that $a < \bar{a}$. Hence $f(\bar{a}) \geq A(\bar{a})$ contrary to hypothesis. Hence there is an $a \in A$ such that $\bar{a} - a \in B$. Hence $A + B = C$. Since $A \neq C$, $C \subseteq C$, we must have $(B) \geq 2$, and thus this decomposition of $C$ is strict.

THEOREM 10. Let $C$ be an infinite set. If $C$ is asymptotically decomposable, then there is an integer $k$ such that for all positive integers $m$ there are infinitely many pairs of elements $c_1, c_2 \in C$ such that $m < c_1 < c_2 < c_1 + k$.

Proof. Since $C$ is asymptotically decomposable, there is a $C^*$ such that $C^* \sim C$ and $C^*$ is strictly decomposable. And if $C^*$ satisfies the conclusions of Theorem 10, then so does $C$. Hence without loss of generality we may assume that $C$ is strictly decomposable.

Since $C$ is an infinite set, and since $C$ is strictly decomposable, at least one of the two components is infinite. Suppose without loss of generality that $(B) = \infty$. Let $a_i, a_2 \in A$ where $0 \leq a_i < a_2 < k$. Let $m$ be any positive integer. Then there are an infinite number of elements $b \in B$ such that $a_i + b = c_i > m$ and $a_2 + b = c_2$. Now $c_2 - c_i = a_2 - a_i < k$, and we have $m < c_i < c_2 < c_i + k$.

COROLLARY 10.1. Let $C$ be an infinite set. Let $f(n) = c_n - c_{n-1}$ for $n \geq 2$ where $c_{n-1}$ and $c_n$ are consecutive elements of $C$. If there exists an integer $m$ such that for $n \geq m$, $f(n)$ is increasing, then $C$ is asymptotically decomposable if and only if $f(n)$ is bounded.

THEOREM 11. Let $g(y) = \lim_{x \to y} [C(x + y) - C(x)]$. If $g(y)$ is bounded for all $y$, then $C$ is not asymptotically decomposable as the sum of two infinite sets.

Proof. Suppose $C \sim A + B = C^*$ where $(A) = (B) = \infty$. Clearly
\[ \lim_{x \to \infty} [C^*(x + y) - C^*(x)] = \lim_{x \to \infty} [C(x + y) - C(x)] = g(y) \].

Let \( B = \{ b_0 < b_1 < b_2 < \cdots \} \). Then \( g(y) \geq \lim_{j \to \infty} [C^*(b_j + y) - C^*(b_j)] \geq A(y) \).

Since for all \( a \leq y \) and \( a \in A \) we must have \( b_j \leq b_j + a \leq b_j + y \). Hence for all \( b_j \in B \) and \( y \) we must have \( C^*(b_j + y) - C^*(b_j) \geq A(y) \). But if \( g(y) \) is bounded, then \( A(y) \) is bounded and \( A \) is not an infinite set.

Let \( P \) be the set of all primes. It is easy to show that \( P \) is not strictly decomposable.

**Theorem 12.** If \( A + B \sim P \), the set of all primes, then \( (A) = (B) = \infty \).

**Proof.** Suppose \( A = \{ a_1 < a_2 < \cdots < a_n \} \) and \( A + B \sim P \). Then \( A - a_1 + B + a_1 \sim P \). Thus we may without loss of generality assume \( a_1 = 0 \). Let \( N = \max \{ \tilde{p} \in A + B, \tilde{p} \not\in A + B \} \). Then whenever \( b \in B \) and \( b > N \), we must have \( a_i + b \in P \) for \( i = 1, \cdots, n \), and in particular \( b \in P \).

Choose \( n \) primes \( p_1, \cdots, p_n \) such that \( (a_i, p_i) = 1 = (p_i, p_j) \) for \( i \neq j \) and \( i = 2, \cdots, n \) and \( (p_i, a_i) = 1 = (p_i, p_i) \) for \( i = 2, \cdots, n \). Consider the solutions to the simultaneous congruences \( x \equiv a_i(p_i) \) for \( i = 2, \cdots, n \) and \( x \equiv -a_i(p_i) \). The set of solutions forms an arithmetic progression \( \{ x + k \prod_{i=1}^{n} p_i \}_{k=0} \) with \( (x, \prod_{i=1}^{n} p_i) = 1 \). By the Dirichlet theorem there exist an infinite number of primes of the form \( x + k \prod_{i=1}^{n} p_i \). Let \( q \) be such a prime, and let \( q > N + a_n \). Then \( q \in A + B \).

If \( q = a_i + b \) for some \( i = 2, \cdots, n \) and \( b \in B \), then \( b > N \) and \( b \in P \). But \( q = a_i + b \) implies that \( b = o(p_i) \) which is impossible for sufficiently large \( q \). If \( q = b \in B \), then \( q + a_2 \in P \). But \( q + a_2 = o(p_i) \) which is also impossible for sufficiently large \( q \).

Hence \( (A) = (B) = \infty \).
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